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1. INTRODUCTION

Stationary models have always been the main focus of interest in the theoretical treatment of time series analysis. For several reasons autoregressive models form a very important class of stationary models: They can be used for modeling a wide variety of situations (for example data which show a periodic behavior), there exist several efficient estimates which can be calculated via simple algorithms (Levinson–Durbin algorithm, Burg–algorithm), the asymptotic properties including the properties of model selection criteria are well understood.

Frequently, people have tried to use autoregressive models also for modeling data that show a certain type of nonstationary behaviour by fitting AR-models on small segments. This method is for example often used in signal analysis for coding a signal (linear predictive coding) or for modeling data in speech analysis. The underlying assumption then is that the data are coming from an autoregressive process with time varying coefficients.

Suppose we have some observations \( \{X_1, \ldots, X_T\} \) from a zero mean, autoregressive process with time varying coefficients \( a_1(\cdot), \ldots, a_p(\cdot) \). To get a tractable frame for our asymptotic analysis we assume that the functions \( a_i \) are supported on the interval \([0, 1]\) and connected to the underlying time series by an appropriate rescaling. This leads to the model

\[
X_{t,T} + \sum_{i=1}^{p} a_i(t/T) X_{t-i,T} = \sigma(t/T) \varepsilon_t, \quad t = 1, \ldots, T, \tag{1.1}
\]

where the \( \varepsilon_t \)'s are independent, identically distributed with \( \mathbb{E} \varepsilon_t = 0 \) and \( \text{var}(\varepsilon_t) = 1 \).

To make this definition complete, assume that \( X_0, \ldots, X_{1-p} \) are random variables from a stationary AR\((p)\)-process with parameters \( a_1(0), \ldots, a_p(0) \). As usual in nonparametric regression, we focus on estimating the whole functions \( a_i \), although, strictly speaking, the intermediate values \( a_i(s) \) for \( (t-1)/T < s < t/T \), are not identifiable. This time varying autoregressive model is a special locally stationary process as defined in Dahlhaus (1997). However, for the main results of this paper we only use the representation (1.1) and not the general properties, like an analogue of Cramér’s representation, e.g., of a locally stationary process.

The estimation problem now consists of estimating the parameter functions \( a_i(\cdot) \). Very often these functions are estimated at a fixed time point \( t_0/T \) by fitting a stationary model in a neighborhood of \( t_0 \), e.g. by estimating \( a_1(t_0/T), \ldots, a_p(t_0/T) \) with the classical Yule–Walker (or Burg) estimate over the segment \( X_{t_0-N,T}, \ldots, X_{t_0+N,T} \) where \( N/T \) is small. This method has the disadvantage that it automatically leads to a smooth estimate of \( a_i(\cdot) \). Sudden changes in the \( a_i(\cdot) \), as they are quite common e.g. in signal analysis, cannot be detected by this method. Moreover, the performance of this method depends on the appropriate choice of the segmentation parameter \( N \). Instead, in this paper we develop an automatic alternative, which avoids this a priori choice and adapts to local smoothness characteristics of the \( a_i(\cdot) \).
Our approach consists in a nonlinear wavelet method for the estimation of the coefficients $a_i(\cdot)$. This concept, based on orthogonal series expansions, has recently been entered in the nonparametric regression estimation problem due to Donoho and Johnstone (1992), and has been proven very useful if the class of considered functions to be estimated exhibits a varying degree of smoothness. Some generalizations can be found in Brillinger (1994), Johnstone and Silverman (1997), Neumann and Spokoiny (1995) and Neumann and von Sachs (1995). As usual, the unknown functions, i.e. $a_i(u)$, are expanded by orthogonal series w.r.t. a particularly chosen orthonormal basis of $L_2[0,1]$, a wavelet basis. Basically, the basis functions are generated by dilations and translations of the so-called scaling function $\phi$ and wavelet function $\psi$, which are both localized in spatial position (i.e. temporal, here) and frequency. These basis functions, unlike most of the "traditional" ones (Fourier, (non-local) polynomials, etc.), are able to optimally compress both functions with rather homogeneous smoothness over the whole domain (like Hölder or $L_2$-Sobolev) as well as members of certain inhomogeneous smoothness classes like $L_p$-Sobolev or Besov $B^m_{p,q}$ with $p < 2$. Note that the better compressed a signal is (i.e. being represented by a smaller number of coefficients), the better performs an estimator of the signal which is optimally tuned w.r.t. bias-variance trade-off. A strong theoretical justification for the merits of using wavelet bases in this context has been given by Donoho (1993): It was shown that wavelets provide unconditional bases for a wide variety of these inhomogeneous smoothness classes which yields that wavelet estimators can be optimal in the abovementioned sense.

To actually achieve this optimality there is need for non-linearly modifying traditional linear series estimation rules which are known to be optimal only in case of homogeneous smoothness: There the coefficients of each resolution level $j$ are essentially of the same order of magnitude, and the loss due to a levelwise inclusion/exclusion rule, as opposed to a componentwise rule, is only small. However, under strong inhomogeneity, not only the coefficients of each fixed level might considerably differ in their orders of magnitude but also have significant values on higher levels to be included by a suitably chosen inclusion rule. Surprisingly enough, this is possible by simple and intuitive schemes which are based on comparing the size of the empirical (i.e. estimated) coefficients with their variability. Such nonlinear rules can dramatically outperform linear ones for the mentioned cases of sparse signals (i.e. those of inhomogeneous function classes being represented in an unconditional bases).

In this work, we apply these locally adaptive estimation procedures to the particular problem of estimating autoregression coefficients which are functions of time. In a first step, the empirical wavelet coefficients are derived as a solution of a least squares minimization problem, before, secondly, soft or hard thresholding is applied. We show that in this situation our nonlinear wavelet estimator attains the usual near-optimal minimax rate of $L_2$-convergence, in a large scale of Besov classes. The full procedure requires consistent estimators for the variance of the empirical coefficients. In particular, a consistent estimator of the variance function is needed (cf. Section 3), e.g. the squared residuals of a local AR-fit.

Finally, with this adaptive estimation of the time-varying autoregression coefficients, we immediately provide a semiparametric estimate for the resulting time-dependent spectral density of the process given by (1.1). An alternative, fully nonparametric
approach for estimating the so-called evolutionary spectrum of a general locally stationary process (as defined in Dahlhaus (1997)) has been delivered by Neumann and von Sachs (1997), which is based on nonlinear thresholding in a two-dimensional wavelet basis.

The content of our paper is organized as follows: While in the next section we describe details of our set-up and present this main result, in Section 3 the statistical properties of the empirical coefficients are given. Section 4 shows the finite–sample behaviour of our procedure applied to two typical (simulated) time–varying autogressive processes. Section 5 deals with the proof of the main theorem. The remaining Sections 6 – 8 collect some auxiliary results, both of own interest and in this particular context used to derive the main proof (of Section 5).

2. Assumptions and the Main Result

Before we develop nonlinear wavelet estimators for the functions $a_i$, we describe the general set-up. First we introduce an appropriate orthonormal basis of $L_2[0,1]$. Assume we have a scaling function $\phi$ and a so-called wavelet $\psi$ such that $\{2^l/2\phi(2^l - k)\}_{k \in \mathbb{Z}} \cup \{2^l/2\psi(2^l - k)\}_{j \geq l, k \in \mathbb{Z}}$ forms an orthonormal basis of $L_2(\mathbb{R})$. The construction of such functions $\phi$ and $\psi$, which are compactly supported, is described in Daubechies (1988). It is well-known that the boundary-corrected Meyer wavelets (Meyer (1991)) or those developed by Cohen, Daubechies and Vial (1993) form orthonormal bases of $L_2[0,1]$. In both approaches Daubechies’ wavelets are used to construct an orthonormal basis of $L_2[0,1]$, essentially by truncation of the above functions to the interval $[0,1]$ and a subsequent orthonormalization step. Throughout this paper either of these bases can be used, which is denoted by $\{\phi_{lk}\}_{k \in I_j} \cup \{\psi_{jk}\}_{j \geq l, k \in I_j}$, where $\phi_{lk}(x) = 2^{l/2}\phi(2^l x - k)$ and $\psi_{jk}(x) = 2^{l/2}\psi(2^l x - k)$, and with certain modifications of those functions that have a support beyond the interval $[0,1]$. It is known that $\# I_j = 2^j$, and that $\# I_0 = 2^1$ for the Cohen, Daubechies, Vial (CDV) bases, whereas for the Meyer bases, $\# I_0 = 2^1 + N$ for some integer $N$ depending on the regularity of the wavelet basis. For reasons of notational simplicity, in the sequel we restrict to treat the CDV bases, only.

Accordingly, we can expand $a_i$ in an orthogonal series

$$a_i = \sum_{k \in I^i_0} a_{lk}^{(i)} \phi_{lk} + \sum_{j \geq 1} \sum_{k \in I_j} \beta_{jk}^{(i)} \psi_{jk}, \quad (2.1)$$

where $a_{lk}^{(i)} = \int a_i(u)\phi_{lk}(u) \, du$, $\beta_{jk}^{(i)} = \int a_i(u)\psi_{jk}(u) \, du$ are the usual Fourier coefficients, also called wavelet coefficients.

Assume a degree of smoothness $m_i$ for the function $a_i$, i.e. $m_i$ is a member of a Besov class $B_{m_i}^{m_i} (C)$ defined below. In accordance with this, we choose compactly supported wavelet functions of regularity $r > m := \max\{m_i\}$, that is

(A1)  
(i) $\phi$ and $\psi$ are $C^r[0,1]$ and have compact support,
(ii) $\int \phi(t) \, dt = 1$, $\int \psi(t) t^k \, dt = 0$ for $0 \leq k \leq r$.

The first step in each wavelet analysis is the definition of empirical versions of the wavelet coefficients. We define the empirical coefficients simply as a least squares
estimator, i.e. as a minimizer of

\[
\sum_{t=p+1}^{T} \left( X_{t,T} + \sum_{i=1}^{p} \left[ \sum_{k \in I_i} \alpha_{ik}^{(i)} \phi_{ik}(t/T) + \sum_{j=1}^{j^*} \frac{1}{2} \sum_{k \in I_j} \beta_{jk}^{(i)} \psi_{jk}(t/T) \right] X_{t-i,T} \right)^2,
\]

where the choice of \( j^* \) will be specified below. Since \( \{\phi_{ik}\}_{k} \cup \{\psi_{jk}\}_{j \leq j^*, k} \) form a basis of the subspace \( V_{j^*} \) of \( L_2[0,1] \), this amounts to an approximation of \( a_i \) in just this space \( V_{j^*} \).

In the present paper we propose to apply nonlinear smoothing rules to the coefficients \( \tilde{\beta}_{jk}^{(i)} \). It is well-known (cf. Donoho and Johnstone (1992)) that linear estimators can be optimal w.r.t. the optimal rate of convergence as long as the underlying smoothness of \( a_i \) is not too inhomogeneous. This situation changes considerably, if the smoothness varies strongly over the domain. Then we have the new effect that even at higher resolution scales a small number of coefficients cannot be neglected, whereas the overwhelming majority of them is much smaller than the noise level. This kind of sparsity of nonnegligible coefficients is responsible for the need of a nonlinear estimation rule. Two commonly used rules to treat the coefficients are

1) hard thresholding

\[
\delta^{(h)}(\tilde{\beta}_{jk}^{(i)}, \lambda) = \tilde{\beta}_{jk}^{(i)} \mathbb{I}(|\tilde{\beta}_{jk}^{(i)}| \geq \lambda)
\]

and

2) soft thresholding

\[
\delta^{(s)}(\tilde{\beta}_{jk}^{(i)}, \lambda) = (|\tilde{\beta}_{jk}^{(i)}| - \lambda)_+ \operatorname{sgn}(\tilde{\beta}_{jk}^{(i)}).
\]

To treat these coefficients in a statistically appropriate manner, we have to tune the estimator in accordance with their distribution. It turns out that, at the finest resolution scales, this distribution actually depends on the (unknown) distribution of the \( X_{t,T} \)'s, whereas we can hope to have asymptotic normality if \( 2^j = o(T) \).

We show in Section 3 that we do not lose asymptotic efficiency of the estimator, if we truncate the series at some level \( j = j(T) \) with \( 2^j(T) \propto T^{1/2} \). To give a definite rule, we choose the highest resolution level \( j^* - 1 \) such that \( 2^{j^*-1} \leq T^{1/2} < 2^{j^*} \), i.e. we restrict our analysis to coefficients \( \tilde{\alpha}_{ik}^{(i)} (k \in I_i, i = 1, \ldots, p) \) and \( \tilde{\beta}_{jk}^{(i)} (j \geq 1, 2^j \leq T^{1/2}, k \in I_j, i = 1, \ldots, p) \). Unlike in ordinary regression it is not possible in the autocorrelation problem considered here to include coefficients from resolution scales \( j \) up to \( 2^j = o(T) \). This is due to the fact that the empirical coefficients cannot be reduced to sums of independent (or sufficiently weakly dependent) random variables, which results in some additional bias term.

Finally, we build an estimator of \( a_i \) by applying the inverse wavelet transform to the nonlinearly modified coefficients.

Before we state our main result, we introduce some more assumptions. The constant \( C \) used here and in the following is assumed to be positive, but need not be the same at each occurrence.

(A2) There exists some \( \gamma \geq 0 \) such that

\[
|\text{cum}_n(x_i)| \leq C^n(n!)^{1+\gamma} \quad \text{for all} \quad n, t
\]
(A3) There exists a $\rho > 0$ with

$$1 + \sum_{i=1}^{p} a_i(s)z^i \neq 0 \text{ for all } |z| \leq 1 + \rho \text{ and all } s \in [0,1].$$

Furthermore, $\sigma$ is assumed to be continuous with $C_1 \leq \sigma(s) \leq C_2$ on $[0,1]$.

**Remark 1.** Note that, besides the obvious case of the normal distribution, many of the distributions that can be found in textbooks satisfy (A2) for an appropriate choice of $\gamma$. In Johnson and Kotz (1970) we can find closed forms of higher order cumulants of the exponential, gamma and inverse Gaussian distribution, which show that this condition is satisfied for $\gamma = 0$. The need for a positive $\gamma$ occurs in the case of heavier-tailed distribution, which could arise as the distribution of a sum of weakly dependent random variables.

(A3) implies uniform continuity of the covariances of $\{X_{i,T}\}$ (Lemma 8.1). We conjecture that the continuity in (A3) can e.g. be relaxed to piecewise continuity.

In the following we derive a rate for the risk of the proposed estimator uniformly over certain smoothness classes. It is well-known that non-linearly thresholded wavelet estimators have the potential to adapt to spatial inhomogeneity. Accordingly, we consider Besov classes as functional classes which admit functions with this feature. Furthermore, Besov spaces represent the most convenient scale of functional spaces in the context of wavelet methods, since the corresponding norm is equivalent to a certain norm in the sequence space of coefficients of a sufficiently regular wavelet basis. For an introduction to the theory of Besov spaces $B^m_{p,q}$, see, e.g., Triebel (1990).

Here $m \geq 1$ denotes the degree of smoothness and $p, q \ (1 \leq p, q \leq \infty)$ specify the norm in which smoothness is measured. These classes contain traditional Hölder and $L_2$-Sobolev smoothness classes, by setting $p = q = \infty$ and $p = q = 2$, respectively. Moreover, they embed other interesting functional spaces like Sobolev spaces $W^m_p$, for which the inclusions $B^m_{p,p} \subseteq W^m_p \subseteq B^m_{p,2}$ in the case $1 < p \leq 2$, and $B^m_{p,2} \subseteq W^m_p \subseteq B^m_{p,p}$ if $2 \leq p < \infty$ hold true; see, e.g., Theorem 6.4.4 in Bergh and Lofström (1976).

For convenience, we define our functional class by constraints on the sequences of wavelet coefficients. Fix any positive constants $C_{ij}, \ i = 1, \ldots, p; \ j = 1, 2$. We will assume that $a_i$ lies in the following set of functions

$$\mathcal{F}_i = \left\{ f = \sum_{k} \alpha_k \phi_{jk} + \sum_{j,k} \beta_{jk} \psi_{jk} \left| \| \alpha_k \|_\infty \leq C_{i1}, \| \beta_{jk} \|_{m,p,q} \leq C_{i2} \right\}, \right.$$

where

$$\| \beta_{.,.} \|_{m,p,q} = \left( \sum_{j \geq l} \left[ 2^{jp} \sum_{k \in \Gamma_j} | \beta_{jk} |^p \right]^{q/p} \right)^{1/q},$$

$s = m + 1/2 - 1/p$. It is well-known that the class $\mathcal{F}_i$ lies between functional classes $B^m_{p,q}(c)$ and $B^m_{p,q}(C)$, for appropriate constants $c$ and $C$; see Theorem 1 in Donoho and Johnstone (1992) for the Meyer bases, and Theorem 4.2 of Cohen, Dahmen and DeVore (1995) for the CDV bases.

To have enough regularity, we restrict ourselves to
(A4) \( \tilde{s}_i > 1 \) where \( \tilde{s}_i = m_i + 1/2 - 1/\tilde{p}_i \), with \( \tilde{p}_i = \min\{p_i, 2\} \).

In the case of normally distributed coefficients \( \tilde{\beta}^{(i)}_{j,k} \sim N(\beta^{(i)}_{j,k}, \sigma^2) \) a very popular method is to apply thresholds \( \lambda = \sigma \sqrt{2 \log n} \), where \( n \) is the number of these coefficients. As shown in Donoho et al. (1995), the application of these thresholds leads to an estimator which is simultaneously near-optimal in a wide variety of smoothness classes. Because of the heteroskedasticity of the empirical coefficients in our case, we have to modify the above rule slightly. Let \( \mathcal{J}_T = \{(j, k) \mid l \leq j, 2^l \leq T^{1/2}, k \in I_j \} \) and let \( \sigma^2_{ij,k} \) be the variance of the empirical coefficient \( \tilde{\beta}^{(i)}_{j,k} \). Then any threshold \( \lambda_{ij,k} \) satisfying

\[
\sigma_{ij,k} \sqrt{2 \log(\# \mathcal{J}_T)} \leq \lambda_{ij,k} = O(T^{-1/2} \sqrt{\log(T)})
\]

would be appropriate. Particular such choices are the “individual thresholds”

\[
\lambda_{ij,k} = \sigma_{ij,k} \sqrt{2 \log(\# \mathcal{J}_T)}
\]

and the “universal threshold”

\[
\lambda_T^{(i)} = \sigma_T^{(i)} \sqrt{2 \log(\# \mathcal{J}_T)}, \quad \sigma_T^{(i)} = \max_{(j,k) \in \mathcal{J}_T} \{\sigma_{ij,k}\}.
\]

Let \( \tilde{\lambda}_{ij,k} \) be estimators of \( \lambda_{ij,k} \) or \( \lambda_T^{(i)} \), respectively, which satisfy at least the following minimal condition

(A5) \( \sum_{(j,k) \in \mathcal{J}_T} P(\tilde{\lambda}_{ij,k} < \gamma T \lambda_{ij,k}) = O(T^n), \) where \( \eta < 1/(2m_i + 1) \) for some \( \gamma_T \to 1 \),

\( \sum_{(j,k) \in \mathcal{J}_T} P(\tilde{\lambda}_{ij,k} > C T^{-1/2} \sqrt{\log(T)}) = O(T^{-1}). \)

With such thresholds \( \tilde{\lambda}_{ij,k} \) we build the estimator

\[
\tilde{a}_i(u) = \sum_{k \in \mathbb{N}_i} \tilde{\alpha}^{(i)}_{ik} \phi_{ik}(u) + \sum_{(j,k) \in \mathcal{J}_T} \delta^{(i)}(\tilde{\beta}^{(i)}_{j,k}, \tilde{\lambda}_{ij,k}) \psi_{jk}(u),
\]

where \( \delta^{(i)} \) stands for \( \delta^{(a)} \) or \( \delta^{(s)} \), respectively.

Finally we like to impose an additional condition on the matrix \( D \) being defined by (7.4) in Section 7.1. Basically, this matrix is the analogue to the \( p \times (T - p) \) matrix \( (\langle X_{t,m} \rangle)_{t=p+1,...,T;m=1,...,p} \), as arising in the classical Yule-Walker-equations, which describe the corresponding least squares problem for a stationary AR(p)-process \( \{X_t\} \).

Here, we assume additionally that

(A6) \( \mathbb{E}\| (D'D)^{-1} \|^2 = O(T^{-2+\delta}) \)

for some \( \delta > 0 \).

Theorem 2.1. (i) Assume (A1) through (A5). Then

\[
\sup_{a_i \in \mathcal{A}_i} \{ \mathbb{E} \left( \| \tilde{a}_i - a_i \|_{L_2[0,1]}^2 \wedge C \right) \} = O \left( (\log(T)/T)^{2m_i/(2m_i+1)} \right).
\]
(ii) If in addition (A6) is fulfilled, then

$$
\sup_{a_i \in \mathcal{F}_i} \{ \mathbb{E} \| \hat{a}_i - a_i \|_{L^2_2[0,1]}^2 \} = O \left( (\log(T)/T)^{2m_i/(2m_i+1)} \right).
$$

Remark 2. Even without (A6) we can show that $D'D$ is close to its expectation $\mathbb{E}D'D$, and hence $\lambda_{\text{min}}(D'D)$ is bounded away from zero, except for an event with a very small probability. To take this event into account, the somewhat unusual truncated loss function is introduced in part (i) of the above theorem.

Remark 3. In our estimator (2.4) we restricted ourselves to a fixed primary resolution level $l$, that is $l$ does not change with growing sample size $T$. In principle, we could allow $l$ to increase with $T$ at a sufficiently slow rate. This was already considered, e.g., by Hall and Patil (1995) in a different context. We expect the same rate for the risk of our estimator (2.4) as long as $2^{l(T)} \leq T^{1/(2m+1)}$, which can be shown similarly to methods in Hall and Patil (1995).

It is known that the rate $T^{-2m_i/(2m_i+1)}$ is minimax for estimating a function with degree of smoothness $m$ in a variety of settings (regression, density estimation, spectral density estimation). Although we do not have a rigorous proof for its optimality in the present context, we conjecture that we cannot do better in estimating the $a_i$'s. Analogously to Donoho and Johnstone (1992) we can get exactly the rate $T^{-2m_i/(2m_i+1)}$ by the use of level-dependent thresholds $\lambda^{(i)}(j, T, \mathcal{F}_i)$. These thresholds however would depend on the assumed degree of smoothness $m_i$, and it seems to be difficult to determine them in a fully data-driven way. In a simple model with Gaussian white noise Donoho and Johnstone (1995) showed that full adaptivity can be reached by minimization of an empirical version of the risk, using Stein's unbiased estimator of risk. Because of our really strong version of asymptotic normality we are convinced that we could attain this optimal rate of convergence in the same way. Let us however note that the “log-thresholds” are much easier to apply, with only the small loss of a logarithmic factor in the rate. The surprising fact that a single estimator is optimal within some logarithmic factor in a large scale of smoothness classes can be explained by the methodology quite different from conventional smoothing techniques: Rather than aiming at an asymptotic balance relation between squared bias and variance of the estimator, which usually leads to the optimal rate of convergence, we perform something like an informal significance test on the coefficients. This leads to a slightly oversmoothed, but nevertheless near-optimal estimator.

3. Statistical properties of the empirical coefficients

Before we prove the main theorem in Section 5, we give an exact definition of the empirical coefficients and state some statistical properties of them.

First note that our estimator, as a truncated orthogonal series estimator with nonlinearly modified empirical coefficients, involves two smoothing methodologies: one part of the smoothing is due to the truncation above some level $j^*$. Whereas such a truncation amounts to some linear, spatially not adaptive technique, the more important smoothing is due to the pre-test like thresholding step applied to the
coefficients below the level \( j^* \). This step aims at selecting those coefficients which are in absolute value significantly above the noise level and sorting the others out.

From the definition of the Besov norm we obtain that (cf. Theorem 8 in Donoho et al. (1995))

\[
\sup_{a_t \in \mathcal{P}} \left\{ \sum_{j \geq j^*} \sum_k |\beta_{jk}^{(i)}|^2 \right\} = O(2^{-j^* s_i}), \tag{3.1}
\]

where \( s_i = m_i + 1/2 - 1/\min\{p_i, 2\} \). Hence, our loss due to the truncation is of order \( T^{-2m_i/(2m_i+1)} \), if \( j^* \) is chosen such that \( 2^{-2j^* s_i} = O(T^{-2m_i/(2m_i+1)}) \). According to our assumption that \( s_i > 1 \), it can be shown by simple algebra that \( j^* \) with \( 2j^*-1 \leq T^{1/2} < 2j^* \) is large enough.

A first observation about the statistical behavior of the empirical coefficients is stated by the following assertion.

**Proposition 3.1.** Assume \((A1)\) through \((A4)\), and \((A6)\). Then

\[
\begin{align}
(i) \quad & \mathbb{E} (\hat{\alpha}_{ik}^{(i)} - \alpha_{ik}^{(i)})^2 = O(T^{-1}), \\
(ii) \quad & \mathbb{E} (\hat{\beta}_{jk}^{(i)} - \beta_{jk}^{(i)})^2 = O(T^{-1})
\end{align}
\]

hold uniformly in \( i, k \) and \( j < j^* \).

In view of the nonlinear structure of the estimator, the above assertion will not be strong enough to derive an efficient estimate for the rate of the risk of the estimator. If the empirical coefficients were Gaussian, then the number of \( O(2^{j^*}) \) coefficients would be dramatically reduced by thresholding with thresholds that are larger by a factor of \( \sqrt{2 \log(\# \mathcal{F}_T)} \) than the noise level. If we want to tune this thresholding method in accordance to our particular case with non-Gaussian coefficients, we have to investigate the tail behavior of them. Hence, we state asymptotic normality of the coefficients with a special emphasis on moderate and large deviations. To prove the following theorem we decompose the empirical coefficients in a certain quadratic form and some remainder terms of smaller order of magnitude. Then we derive upper estimates for the cumulants of these quadratic forms, which provide asymptotic normality in terms of large deviations due to a lemma by Rudziks, Saulis and Statulevicius (1978), see Lemma 6.2 in Section 6.

It turns out that we can state asymptotic normality for empirical coefficients \( \tilde{\beta}_{jk}^{(i)} \) with \( (j, k) \) from the following set of indices. Let, for arbitrarily small \( \delta, \ 0 < \delta < 1/2 \),

\[
\mathcal{F}_T = \left\{ (j, k) \mid 2^j \geq T^\delta, j < j^*, k \in I_j \right\}.
\]

**Proposition 3.2.** Assume \((A1)\) through \((A4)\). Then

\[
P((\tilde{\beta}_{jk}^{(i)} - \beta_{jk}^{(i)})/\sigma_{ijk} \geq x) = (1 - \Phi(x)) + o(\min\{1 - \Phi(x), \Phi(x)\}) + O(T^{-\lambda})
\]

uniformly in \( (j, k) \in \mathcal{F}_T, x \in \mathbb{R} \) for arbitrary \( \lambda < \infty \).

We now derive the asymptotic variances of the \( \tilde{\beta}_{jk}^{(i)} \)'s. For simplicity of our notation, again, w.l.o.g. restricted to the treatment of the CDV-bases, we identify \( \psi_1, \ldots, \psi_\Delta \).
\( \Delta = 2^{j^*} \) with
\[
\phi_{l,1}, \ldots, \phi_{l,2}, \psi_{l,1}, \ldots, \psi_{l,2}, \ldots, \psi_{j^*-1,1}, \ldots, \psi_{j^*-1,2} \text{ and } \tilde{\theta}_{1}^{(i)}, \ldots, \tilde{\theta}_{\Delta}^{(i)} \text{ with}
\]
\[
\tilde{\alpha}_{l,1}^{(i)}, \ldots, \tilde{\alpha}_{l,2}^{(i)}, \ldots, \beta_{j^*-1,1}^{(i)}, \ldots, \beta_{j^*-1,2}^{(i)}, \] respectively. Furthermore, let
\[
c(s, k) := \int_{-\pi}^{\pi} \frac{\sigma^{2}(s)}{2\pi} \left| 1 + \sum_{j=1}^{p} a_j(s) \exp(i\lambda j) \right|^{2} \exp(i\lambda k) d\lambda. \quad (3.2)
\]
\( c(s, k) \) is the local covariance of lag \( k \) at time \( s \in [0, 1] \) (cf. Lemma 8.1).

**Proposition 3.3.** Assume \((A1)\) through \((A4)\) and \((A6)\). Then
\[
\text{var}(\tilde{\theta}_{u}^{(i)}) = T^{-1} \left( A^{-1}BA^{-1} \right)_{p(u-1)+i,p(u-1)+i} + o(T^{-1}), \quad (3.3)
\]
where
\[
A_{p(u-1)+k,p(v-1)+l} = \int \psi_{u}(s)\psi_{v}(s)c(s, k - l) \, ds,
\]
\[
B_{p(u-1)+k,p(v-1)+l} = \int \psi_{u}(s)\psi_{v}(s)\sigma^{2}(s)c(s, k - l) \, ds.
\]
Furthermore, \( A^{-1}BA^{-1} \geq E^{-1} \), where
\[
E_{p(u-1)+k,p(v-1)+l} = \int \psi_{u}(s)\psi_{v}(s)(\sigma^{2}(s))^{-1}c(s, k - l) \, ds.
\]
The eigenvalues of \( E \) are uniformly bounded.

**Remark 4.** The above form of \( A \) and \( B \) suggests different estimates for the variances of \( \tilde{\theta}_{u}^{(i)} \) and therefore also for the thresholds. One possibility is to use \((3.3)\) and plug in a preliminary estimate \((\sigma^{2}(s)\) may be estimated by a local sum of squared residuals). Another possibility is to use a nonparametric estimate of the local covariances \( c(s, k) \). However, these suggestions require more investigations.

**4. SOME NUMERICAL EXAMPLES**

Before proving our main theorem we want to apply the procedure to two simulated autoregressive processes of order \( p = 2 \), both of length \( T = 1024 = 2^{10} \).
\[
X_{t,T} + a_{1}(t/T)X_{t-1,T} + a_{2}(t/T)X_{t-2,T} = \varepsilon_{t}, \quad t = 1, \ldots, T,
\]
where the \( \varepsilon_{t} \) are i.i.d. standard normal, i.e. \( \mathbb{E} \varepsilon_{t} = 0 \) and \( \text{var}(\varepsilon_{t}) = 1 \). In both examples, the autoregressive parameters \( a_{i} = a_{i}(t/T) \), \( i = 1, 2 \), are functions which change over time, i.e. our simulated examples are realizations of a nonstationary process which follows the model \((1.1)\).

In the first example, \( a_{1}(u) = -1.69 \) for \( u \leq 0.6 \), \( a_{1}(u) = -1.38 \) for \( u > 0.6 \), whereas \( a_{2}(u) = 0.81 \) for all \( 0 \leq u \leq 1 \), i.e. the first coefficient is a piecewise constant function with a jump at \( u = 0.6 \) and the second coefficient is constant over time. This gives a time-varying spectral density of the process \( \{X_{t,T}\} \) which has a peak at \( \pi/9 \) for \( t \leq 0.6T \) and at \( 4\pi/9 \) for \( t > 0.6T \) (see Figure 1, bottom right plot).
**Figure 1.** Example 1: LS–solution, wavelet threshold estimator and true function for $a_1, a_2$ and resulting AR(2)–spectrum.
We have applied our estimation procedure using Haar wavelets and fixing the scale of our least squares (LS-) procedure to be $j^* = 5$, i.e. $\Delta = 32$. Afterwards we feed the resulting solution $\hat{\alpha}^{(i)}$, for each $i = 1, 2$, a vector of length $\Delta$ (cf. also equation (7.2)) into our fast wavelet transform, apply hard thresholding on all resulting wavelet coefficients $\hat{\beta}_{jk}^{(i)}$ on scales $j = 0, \ldots, 4$ and apply fast inverse wavelet transform up to scale 10, our original sample scale. Hereby, we use a universal data-driven $\sqrt{2 \log \Delta}$-threshold based on an empirical variance estimator of the finest wavelet scale $j^* - 1 = 4$.

In Figure 1 we show, for $a_1$ (left column) and $a_2$ (middle column), in the upper row the solution $\hat{\alpha}^{(i)}$ of the LS-procedure (without performing non-linear wavelet thresholding), for comparison upsampled (interpolated) to scale 10. In the middle row the non-linear wavelet estimators (on scale 10) is shown, and in the bottom row the corresponding true function, all on an equispaced grid of resolution $T^{-1} = 2^{-10}$ of the interval $[0, 1]$. In the right column, by grey-scale images in the time-frequency plane, we plot the resulting time-varying semiparametric spectral density, based on the respective (estimated and true) autoregressive coefficient functions. Note that the darker the scale the higher the value of the $2 - d$ object as a function of time and frequency.

Note that although the number of samples used for denoising by non-linear wavelet thresholding is comparatively small ($\Delta = 32$ only), this second step delivers an additional significant contribution, which differs in its smoothness considerably from the LS-solution alone.

We did not try different threshold rules, which possibly could improve a bit on the denoising. We found that the simple automatic universal rule is quite satisfactory, also as it is in accordance with the theoretically possible range of thresholds as given by (2.3). Of course, in one or the other realization we observed that randomly one of the coefficients contributing only by noise was not set to zero, which, not surprisingly, had some disturbing effect on the visual appearance of the estimator in particular of the constant autoregressive coefficient. Also, both in this and the next example we did not observe any significant difference between using hard or soft thresholding.

Our second example is a slight modification of both our first example and the one to be found in Dahlhaus (1997): Again, the second autoregressive coefficient is constant over time, however the first one shows a smooth time variation of different phase and oscillation between the imposed jumps at $u = 0.25$ and $u = 0.75$. This was achieved by choosing $a_1(u) = -1.8 \cdot \cos(1.5 - \cos(4\pi \cdot u + \pi))$ for $u \leq 0.25$ and for $u > 0.75$, and $a_1(u) = -1.8 \cdot \cos(3 - \cos(4\pi \cdot u + \pi/2))$ for $0.25 < u \leq 0.75$, whereas again $a_2(u) = 0.81$ for all $0 \leq u \leq 1$.

A simulation of this process with $T = 1024$ is shown in Figure 2. It is the same realization that was used for the estimation procedure. Clearly one can observe the instationary behaviour of this process.

Here, we chose as wavelet basis a (periodic) Daubechies’ with $N = 4$ vanishing moments, i.e. filter length $2N = 8$, and we chose $\Delta = 64$, i.e. $j^* = 6$. Note that for this specific example we replaced wavelets on the interval by a traditional periodic basis simply for reasons of computational convenience, as our chosen example is periodic with respect to time. However, we do not expect a big difference in performance between these two bases. In Figure 3 we have plotted again the LS-
FIGURE 2. Example 2: Realisation of a stretch of length $T = 1024$.

FIGURE 3. Example 2: LS–solution, wavelet threshold estimator and true function for $a_1, a_2$ and resulting AR(2)–spectrum.
solutions, the estimators based on wavelet hard thresholding with the same universal threshold rule as before, and the true functions, both for \( a_1 \), \( a_2 \) and for the resulting time–varying autoregressive spectrum.

For both examples we have restricted ourselves to one typical realization because our simulations showed a surprisingly small variation between different samples.

5. Proof of the Main Theorem

To simplify the treatment of some particular remainder terms which occasionally arise in the following proofs, as e.g. in the decomposition (7.5), we introduce the following notation.

**Definition 5.1.** We write

\[ Z_T = \tilde{O}(\eta_T), \]

if for each \( \lambda < \infty \) there exists a \( C = C(\lambda) \) such that

\[ P \left( |Z_T| > C \eta_T \right) \leq C T^{-\lambda}. \]

(If we use this notation simultaneously for an increasing number of random variables, we mean the existence of a **universal** constant only depending on \( \lambda \).)

**Proof of Theorem 2.1.** We prove only (ii). The proof of (i) without the additional assumption (A6) is very similar, because the stochastic properties of the \( \tilde{\beta}_{jk}^{(i)} \)'s are then nearly the same. The only difference is, that we cannot guarantee the finiteness of moments of the \( \tilde{\beta}_{jk}^{(i)} \)'s, and therefore we need the truncation in the loss function.

Using the monotonicity of \( \delta^{(i)}(\tilde{\beta}_{jk}^{(i)}, \cdot) \) in the second argument we get

\[
\left( \delta^{(i)}(\tilde{\beta}_{jk}^{(i)}, \tilde{\lambda}_{ijk}) - \beta_{jk}^{(i)} \right)^2 \\
\leq \\
\begin{cases} 
(\delta^{(i)}(\tilde{\beta}_{jk}^{(i)}, \gamma T \lambda_{ijk}) - \beta_{jk}^{(i)})^2, & \text{if } \lambda_{ijk} < \gamma T \lambda_{ijk} \\
(\delta^{(i)}(\tilde{\beta}_{jk}^{(i)}, \gamma T \lambda_{ijk}) - \beta_{jk}^{(i)})^2 + (\delta^{(i)}(\tilde{\beta}_{jk}^{(i)}, CT^{-1/2} \sqrt{\log(T)}) - \beta_{jk}^{(i)})^2, & \text{if } \gamma T \lambda_{ijk} \leq \hat{\lambda}_{ijk} \leq CT^{-1/2} \sqrt{\log(T)} \\
(\delta^{(i)}(\tilde{\beta}_{jk}^{(i)}, CT^{-1/2} \sqrt{\log(T)}) - \beta_{jk}^{(i)})^2 + (\beta_{jk}^{(i)})^2, & \text{if } \hat{\lambda}_{ijk} > CT^{-1/2} \sqrt{\log(T)}
\end{cases}
\]
which implies the decomposition

\[
\begin{align*}
\mathbb{E}\|\hat{a}_i - a_i\|^2 &\leq \sum_k \mathbb{E}(\hat{\alpha}_{jk}^{(i)} - \alpha_{jk}^{(i)})^2 + \sum_{(j,k) \in \mathcal{J}_T} \mathbb{E}(\delta^{(i)}(\hat{\beta}_{jk}^{(i)}, \lambda_{ijk}) - \beta_{jk}^{(i)})^2 + \sum_{j \geq j^*} \sum_k (\beta_{jk}^{(i)})^2 \\
&\leq \sum_k \mathbb{E}(\hat{\alpha}_{jk}^{(i)} - \alpha_{jk}^{(i)})^2 + \sum_{(j,k) \in \mathcal{J}_T} \mathbb{E}(\delta^{(i)}(\hat{\beta}_{jk}^{(i)}, \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)})^2 \\
&\quad + \sum_{(j,k) \in \mathcal{J}_T} \mathbb{E}(\delta^{(i)}(\hat{\beta}_{jk}^{(i)}, C^{-1/2} \sqrt{\log T}) - \beta_{jk}^{(i)})^2 \\
&\quad + \sum_{(j,k) \in \mathcal{J}_T} \mathbb{E} I (\hat{\lambda}_{ijk} < \gamma_T \lambda_{ijk}) (\hat{\beta}_{jk}^{(i)} - \beta_{jk}^{(i)})^2 \\
&\quad + \sum_{(j,k) \in \mathcal{J}_T} (\beta_{jk}^{(i)})^2 \mathbb{P} (\hat{\lambda}_{ijk} > C^{-1/2} \sqrt{\log T}) \\
&\quad + \sum_{j \geq j^*} \sum_k (\beta_{jk}^{(i)})^2 \\
&= S_1 + \ldots + S_6. \quad (5.1)
\end{align*}
\]

By (i) of Proposition 3.1 we get immediately

\[
S_1 = O(T^{-1}). \quad (5.2)
\]

Let \((j, k) \in \mathcal{J}_T\). We choose a constant \(\gamma_{ijk}\) such that

\[
\begin{align*}
\delta^{(i)}(\beta, \gamma_T \lambda_{ijk}) &\geq \beta_{jk}^{(i)}, \quad \text{if} \quad \beta - \beta_{jk}^{(i)} > \gamma_{ijk}, \\
\delta^{(i)}(\beta, \gamma_T \lambda_{ijk}) &\leq \beta_{jk}^{(i)}, \quad \text{if} \quad \beta - \beta_{jk}^{(i)} < \gamma_{ijk}.
\end{align*}
\]

(W.l.o.g., we assume \(\delta^{(i)}(\gamma_{ijk} + \beta_{jk}^{(i)}, \gamma_T \lambda_{ijk}) \geq \beta_{jk}^{(i)}\))

Let \(\eta_T = C T^{-1/2} \sqrt{\log T}\) for some appropriate \(C\). Then we decompose the terms occurring in the sum \(S_2\) as follows:

\[
\begin{align*}
S_{21}^{jk} &= \mathbb{E} I (\gamma_{ijk} \leq \beta_{jk}^{(i)} - \beta_{jk}^{(i)} < \eta_T) (\delta^{(i)}(\beta_{jk}^{(i)}, \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)})^2 \\
S_{22}^{jk} &= \mathbb{E} I (-\eta_T < \beta_{jk}^{(i)} - \beta_{jk}^{(i)} < \gamma_{ijk}) (\delta^{(i)}(\beta_{jk}^{(i)}, \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)})^2 \\
\text{and} \quad S_{23}^{jk} &= \mathbb{E} I (\hat{\beta}_{jk}^{(i)} - \beta_{jk}^{(i)} \geq \eta_T) (\delta^{(i)}(\beta_{jk}^{(i)}, \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)})^2.
\end{align*}
\]
Using Proposition 3.2 we get, with \( \xi_{ijk}^{(i)} \sim N(\beta_{ijk}^{(i)}, \sigma_{ij}^{2}) \), due to integration by parts w.r.t. \( x \)
\[
S_{21}^{jk} = - \int \left\{ P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \right\} \left[ \int I(\gamma_{ij} \leq x < \eta_T) (\delta^{(i)}(\beta_j^{(i)} + x, \gamma_T \lambda_{ijk} - \beta_{jk}^{(i)})^2 \right] \, d\{P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \}
\]
\[
= \int \left\{ \int P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \right\} \left[ \int I(\gamma_{ij} \leq x < \eta_T) (\delta^{(i)}(\beta_j^{(i)} + x, \gamma_T \lambda_{ijk} - \beta_{jk}^{(i)})^2 \right] \, d\{P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \}
\]
\[
= C_T \int \left\{ \int P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \right\} \left[ \int I(\gamma_{ij} \leq x < \eta_T) (\delta^{(i)}(\beta_j^{(i)} + x, \gamma_T \lambda_{ijk} - \beta_{jk}^{(i)})^2 \right] \, d\{P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \}
\]
\[
= C_T \{\int \{P \left( \frac{\xi_{ijk}^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \} \right\} \left[ \int I(\gamma_{ij} \leq x < \eta_T) (\delta^{(i)}(\beta_j^{(i)} + x, \gamma_T \lambda_{ijk} - \beta_{jk}^{(i)})^2 \right] \, d\{P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \}
\]
\[
+ O(T^{-\lambda})
\]
for some \( C_T \to 1 \). Analogously we get
\[
S_{22}^{jk} \leq C_T \{\int \{P \left( \frac{\xi_{ijk}^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \} \right\} \left[ \int I(\gamma_{ij} \leq x < \eta_T) (\delta^{(i)}(\beta_j^{(i)} + x, \gamma_T \lambda_{ijk} - \beta_{jk}^{(i)})^2 \right] \, d\{P \left( \frac{\beta_j^{(i)} - \beta_{jk}^{(i)}}{\sigma_{ij}} \geq x \right) \}
\]
\[
+ O(T^{-\lambda}).
\]
Finally, we have for any \( \delta_1 \) with \( 0 < \delta_1 < \delta \) and \( \delta \) as in (A6) that
\[
S_{23}^{jk} \leq \left( P \left( \beta_j^{(i)} - \beta_{jk}^{(i)} \right) \geq \eta_T \right) ^{1-2/(2+\delta_1)} \left( \frac{\delta^{(i)}}{(\xi_{ijk}^{(i)} + \gamma_T \lambda_{ijk})^2 (\beta_{jk}^{(i)} + \lambda^2)} \right) ^{2/(2+\delta_1)} = O(T^{-\lambda}),
\]
which implies
\[
\mathbb{E} \left( \delta^{(i)}(\beta_j^{(i)} + \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)} \right) ^2 \leq C_T \mathbb{E} \left( \delta^{(i)}(\xi_{ijk}^{(i)} + \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)} \right) ^2 + O(T^{-\lambda}). \tag{5.3}
\]
From Lemma 1 in Donoho and Johnstone (1994) we can immediately derive the formula
\[
\mathbb{E} \left( \delta^{(i)}(\xi_{ijk}^{(i)}, \lambda) - \beta_{jk}^{(i)} \right) ^2 \leq C \left( \frac{\lambda^2}{\sigma_{ijk}^2} \varphi \left( \frac{\lambda}{\sigma_{ijk}} \right) \left( \frac{\lambda}{\sigma_{ijk}} + 1 \right) + \min \{((\beta_{jk}^{(i)})^2, \lambda^2) \} \right), \tag{5.4}
\]
where \( \varphi \) denotes the standard normal density. This implies, by Theorem 7 in Donoho et al. (1995), that
\[
\sum_{(j,k) \in \tilde{I}_T} \mathbb{E} \left( \delta^{(i)}(\xi_{ijk}^{(i)} + \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)} \right) ^2
\]
\[
= O \left( T^{-1}(\# \tilde{I}_T)^{1-\gamma_T} \sqrt{\log(T)} + \sum_{(j,k) \in \tilde{I}_T} \min \{((\beta_{jk}^{(i)})^2, (\gamma_T \lambda_{ijk})^2) \} \right)
\]
\[
= O \left( (\log(T)/T)^{2m_i/(2m_i+1)} \right).
\]
Therefore, in conjunction with (5.3), we obtain that
\[
\sum_{(j,k) \in \tilde{I}_T} \mathbb{E} \left( \delta^{(i)}(\beta_j^{(i)} + \gamma_T \lambda_{ijk}) - \beta_{jk}^{(i)} \right) ^2 = O \left( (\log(T)/T)^{2m_i/(2m_i+1)} \right). \tag{5.5}
\]
Further we get, because of \(|\delta^{(i)}(\beta, \lambda) - \beta| \leq \lambda\), that
\[
\sum_{(i,k) \in \mathcal{J}_T \setminus \tilde{\mathcal{J}}_T} \mathbb{E} \left( \delta^{(i)}(\tilde{\beta}^{(i)}_{jk}, \gamma_T \lambda_{ijk}) - \beta^{(i)}_{jk} \right)^2
\leq \sum_{(i,k) \in \mathcal{J}_T \setminus \tilde{\mathcal{J}}_T} \left[ 2 \mathbb{E} \left( \tilde{\beta}^{(i)}_{jk} - \beta^{(i)}_{jk} \right)^2 + 2(\gamma_T \lambda_{ijk})^2 \right]
= \#(\mathcal{J}_T \setminus \tilde{\mathcal{J}}_T) \cdot O(T^{-1}\log T).
\]
If we choose \(\delta\) in the definition of \(\tilde{\mathcal{J}}_T\) in such a way that \(\delta < 1/(2m_i + 1)\), we obtain, by \(\#(\mathcal{J}_T \setminus \tilde{\mathcal{J}}_T) = O(T^6)\), that
\[
\sum_{(i,k) \in \mathcal{J}_T \setminus \tilde{\mathcal{J}}_T} \mathbb{E} \left( \delta^{(i)}(\tilde{\beta}^{(i)}_{jk}, \gamma_T \lambda_{ijk}) - \beta^{(i)}_{jk} \right)^2 = O\left(T^{-2m_i/(2m_i+1)}\right). \tag{5.6}
\]
By analogous considerations we can show that
\[
S_3 = O\left( (\log(T)/T)^{2m_i/(2m_i+1)} \right). \tag{5.7}
\]
From (7.14) and (7.22) we have
\[
\tilde{\beta}^{(i)}_{jk} - \beta^{(i)}_{jk} = \tilde{O}\left( T^{-1/2} \sqrt{\log(T)} + 2^{-j/2}T^{-1/2}\log(T) \right),
\]
which implies by (A5)(i) and Lemma 8.2 that
\[
S_4 = O\left( T^{-1}(\log(T))^2 \right) \sum_{(i,k) \in \mathcal{J}_T} P\left( \tilde{\lambda}_{ijk} < \gamma_T \lambda_{ijk} \right)
+ C \sum_{(i,k) \in \mathcal{J}_T} \left( P\left( \tilde{\beta}^{(i)}_{jk} - \beta^{(i)}_{jk} > CT^{-1/2}\log(T) \right) \right)^{2/(2+\delta_1)} \left( \mathbb{E} |\tilde{\beta}^{(i)}_{jk} - \beta^{(i)}_{jk}|^{2+\delta_1} \right)^{2/(2+\delta_1)}
= O\left( T^{-2m_i/(2m_i+1)} \right). \tag{5.8}
\]
The relation
\[
S_5 = O\left( T^{-2m_i/(2m_i+1)} \right). \tag{5.9}
\]
is obvious, due to (A5)(ii). Finally, it can be shown by simple algebra that
\[
S_6 = O(2^{-2j}\tilde{\gamma}_i) = O(T^{-2m_i/(2m_i+1)}), \tag{5.10}
\]
which completes the proof. \(\square\)
6. ASYMPTOTIC NORMALITY OF QUADRATIC FORMS

In this section we list the basic technical lemmas which are necessary to prove asymptotic normality or to find stochastic estimates for quadratic forms. First, we quote a lemma that provides upper estimates for the cumulants of quadratic forms that satisfy a certain condition on their cumulant sums. This result is a generalization of Lemma 2 in Rudzikis (1978), which was formulated specifically for quadratic forms that occur in periodogram-based kernel estimators of a spectral density. We obtain a slightly improved estimate, which turns out to be important, e.g., for certain quadratic forms with sparse matrices.

We consider the quadratic form

$$ \eta_T = X_T' A X_T, $$

where

$$ X_T = (X_1, \ldots, X_T)' \quad A = ((a_{ij}))_{i,j=1,\ldots,T}, \quad a_{ij} = a_{ji}. $$

Further, let

$$ \xi_T = Y_T' A Y_T, $$

where $Y_T = (Y_1, \ldots, Y_T)'$ is a zero mean Gaussian vector with the same covariance matrix as $X_T$.

**Lemma 6.1.** Assume $\mathbb{E}X_t = 0$ and, for some $\gamma \geq 0$,

$$ \sup_{1 \leq t_1 \leq T} \left\{ \sum_{t_2, \ldots, t_k = 1}^T \text{cum}(X_{t_1}, \ldots, X_{t_k}) \right\} \leq C^k(k!)^{1+\gamma} \quad \text{for all } T \text{ and } k = 2, 3, \ldots $$

Then, for $n \geq 2$,

$$ \text{cum}_n(\eta_T) = \text{cum}_n(\xi_T) + R_n, $$

where

(i) $|\text{cum}_n(\xi_T)| \leq \text{var}(\xi_T)2^{n-2}(n-1)!\lambda_{\text{max}}(A)\lambda_{\text{max}}(\text{Cov}(X_T))^{n-2}$

(ii) $R_n \leq 2^{n-2} C^{2n((2n)!)^{1+\gamma}} \max_{s,t} \{|a_{st}|\} \tilde{A} \|A\|^n$, \quad \tilde{A} = \sum_s \max_t \{|a_{st}|\}, \quad \|A\| = \max_s \left\{ \sum_t |a_{st}| \right\}$

The proof of this lemma is given in Neumann (1996).

Using the above lemma we obtain useful estimates for the cumulants, which can be used to derive asymptotic normality. For the reader’s convenience we quote two basic lemmas on the asymptotic distribution of $\eta_T$. The first one, which is due to Rudzikis, Saulis and Statulevicius (1978), states asymptotic normality under a certain relation between variance and the higher order cumulants of $\eta_T$. Even if such a favorable relation is not given, we can still get estimates for probabilities of large deviations on the basis of the second lemma, which is due to Bentkus and Rudzikis (1980).
Lemma 6.2. (Rudzis, Saulis, Statulevicius (1978))
Assume for some \( \Delta_T \rightarrow 0 \)
\[
\left| \text{cum}_n \left( \frac{\eta_T}{\sqrt{\text{var}(\eta_T)}} \right) \right| \leq \frac{(n!)^{1+\gamma}}{\Delta_T^{n-2}} \quad \text{for} \quad n = 3, 4, \ldots
\]
Then
\[
P \left( \frac{\pm(\eta_T - E\eta_T)/\sqrt{\text{var}(\eta_T)} \geq x}{1 - \Phi(x)} \right) \rightarrow 1
\]
holds uniformly over \( 0 \leq x \leq \nu_T \), where \( \nu_T = o(\Delta_T^{1/(3+6\gamma)}) \).

Lemma 6.3. (Bentkus, Rudzis (1980))
Let
\[
|\text{cum}_n(\eta_T)| \leq \left( \frac{n!}{2} \right)^{1+\gamma} \frac{H_T}{\Delta_T} \quad \text{for} \quad n = 2, 3, \ldots
\]
Then, for \( x \geq 0 \),
\[
P(\pm \eta_T \geq x) \leq \text{exp} \left( \frac{-x^2}{2[H_T + (x/\Delta_T)^{(1+2\gamma)/(1+\gamma)}]} \right)
\]
\[
\leq \begin{cases} 
\text{exp} \left( \frac{-x^2}{4H_T} \right), & \text{if} \quad 0 \leq x \leq (H_T^{1+\gamma}/\Delta_T)^{1/(1+2\gamma)} \\
\text{exp} \left( \frac{1}{4}(x/\Delta_T)^{1/(1+\gamma)} \right), & \text{if} \quad x \geq (H_T^{1+\gamma}/\Delta_T)^{1/(1+2\gamma)}
\end{cases}
\]

7. Derivation of the asymptotic distribution of the empirical coefficients

7.1. Preparatory considerations. Before we turn directly to the proofs of the Propositions 3.1 through 3.3, we represent the empirical coefficients in a form that allows to recognize easily the nature of every remainder term. Note that throughout the rest of the paper, for notational convenience we now omit the double index in the sequence \( \{X_{t,r}\} \), i.e. in the following let \( X_t := X_{t,r} \).

Although it is essential for our procedure to have a multiresolution basis, i.e. empirical coefficients from different resolution levels, it turns out to be easier to analyze the statistical behavior of such coefficients coming from a single level. Since the empirical coefficients of the multiresolution basis can be obtained as linear combinations of coefficients of an appropriate monoresolution basis, we are able to derive the asymptotic distribution of them.

Since both \( \{\phi_{11}, \ldots, \phi_{1,2}, \psi_{11}, \ldots, \psi_{1,2}, \ldots, \psi_{j,1,1}, \ldots, \psi_{j,1,2}, \ldots, \psi_{j,1,2,1}, \ldots, \psi_{j,1,2,1} \} \) and \( \{\phi_{j,1}, \ldots, \phi_{j,2} \} \) are orthonormal bases of the same space \( V_j \), the minimization of (2.2) is equivalent to that of
\[
\sum_{t=p+1}^{T} \left( X_t + \sum_{i=1}^{p} \sum_{k \in I_j} \alpha_{j,k}(i) \phi_{j,k}(t/T) \right) X_{t-i} \right)^2 \quad \text{for} \quad i = 1, \ldots, p
\]

(7.1)
Assume for a moment that $D'D$ is positive definite, which is indeed true with a probability exceeding $1 - O(T^{-\lambda})$. The solution $\tilde{\alpha} = (\tilde{\alpha}_j^{(1)}, \ldots, \tilde{\alpha}_j^{(p)}, \ldots, \tilde{\alpha}_j^{(p)}, \ldots, \tilde{\alpha}_j^{(p)})'$, $\Delta = \#I_j^*$, can be written as the least squares estimator

$$\tilde{\alpha} = (D'D)^{-1}D'Y$$ \hspace{1cm} (7.2)

in the linear model

$$Y = D\alpha + \gamma,$$ \hspace{1cm} (7.3)

where

$$D = \begin{pmatrix}
\phi_{j^*1}(\frac{p+1}{T})X_p & \ldots & \phi_{j^*1}(\frac{p+1}{T})X_1 & \ldots & \phi_{j^*1}(\frac{p+1}{T})X_p & \ldots & \phi_{j^*1}(\frac{p+1}{T})X_1
\phi_{j^*1}(\frac{p+2}{T})X_{p+1} & \ldots & \phi_{j^*1}(\frac{p+2}{T})X_2 & \ldots & \phi_{j^*1}(\frac{p+2}{T})X_{p+1} & \ldots & \phi_{j^*1}(\frac{p+2}{T})X_2
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\phi_{j^*1}(\frac{T}{T})X_{T-1} & \ldots & \phi_{j^*1}(\frac{T}{T})X_{T-p} & \ldots & \phi_{j^*1}(\frac{T}{T})X_{T-1} & \ldots & \phi_{j^*1}(\frac{T}{T})X_{T-p}
\end{pmatrix},$$

$$\alpha = (\alpha_j^{(1)}, \ldots, \alpha_j^{(p)}, \ldots, \alpha_j^{(1)}, \ldots, \alpha_j^{(p)})'$$

and

$$\gamma = (\gamma_{p+1}, \ldots, \gamma_T)'.$$

The residual term in (7.3) can, for $t = p + 1, \ldots, T$, be written as

$$\gamma_t = X_t - (D\alpha)_{t-p}$$

$$= -\sum_{i=1}^p a_i(t/T)X_{t-i} + \epsilon_t + \sum_{i=1}^p \sum_{k \in I_j^*} \alpha_j^{(i)} \phi_{j^*k}(t/T)X_{t-i} = \sum_{i=1}^p R_i(t/T)X_{t-i} + \epsilon_t,$$

where

$$R_i(u) = -a_i(u) + \sum_{k \in I_j^*} \alpha_j^{(i)} \phi_{j^*k}(u) = -\sum_{j \geq j^*} \sum_{k \in I_j} \beta_{j^*k}^{(i)} \psi_{jk}(u).$$

With the definitions

$$S = \left(\sum_{i=1}^p R_i(\frac{p+1}{T})X_{p+1-i}, \ldots, \sum_{i=1}^p R_i(\frac{T}{T})X_{T-i}\right)'$$

and

$$e = (\epsilon_{p+1}, \ldots, \epsilon_T)',$$

we decompose the right-hand side of (7.2) as

$$\tilde{\alpha} = (D'D)^{-1}D'\alpha + (ED'D)^{-1}D'e + \left[(D'D)^{-1} - (ED'D)^{-1}\right]D'e + (D'D)^{-1}D'S$$

$$= \alpha + T_1 + T_2 + T_3.$$ \hspace{1cm} (7.5)
Because of the abovementioned relation between the two orthonormal bases of $V_{j^*}$, there exists an orthonormal $(\Delta \times \Delta)$-matrix $\Gamma$ with
\[
(\phi_{l1}, \ldots, \phi_{l,2^t}, \psi_{l1}, \ldots, \psi_{l,2^t}, \psi_{j^*-1,1}, \ldots, \psi_{j^*-1,2^t-1})' = \Gamma(\phi_{j^*,1}, \ldots, \phi_{j^*,\Delta})'.
\]
This implies
\[
\begin{pmatrix}
\alpha_{j^*,1}^{(i)} \\
\vdots \\
\alpha_{j^*,\Delta}^{(i)}
\end{pmatrix}
\begin{pmatrix}
\phi_{l1} \\
\vdots \\
\phi_{l,2^t} \\
\psi_{l1} \\
\vdots \\
\psi_{j^*-1,2^t-1}
\end{pmatrix}
= \Gamma
\begin{pmatrix}
\alpha_{j^*,1}^{(i)} \\
\vdots \\
\alpha_{j^*,\Delta}^{(i)}
\end{pmatrix}.\]

Hence, having the least squares estimator $(\hat{\alpha}_{11}^{(i)}, \ldots, \hat{\alpha}_{j^*,\Delta}^{(i)})$ according to the basis \{\phi_{j^*,1}, \ldots, \phi_{j^*,\Delta}\}, we obtain the least squares estimator in model (2.2) as
\[
\begin{pmatrix}
\hat{\beta}_{11}^{(i)} \\
\vdots \\
\hat{\beta}_{j^*,1}^{(i)} \\
\hat{\beta}_{1,2^t}^{(i)} \\
\vdots \\
\hat{\beta}_{j^*-1,2^t-1}^{(i)}
\end{pmatrix}' = \Gamma
\begin{pmatrix}
\hat{\alpha}_{11}^{(i)} \\
\vdots \\
\hat{\alpha}_{j^*,\Delta}^{(i)}
\end{pmatrix}'.
\]
In other words, every empirical coefficient $\hat{\beta}_{j^*}^{(i)}$ which is part of the solution to (2.2) can be written as
\[
\hat{\beta}_{j^*}^{(i)} = \Gamma_{j^*k}^{'}\hat{\alpha}_{k}, \tag{7.6}
\]
where $\|\Gamma_{j^*k}\|_2 = 1$. (Analogously, $\hat{\alpha}_{ik}^{(i)} = \Gamma_{ik}^{'}\hat{\alpha}_{k}$.)

7.2. Proofs of the Propositions 3.1, 3.2 and 3.3.

Proof of Proposition 3.1. For notational convenience we write down the proof for empirical coefficients $\hat{\beta}_{j^*}^{(i)}$ only. The proof for the $\hat{\alpha}_{ik}^{(i)}$'s is analogous.

According to (7.5) we have
\[
\hat{\beta}_{j^*}^{(i)} = \beta_{j^*}^{(i)} + \Gamma_{j^*k}^{'}T_1 + \Gamma_{j^*k}^{'}T_2 + \Gamma_{j^*k}^{'}T_3. \tag{7.7}
\]

From (i) and (iii) of Lemma 8.3 we conclude
\[
\mathbb{E}(\Gamma_{j^*k}^{'}T_1)^2 = \Gamma_{j^*k}^{'}(\mathbb{E}D'D)^{-1} \text{Cov}(D'\varepsilon)(\mathbb{E}D'D)^{-1} \Gamma_{j^*k}^{'} \leq \|\Gamma_{j^*k}\|_2^2\|\mathbb{E}D'D\|^{-1}_2\|\text{Cov}(D'\varepsilon)\|_2 = O(T^{-1}). \tag{7.8}
\]

The vector $\Gamma_{j^*k}$ has a length of support of $O(2^{j^*+j})$, which implies
\[
\sum_{l} |(\Gamma_{j^*k})_l| \leq \|\Gamma_{j^*k}\|_2 \sqrt{\#\{l \mid (\Gamma_{j^*k})_l \neq 0\}} = O(2^{j^*+j/2}). \tag{7.9}
\]

We have, by Taylor expansion of the matrix $(D'D)^{-1}$, $T_2 = T_{21} + T_{22}$, where
\[
T_{21} = (\mathbb{E}D'D)^{-1}((\mathbb{E}D'D) - D'D)(\mathbb{E}D'D)^{-1}D'\varepsilon
\]
and
\[
\|T_{22}\|_2 = \tilde{O}\left(\|(\mathbb{E}D'D)^{-1}\|^2_2\|(\mathbb{E}D'D) - D'D\|^2_2\|D'\varepsilon\|_2\right).
\]
Using (i) of Lemma 8.3, (8.8) and (8.9) we get
\[
\| T_{21}\|_\infty \leq \|(ED')^{-1}\|_\infty ((ED')D - D'D\|_\infty \| D'e\|_\infty \\
= \tilde{O}\left(2^j^*/T \log(T)\right).
\] (7.10)

Since we have enough moment assumptions, we obtain the analogous rate, but without the logarithmic factor, for the second moment of \( \Gamma'_{ijk}T_{21} \), i.e.
\[
\mathbb{E}(\Gamma'_{ijk}T_{21})^2 = O\left(2^{j^*/2}T^{-2}\right).
\] (7.11)

Further, we have
\[
\Gamma'_{ijk}T_{22} = \tilde{O}\left(2^{3j^*/2}T^{-3/2} \log(T)\right).
\] (7.12)

Using (i) of Lemma 8.3 and (i) of Lemma 8.4 we get
\[
\| (D'D)^{-1}\|_2 \leq \|(ED'D)^{-1}\|_2 + \|(D'D)^{-1} - (ED'D)^{-1}\|_2 = O(T^{-1}) + \tilde{O}\left(2^{j^*/2}T^{-3/2} \sqrt{\log(T)}\right),
\]
which yields, in conjunction with Lemma 8.5, that
\[
\Gamma'_{ijk}T_3 = O\left(\| (D'D)^{-1}\|_2 \| D'S\|_2\right)
= \tilde{O}\left((2^{j^*/2}\min\{\delta_i\} - T^{-1/2}2^{j^*/2}\min\{m_i - 1/2 - 1/(2p_i)\}) \sqrt{\log(T)}\right)
= \tilde{O}\left(T^{-1/2-\tau}\right)
\] (7.13)
for some \( \tau > 0 \). Now we infer from (7.7), (7.8) and (7.11) through (7.13), which are in part \( \tilde{O} \)-results rather than estimates for the expectations, that
\[
\mathbb{E}I(\Omega_0)\left(\beta_{ijk}^{(i)} - \beta_{ijk}^{(i)}\right)^2 = O(T^{-1}),
\]
where \( \Omega_0 \) is an appropriate event with \( P(\Omega_0) \geq 1 - O(T^{-\lambda}) \) for \( \lambda < \infty \) chosen arbitrarily large. This implies in conjunction with Lemma 8.2, with \( 0 < \delta_1 < \delta \), that
\[
\mathbb{E}I(\Omega_0)\left(\beta_{ijk}^{(i)} - \beta_{ijk}^{(i)}\right)^2 \leq \left(\mathbb{E}I(\Omega_0)\left(\beta_{ijk}^{(i)} - \beta_{ijk}^{(i)}\right)^2 + \delta_1\right)^{2/(2+\delta_1)} \left(\mathbb{E}I(\Omega_0)\right)^{1-2/(2+\delta_1)} = O(T^{-1}),
\]
which finishes the proof. \( \square \)

**Proof of Proposition 3.2.** It will turn out that the asymptotic distribution of \( \beta_{ijk}^{(i)} - \beta_{ijk}^{(i)} \) is essentially determined by the behavior of \( \Gamma'_{ijk}T_1 \). By (7.9), (7.10), (7.12) and (7.13) from the proof of Proposition 3.1 we infer that
\[
\Gamma'_{ijk}(T_2 + T_3) = \tilde{O}\left(2^{j^*/2}T^{-1/2} \log(T) + T^{-1/2-\kappa}\right)
\] (7.14)
for some \( \kappa > 0 \).

First, note that the process \( \{X_{i,T}\} \) admits an MA(\( \infty \))-representation
\[
X_{i,T} = \sum_{s=0}^{\infty} \gamma_{i,T}(s)\varepsilon_{t-s}
\] (7.15)
with

\[
\sum_{s=0}^{\infty} \sup_{t,T} \{|\gamma_{t,T}(s)|\} \leq C \quad \text{for all } T;
\]

see Künsch (1995).

Now we turn to the derivation of the asymptotic distribution of \( \Gamma'_{ijk}T_1 \). It is clear that, because of the \( MA(\infty) \)-representation of the process, \( \Gamma'_{ijk}T_1 \) can be rewritten as \( \sum_{u,v} A_{u,v} \varepsilon_{u} \varepsilon_{v} \) for some symmetric matrix \( A = A(i,j,k) \). In the following, without writing down the explicit form of this matrix, we derive upper estimates for \( \|A\|_\infty \) and \( \tilde{A} = \sum_u \max_v \{|A_{u,v}|\} \).

We have

\[
\Gamma'_{ijk}T_1 = - \sum_{t=p+1}^{T} \varepsilon_t \sum_{l=1}^{p} X_{l-1} \sum_{u=1}^{\Delta} \phi_{j*u}(l/T) \sum_{v} \left( (ED'D)^{-1} \right)_{p(u-1)+l,v} (\Gamma_{ijk}v) \\
= \sum_{l,s} \left[ \sum_t \varepsilon_t \varepsilon_{t-l-s} w_t(l,s) \right],
\]

where

\[
w_t(l,s) = \gamma_{t-l}(s) \sum_{u=1}^{\Delta} \phi_{j*u}(l/T) \sum_v \left( (ED'D)^{-1} \right)_{p(u-1)+l,v} (\Gamma_{ijk}v).
\]

If we write the expression in brackets on the right-hand side of (7.16) as \( \sum_{j} \tilde{W}_{ij} \varepsilon_i \varepsilon_j \), we obtain, by \( \sup_v \{ |(\Gamma_{ijk}v)| \} = O(2^{-j^*/2}) \), that

\[
\|\tilde{W}\|_\infty = O \left( T^{-1} \sup_t \{|\gamma_{t-l}(s)|\} 2^{j/2} \right).
\]

We can also rewrite \( w_t(l,s) \) as

\[
w_t(l,s) = -\gamma_{t-l}(s) \sum_v \gamma_{ijk} \sum_{u=1}^{\Delta} \phi_{j*u}(l/T),
\]

which implies, by \( \sum_v |(\Gamma_{ijk}v)| = O(2^{G*j^*/2}) \) and by \( \sum_t \phi_{j*u}(l/T) = O(2^{-j^*/2}T) \), that

\[
\sum_t \sup_j \{|\tilde{W}_{ij}|\} = \sum_t |w_t(l,s)| = O(2^{-j/2}).
\]

Because of (A3), the summation over \( s \) does not affect the rates in (7.17) and (7.18), and so does not the (finite) sum over \( l \). Hence, with the notation of Lemma 6.1, we obtain

\[
\|A\|_\infty = O(T^{-1}2^{j/2}),
\]

(7.19)

\[
\tilde{A} = O(2^{-j/2}).
\]

(7.20)

Let \((j,k) \in \mathcal{F}_T \). Using Lemma 6.1 we obtain

\[
\left| \sum_n (\Gamma'_{ijk}T_1) \right| \leq C^n T^{-1}(n!)^{2+2j}(T^{-1}2^{j/2})^{n-2},
\]

(7.21)
which implies by Lemma 6.2
\[ P \left( \pm \left( \Gamma'_{i,j,k} T_1 / \sigma_{i,j,k} \geq x \right) \right) = (1 - \Phi(x))(1 + o(1)) \] (7.22)
uniformly in \( 0 \leq x \leq \kappa_T, \kappa_T \asymp T^\nu \) for some \( \nu > 0 \). This relation can obviously be
extended to \( x \in (-\infty, \kappa_T] \).
Recall that
\[ \beta^{(i)}_{j,k} - \beta^{(i)}_{j,k} = \Gamma'_{i,j,k} T_1 + \tilde{O}(T^{-1/2-\kappa}) \] (7.23)
holds for some \( \kappa > 0 \). Therefore we have for arbitrary \( \lambda < \infty \) that
\[ P \left( \pm \left( \beta^{(i)}_{j,k} / \sigma_{i,j,k} \geq x \right) \right) - C T^{-\lambda} \]
\[ \leq P \left( \pm \left( \beta^{(i)}_{j,k} - \beta^{(i)}_{j,k} / \sigma_{i,j,k} \geq x \right) \right) \leq P \left( \pm \left( \Gamma'_{i,j,k} T_1 / \sigma_{i,j,k} + C T^{-\kappa} \geq x \right) \right) + C T^{-\lambda}, \]
which implies
\[ P \left( \pm \left( \beta^{(i)}_{j,k} - \beta^{(i)}_{j,k} / \sigma_{i,j,k} \geq x \right) \right) = [1 - \Phi(x)] (1 + o(1)) + O \left( \left| \Phi(x) - \Phi(x + C T^{-\kappa}) \right| \right) \]
\[ + O \left( \left| \Phi(x) - \Phi(x - C T^{-\kappa}) \right| \right) + O(T^{-\lambda}). \] (7.24)
Fix any \( c > 1 \). For \( x \leq c \) we have obviously
\[ |\Phi(x) - \Phi(x + C T^{-\kappa})| \leq C T^{-\kappa} \phi(0) = o(1 - \Phi(x)). \] (7.25)
For \( c < x \leq (2 \lambda \log T)^{1/2} \) we obtain by a formula for Mill’s ratio (see Johnson and
\[ |\Phi(x) - \Phi(x + C T^{-\kappa})| \leq C T^{-\kappa} \phi(x) \]
\[ \leq C T^{-\kappa} x \left(1 - \frac{1}{x^2}\right)^{-1} (1 - \Phi(x)) \]
\[ \leq C T^{-\kappa} x \left(1 - \frac{1}{x^2}\right)^{-1} (1 - \Phi(x)) = o(1 - \Phi(x)). \] (7.26)
The third term on the right-hand side of (7.24) can be treated analogously.
For \( x > C(2 \lambda \log T)^{1/2} \) we have obviously
\[ P \left( \pm \left( \beta^{(i)}_{j,k} - \beta^{(i)}_{j,k} / \sigma_{i,j,k} \geq x \right) \right) = O(T^{-\lambda}) = (1 - \Phi(x))(1 + o(1)) + O(T^{-\lambda}), \] (7.27)
which completes the proof. \( \Box \)

Proof of Proposition 3.3. Because of \( \mathbb{E} T_1 = 0 \) we have
\[ \text{Cov}(T_1) = \mathbb{E} T_1 T_1' = (\mathbb{E} D'D)^{-1} \text{Cov}(D'e)(\mathbb{E} D'D)^{-1}, \]
which implies by (ii) and (iii) of Lemma 8.3 that
\[ \| \text{Cov}(T_1) - F^{-1} GF^{-1} \|_\infty = o(T^{-1}), \]
where
\[ F = \{ T \int \phi_j(u(s) \phi_j(v(s)) c(s, k - l) ds \}_{p(u-1)+k,p(v-1)+l} \]
and

\[ G = \{ T \int \phi_{j,u}(s) \phi_{j,v}(s) \sigma^2(s) c(s, k - l) \, ds \}_{p(u-1)+k, p(v-1)+l} . \]

This yields

\[
\| \text{Cov}(\Gamma T_1) - \Gamma F^{-1} \Gamma' \Gamma T F^{-1} \Gamma' \|_\infty = \| \text{Cov}(\Gamma T_1) - A^{-1} B A^{-1} \|_\infty = o(T^{-1}).
\]

Further, due to (6.13) we have

\[ \mathbb{E}(\Gamma'_{ijk}(T_2 + T_3))^2 = o(T^{-1}), \]

which proves the first assertion (3.3).

The matrix \( \begin{pmatrix} B & A \\ A & E \end{pmatrix} \) is non-negative definite which leads with Theorem 12.2.21(5) of Graybill (1983) to \( A^{-1} B A^{-1} \geq E^{-1} \). Furthermore, we have with \( x \in \mathbb{C}^p \)

\[
x^* E x = \int_0^1 \int_{-\pi}^\pi |A(s, \lambda)|^2 (\sigma^2(s))^{-1} \left| \sum_{u,k} x_{p(u-1)+k} \psi_u(s) \exp(i\lambda k) \right|^2 d\lambda ds
\]

\[
\leq C \int_0^1 \int_{-\pi}^\pi \left| \sum_{u,k} x_{p(u-1)+k} \psi_u(s) \exp(i\lambda k) \right|^2 d\lambda ds
\]

\[ = 2\pi C \| x \|^2 ,
\]

which implies that the eigenvalues of \( E \) are uniformly bounded. \( \square \)

8. APPENDIX

In order to preserve a clear presentation of our results, we put some of the technical calculations into this separate section. We assume throughout this section that the assumptions (A1) through (A5) are satisfied.

Let \( \Sigma_{t,T} = \text{Cov}((X_{t-1,T}, \ldots, X_{t-p,T}')) \).

**Lemma 8.1.** By (A3), with some constants \( C_1, C_2 > 0, \)

(i) \( \lambda_{\max}(\Sigma_{t,T}) \leq C_2 \) and \( \lambda_{\min}(\Sigma_{t,T}) \geq C_1 + o(1) \), where the \( o(1) \) is uniform in \( t, \)

(ii) there exists some function \( g \), with \( g(s) \to 0 \) as \( s \to 0 \), such that

\[ \| \Sigma_{t,1,T} - \Sigma_{t,2,T} \| \leq g \left( \frac{t_1 - t_2}{T} \right) \text{ for all } t_1, t_2, T, \]

(iii) \( c(s, k - l) \) is uniformly continuous in \( s \) and

\[ \lim_{t_1, t_2, T \to 0} \text{cov}(X_{t-1,T}, X_{t-k,T}) = c(s, k - l). \]

**Proof.** Completely analogously to the proof of Theorem 2.3 in Dahlhaus (1996) we can show that \( X_{t,T} \) has the representation

\[ X_{t,T} = \int_\pi^{-\pi} \exp(i\lambda t) A_{t,T}^0(\lambda) \, d\xi(\lambda) \]
with
\[
\sup_{t, \lambda} \left| A^0_{t,T}(\lambda) - A(t/T, \lambda) \right| = o(1),
\]
where \( \xi(\lambda) \) is a process with mean zero and orthonormal increments,
\[
A^0_{t,T}(\lambda) = \frac{1}{\sqrt{2\pi}} \sum_{l=0}^{\infty} \gamma_{t,T}(l) \exp(-i\lambda l),
\]
with \( \gamma_{t,T}(l) \) given by the \( \text{MA}(\infty) \)-representation (7.15), and
\[
A(s, \lambda) = \frac{\sigma(s)}{\sqrt{2\pi}} \left( 1 + \sum_{j=1}^{p} a_j(s) \exp(-i\lambda j) \right)^{-1}.
\]
Then
\[
cov(X_{t-l,T}, X_{t-k,T}) = \int_{-\pi}^{\pi} \exp(i\lambda(k-l)) A^0_{t-l,T}(\lambda) A^0_{t-k,T}(-\lambda) d\lambda.
\]
Since \( A(s, \lambda) \) is uniformly continuous in \( s \), this is equal to
\[
\int_{-\pi}^{\pi} \exp(i\lambda(k-l)) |A(s, \lambda)|^2 d\lambda + o(1) = c(s, k-l) + o(1), \quad \text{for } t/T \to s,
\]
which implies (iii). Analogously, we get (ii). Furthermore, we have for \( x = (x_1, \ldots, x_p) \in \mathbb{C}^p \)
\[
x^* \Sigma_{t,T} x = \int_{-\pi}^{\pi} \left| \sum_{j=1}^{p} x_j \exp(-i\lambda j) A^0_{t-j,T}(\lambda) \right|^2 d\lambda
\]
\[
= \int_{-\pi}^{\pi} |A(t/T, \lambda)|^2 \left| \sum_{j=1}^{p} x_j \exp(-i\lambda j) \right|^2 d\lambda + \|x\|^2 o(1).
\]
Under (A3) there exist constants with \( C_1 \leq |A(s, \lambda)| \leq C_2 \) uniformly in \( s \) and \( \lambda \), which implies (i). \( \square \)

**Lemma 8.2.** Assume additionally (A6) and let \( 0 < \delta_1 < \delta \). Then

(i) \( \mathbb{E}|\bar{\xi}_{jk}^{(i)} - \alpha_{jk}^{(i)}|^2 + \delta = O(1) \),

(ii) \( \mathbb{E}|\bar{\beta}_{jk}^{(i)} - \beta_{jk}^{(i)}|^2 + \delta = O(1) \)

hold uniformly in \( i, k \) and \( j < j^* \).

**Proof.**

(i) In this part we derive estimates for the moments of \( \|D'\xi\| \) and \( \|D'S\| \), which will be used later in this proof.

Using the \( \text{MA}(\infty) \)-representation of \( \{X_t\} \) we can write \( (D'\xi)_{p(u-1)+k} \) as a quadratic form \( \bar{\xi}^* A \bar{\xi} \) for some \( A = A(p, k) \), where \( \bar{\xi} = (\varepsilon_T, \ldots, \varepsilon_1, \varepsilon_0, \varepsilon_{-1}, \ldots)' \) is an infinite-dimensional vector according to the \( \text{MA}(\infty) \)-representation of \( \{X_t\} \). Since, however, the proof of Lemma 6.1 does not depend on the dimension of the matrix \( A \), we can apply this lemma also to this infinite-dimensional case.
We obtain, using the notation of Lemma 6.1, that
\[ \tilde{A} = O \left( 2^{-\nu^* / 2} T \right), \]
and
\[ \max \{ |a_{st}| \} \leq \| A \|_\infty = O \left( 2^{\nu^* / 2} \right), \]
which implies
\[ \left| \text{cum}_n ((D^t e)_{p(u-1)+k}) \right| \leq C(n!)^{2+2\gamma / 2} T^{(2\nu^* / 2)^n - 2} \text{ for } n \geq 2. \]
Since \( E(D^t e)_{p(u-1)+k} = 0 \), we get, for even \( s \), that
\[ E \left( |(D^t e)_{p(u-1)+k}|^s \right) = O \left( \sum_{i=1}^n \prod_{i \neq j \geq 1} \text{cum}_{ij} ((D^t e)_{p(u-1)+k}) \right) \leq C(s) T^{s/2}. \]
Now we obtain, with \( \Delta = O(2^{\nu^*}) \),
\[
E\|D^t e\|^s = E \left( \sum_{u,k} (D^t e)_{p(u-1)+k}^2 \right)^{s/2} \\
\leq (\Delta)^{s/2 - 1} \sum_{u,k} E(D^t e)^s_{p(u-1)+k} \\
= O \left( (\Delta)^{s/2} \max_{u,k} \{ E(D^t e)^s_{p(u-1)+k} \} \right) \\
= O \left( 2^{\nu^* / 2} T^{s/2} \right). \tag{8.1}
\]
Now we treat the quantity \( \|D^t S\| \) in an analogous way. \( (D^t S)_{p(u-1)+k} \) is a quadratic form in \( X = (X_1, \ldots, X_T) \) with a matrix \( A \), which satisfies, according to (8.11),
\[
\tilde{A} = O \left( \sum_i |\phi_{j,u}(t/T)| \sum_i |R_i(t/T)| \right) \\
= O \left( \sum_i \sqrt{\sum_i \phi_{j,u}(t/T)^2} \sqrt{\sum_i R_i(t/T)^2} \right) \\
= O \left( T(2^{-\nu^* \min\{\tilde{m}_i\}} + T^{-1/2} 2^{-\nu^* \min\{\min\{m_i-1/2-1/(2p_i]\} \}) \right) = O(T^{1/2})
\]
and, by (8.10),
\[ \| A \|_\infty = O \left( 2^{\nu^* / 2} \sum_i \| R_i \|_\infty \right) = O(2^{\nu^* / 2}). \]
Therefore, we get by Lemma 6.1 that
\[ \left| \text{cum}_n ((D^t S)_{p(u-1)+k}) \right| \leq C(n!)^{2+2\gamma / 2} T^{(2\nu^* / 2)^n - 2} \text{ for } n \geq 2, \]
which implies, in conjunction with \( E(D^t S)_{p(u-1)+k} = O(\tilde{A}) = O(T^{1/2}) \), that
\[ E\|D^t S\|^s = O \left( 2^{\nu^* s / 2} T^{s/2} \right). \tag{8.2} \]
(ii) According to (7.5) we have \( \tilde{\alpha} - \alpha = (D'D)^{-1}(D'\varepsilon + D'S) \), which yields that

\[
\mathbb{E}|\beta_{jk}^{(2)} - \beta_{jk}^{(1)}|^{2+\delta_1} = \mathbb{E}|\Gamma'_{\tilde{\alpha}}(\tilde{\alpha} - \alpha)|^{2+\delta_1} \\
\leq \mathbb{E} \left( \left( \| (D'D)^{-1} \|_2 \| D'\varepsilon \|_2 + \| D'S \|_2 \right)^{2+\delta_1} \right) \\
\leq \left( \mathbb{E} \left( \| (D'D)^{-1} \|^{2+\delta_1} \right) \right)^{2+\delta_1} \left( \mathbb{E} \left( \| D'\varepsilon \| + \| D'S \| \right)^{2+\delta_1} \right)^{\frac{1}{2}} \\
= O \left( T^{-2(2+\delta_1)} \right) O \left( (2^{j^*}/T^{1/2})^{2+\delta_1} \right) \\
= O \left( (2^{j^*}/T^{1/2})^{2+\delta_1} \right) = O(1),
\]

\[\square\]

**Lemma 8.3.** Let \( j^* = j^*(T) \to \infty \) and \( j^* = o(T) \). Then

(i) \( \|(ED'D)^{-1}\|_\infty = O(T^{-1}) \),

(ii) \( \|(ED'D)^{-1} - \{ T \int \phi_{j^*u}(s)\phi_{j^*v}(s) c(s,k-l) \, ds \}_{p(u-1)+k,p(v-1)+l}^{-1} \|_\infty = o(T^{-1}) \),

(iii) \( \| Cov(D'\varepsilon) - \{ T \int \phi_{j^*u}(s)\phi_{j^*v}(s) \sigma^2(s) c(s,k-l) \, ds \}_{p(u-1)+k,p(v-1)+l} \|_\infty = o(T) \)

hold uniformly in \( u,v,k,l \).

**Proof.**

(i) Let \( M = TDag[1_1, \ldots, M_\Delta] \), where \( M_u = \Sigma_t \) for any \( t \) with \( t/T \in supp(\phi_{j^*u}) \).

Because of \( M^{-1} = T^{-1} Diag[1_1^{-1}, \ldots, M_\Delta^{-1}] \) we get by (i) and (ii) of Lemma 8.1 that

\[
\|M^{-1}\|_\infty = O(T^{-1}).
\]

Further, we have, by \( j^* = j^*(T) \to \infty \) and \( j^* = o(T) \), that

\[
(ED'D - M)_{p(u-1)+k,p(v-1)+l} \\
= \sum_{t=p+1}^{T} \phi_{j^*u}(t) \int \phi_{j^*v}(t) [\Sigma_t]_{kl} - (M_u)_{kl} \\
+ \sum_{t=p+1}^{T} \phi_{j^*u}(t) \int \phi_{j^*v}(t) - T(\delta_{uu} - (M_u)_{kl}) \\
= o(T)
\]

hold uniformly in \( u,v,k,l \). Since \( \phi_{j^*u} \) and \( \phi_{j^*v} \) have disjoint support for \( |u-v| \geq C \), we get \( (ED'D)_{kl} = 0 \) for \( |k-l| \geq C \). Therefore we obtain by (8.4)

\[
\|(ED'D - M)\|_\infty = o(T).
\]

Because of (8.3) and (8.5) there exists a \( T_0 \) such that

\[
\|M^{-1/2}(ED'D - M)M^{-1/2}\| \leq C < 1 \quad \text{for all} \quad T \geq T_0.
\]
Therefore, by the spectral decomposition of \((I + M^{-1/2}(ED'D - M)M^{-1/2})\) the following inversion formula holds:

\[
(ED'D)^{-1} = \left[ M^{1/2} \left( I + M^{-1/2}(ED'D - M)M^{-1/2} \right) M^{1/2} \right]^{-1} = M^{-1/2} \left[ I + \sum_{s=1}^{\infty} (-1)^s (M^{-1/2}(ED'D - M)M^{-1/2})^s \right] M^{-1/2}, \quad (8.6)
\]

which implies (i).

(ii) It can be shown in the same way as (8.4) that

\[
\| (ED'D)^{-1} - \left\{ T \int \phi_{j* u}(s) \phi_{j* v}(s) c(s, k - l) \, ds \right\}_{p(u-1) + k, p(v-1) + l} \|_\infty = o(T), \quad (8.7)
\]

which implies analogously to (8.6)

\[
\| (ED'D)^{-1} - \left\{ T \int \phi_{j* u}(s) \phi_{j* v}(s) c(s, k - l) \, ds \right\}_{p(u-1) + k, p(v-1) + l}^{-1} \|_\infty = \| (ED'D)^{-1} - \left\{ T \int \phi_{j* u}(s) \phi_{j* v}(s) c(s, k - l) \, ds \right\}_{p(u-1) + k, p(v-1) + l}^{-1} \|_\infty = o(T^{-1}).
\]

(iii) Obviously we have

\[
ED'De = 0,
\]

which implies

\[
cov \left( (D'e)_{p(u-1)+k}, (D'e)_{p(v-1)+l} \right) = \sum_{s,t=p+1}^{T} \phi_{j* u}(\frac{s}{T}) \phi_{j* v}(\frac{t}{T}) \mathbb{E} \xi_t \xi_{s-k} X_{s-k} X_{t-l} = T \int \phi_{j* u}(s) \phi_{j* v}(s) \sigma^2(s) c(s, k - l) \, ds + o(T).
\]

The corresponding result in the \(\| . \|_\infty\)-norm follows from the same reasoning leading to (8.5).

\[ \Box \]

**Lemma 8.4.** It holds that

(i) \( \| (D'D)^{-1} - (ED'D)^{-1} \|_\infty = \tilde{O} \left( 2^{3/2} T^{-3/2} \sqrt{\log(T)} \right) \)

(ii) \( \| D'e \|_2^2 = \tilde{O} \left( 2^{3/2} T \log(T) \right) \).

**Proof.**
(i) First, observe that by (A2) and the MA(∞)-representation of \( \{X_t\} \),

\[
\sum_{t_1, \ldots, t_k=1}^{T} |\text{cum} (X_{t_1}, \ldots, X_{t_k})|
\]

\[
= \sum_{t_1, \ldots, t_k=1}^{T} \left| \text{cum} \left( \sum_{s_1=-\infty}^{t_1} \gamma(t_1 - s_1) \varepsilon_{s_1}, \ldots, \sum_{s_k=-\infty}^{t_k} \gamma(t_k - s_k) \varepsilon_{s_k} \right) \right|
\]

\[
\leq \sum_{s=-\infty}^{t_1} \sum_{t_1, \ldots, t_k=1}^{T} |\gamma(t_1 - s)| \cdots |\gamma(t_k - s)| |\text{cum}_k(\varepsilon_s)|
\]

\[
\leq \sup_{s} |\text{cum}_k(\varepsilon_s)| \left\{ \sum_{s=0}^{\infty} |\gamma(t - s)| \right\}^{k-1}
\]

\[
\leq C^{2k}(k!)^{1+\gamma}.
\]

We see that

\[
(D'D)_{p(u-1)+k,p(v-1)+l} = \sum_{t=p+1}^{T} \phi_{j\ast u}(t/T) \phi_{j\ast v}(t/T) X_{t-k} X_{t-l}
\]

is a quadratic form with a matrix \( A \) satisfying, in the notation of Lemma 6.1,

\[
\|A\|_{\infty} = O(2^{j^*}), \quad \bar{A} = O(T).
\]

This implies by Lemma 6.1 that

\[
\left| \text{cum}_n \left( (D'D)_{p(u-1)+k,p(v-1)+l} \right) \right|
\]

\[
\leq C^{n(n!)^{2+2\gamma}(2^{j^*})^{n-1}T}
\]

\[
\leq \left( \frac{n!}{2} \right)^{1+(1+2\gamma)} \frac{H_T}{\Delta_T^{n-2}},
\]

where \( H_T \asymp 2^{j^*} T, \ \Delta_T \asymp 2^{-j^*} \).

Hence, we get by Lemma 6.3 that

\[
P \left( \| (D'D)_{p(u-1)+k,p(v-1)+l} - (\mathbb{E}D'D)_{p(u-1)+k,p(v-1)+l} \| \geq x \right) \leq \exp \left( -C \frac{x^2}{2^{j^*/2} T} \right)
\]

for \( 0 \leq x \leq (H_T^{1+\gamma} \Delta_T)^{1/(1+2\gamma)} \).

Since \( (H_T^{1+\gamma} \Delta_T)^{1/(1+2\gamma)} \asymp 2^{j^*/(1+2\gamma)} T^{(1+\gamma)/(1+2\gamma)} \gg 2^{j^*/2} T^{1/2} \), we get

\[
(D'D)_{p(u-1)+k,p(v-1)+l} - (\mathbb{E}D'D)_{p(u-1)+k,p(v-1)+l} = \tilde{O} \left( 2^{j^*/2} T^{1/2} \sqrt{\log(T)} \right).
\]

Since \( \phi_{j\ast u} \) and \( \phi_{j\ast v} \) have disjoint support for \( |u - v| \geq C \), we immediately obtain

\[
\|D'D - \mathbb{E}D'D\|_{\infty} = \tilde{O} \left( 2^{j^*/2} T^{1/2} \sqrt{\log(T)} \right), \tag{8.8}
\]
which yields, in conjunction with (i) of Lemma 8.3,

\[
\| (D'D)^{-1} - (\mathbb{E}D'D)^{-1} \|_{\infty} \leq \| (\mathbb{E}D'D)^{-1} \|_{\infty} \sum_{s=1}^{\infty} \left( \| D'D - \mathbb{E}D'D \|_{\infty} \| (\mathbb{E}D'D)^{-1} \|_{\infty} \right)^s
\]

\[
= O(T^{-1}) \tilde{O} \left( 2^{i^*/2} T^{1/2} \sqrt{\log(T)} \ T^{-1} \right)
\]

\[
= \tilde{O} \left( 2^{i^*/2} T^{-3/2} \sqrt{\log(T)} \right).
\]

(ii) From similar arguments we obtain

\[
(D'^e)_{\mu(u-1)+k} = \tilde{O} \left( T^{1/2} \sqrt{\log(T)} \right),
\]

which implies (ii). \( \square \)

Lemma 8.5. It holds

\[
\| D'S \|_2^2 = \tilde{O} \left( T^2 \left( 2^{-2j^* \min\{t_i\}} + T^{-1} 2^{-j^* \min\{2m_i-1-1/p_i\}} \right) \log(T) \right).
\]

Proof. Because of our assumption \( m_i + 1/2 - 1/\tilde{p}_i > 1 \) we get

\[
\| R_i \|_{\infty} = O \left( \sum_{j \geq j^*} 2^{j/2} \max_k \{|\beta_{jk}^{(i)}|\} \right)
\]

\[
= O \left( \sum_{j \geq j^*} 2^{j/2} \right) = O \left( 2^{-j^* (m_i-1/p_i)} \right) \quad (8.10)
\]

and

\[
TV(R_i) = O \left( \sum_{j \geq j^*} 2^{j/2} \sum_k |\beta_{jk}^{(i)}| \right)
\]

\[
= O \left( \sum_{j \geq j^*} 2^{j/2} \left( \sum_k |\beta_{jk}^{(i)}| \right)^{1/p_i} 2^{j(1-1/p_i)} \right)
\]

\[
= O \left( \sum_{j \geq j^*} 2^{j/2} 2^{-j s_i} 2^{j(1-1/p_i)} \right) = O \left( 2^{-j^* (m_i-1)} \right).
\]
which implies
\[
T^{-1} \sum_{t=1}^{T} (R_i(t/T))^2 - \|R_i\|_{L^2[0,1]}^2 \leq \sum_{t=1}^{T} \int_{(t-1)/T}^{t/T} |R_i(t/T) + R_i(u)| |R_i(t/T) - R_i(u)| \, du
\]
\[
= \sum_{t} O \left( T^{-1} \|R_i\|_{\infty} TV( R_i^{(t)} ) \right)
\]
\[
= O \left( T^{-1} 2^{-\frac{1}{2}(2m_i-1-1/p_i)} \right).
\]
Since we know from Theorem 8 in Donoho et al. (1995) that
\[
\|R_i\|_{L^2[0,1]}^2 = \sum_{j \geq j_i} \sum_{k} |\beta_{jk}^{(i)}|^2 = O \left( 2^{-2j_i \tilde{s}_i} \right),
\]
we have that
\[
T^{-1} \sum_{t=1}^{T} (R_i(t/T))^2 = O \left( 2^{-2j_i \tilde{s}_i} + T^{-1} 2^{-\frac{1}{2}(2m_i-1-1/p_i)} \right).
\] (8.11)
Now,
\[
(D^j S)_{p(u-1)+k} = \sum_{t=p+1}^{T} \phi_{j*}(t/T)X_{t-k} \sum_{i=1}^{p} X_{t-i} R_i(t/T)
\]
\[
= \tilde{O} \left( 2^{j^*/2} \sqrt{\log(T)} \right) \sum_{t/T \in \text{supp}(\phi_{j*})} \sum_{i=1}^{p} |R_i(t/T)|,
\]
which implies
\[
\|D^j S\|_2^2 = \tilde{O} \left( 2^{j^* \log(T)} \right) \sum_{i=1}^{p} \sum_{u=1}^{\Delta} \left( \sum_{t/T \in \text{supp}(\phi_{j*})} |R_i(t/T)| \right)^2
\]
\[
= \tilde{O} \left( 2^{j^* \log(T)} \right) \sum_{i=1}^{p} \sum_{u=1}^{\Delta} \left( \sum_{t/T \in \text{supp}(\phi_{j*})} R_i(t/T)^2 \right) T2^{-j^*}
\]
\[
= \tilde{O} \left( T^2 \left( 2^{-2j^* \min\{\tilde{s}_i\}} + T^{-1} 2^{-j^* \min\{2m_i-1-1/p_i\}} \right) \log(T) \right).
\]

\[\square\]

**Acknowledgment.** We thank three anonymous referees and the Associate Editor for their suggestions that helped to improve the presentation of our work. Also we are indebted to Markus Monnerjahn who contributed the software for the numerical simulation results.
References


