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Abstract

In this thesis, we consider the problem of processing similarity queries over a dataset of top-k rankings and class constrained objects. Top-k rankings are the most natural and widely used techniques to compress a large amount of information into a concise form. Spearman’s Footrule distance is used to compute the similarity between rankings, considering how well rankings agree on the positions (ranks) of ranked items. This setup allows the application of metric distance-based pruning strategies, and, alternatively, enables the use of traditional inverted indices for retrieving rankings that overlap in items. Although both techniques can be individually applied, we hypothesize that blending these two would lead to better performance. First, we formulate theoretical bounds over the rankings, based on Spearman’s Footrule distance, which are essential for adapting existing, inverted index based techniques to the setting of top-k rankings. Further, we propose a hybrid indexing strategy, designed for efficiently processing similarity range queries, which incorporates inverted indices and metric space indices, such as M- or BK-trees, resulting in a structure that resembles both indexing methods with tunable emphasis on one or the other. Moreover, optimizations to the inverted index component are presented, for early termination and minimizing bookkeeping. As vast amounts of data are being generated on a daily bases, we further present a distributed, highly tunable, approach, implemented in Apache Spark, for efficiently processing similarity join queries over top-k rankings. To combine distance-based filtering with inverted indices, the algorithm works in several phases. The partial results are joined for the computation of the final result set. As the last contribution of the thesis, we consider processing k-nearest-neighbor (k-NN) queries over class-constrained objects, with the additional requirement that the result objects are of a specific type. We introduce the MISP index, which first indexes the objects by their (combination of) class belonging, followed by a similarity search sub index for each subset of objects. The number of such subsets can combinatorially explode, thus, we provide a cost model that analyzes the performance of the MISP index structure under different configurations, with the aim of finding the most efficient one for the dataset being searched.
Zusammenfassung

Subindex für jede Teilmenge von Objekten indiziert. Die Anzahl solcher Teilmengen kann kombinatorisch explodieren, weswegen wir ein Kostenmodell vorstellen, das die Performanz der MISP Indexstruktur unter verschiedenen Konfigurationen analysiert, sodass die effizienteste für den zu durchsuchenden Datensatz gefunden wird.
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Chapter 1

Introduction

Current data processing trends are increasingly moving away from standard database techniques, and are leaning toward unstructured, or semi-structured data, where exact-match queries cannot be applied and different information retrieval methods are needed. The flourishing of research fields like machine learning, natural language processing or data exploration, and the prevalence of data handling frameworks like Apache Hadoop [HDP], Apache Spark [SPK], MongoDB [MDB] and HBase [HBS] further reinforce this shift toward non-traditional data management methods. Similarity searching is one way of answering the information need when faced with such schema-free data. For instance, consider the case of image search engines, like Google Image Search, that offer query by example search—as input the user provides an image, and as a result the system returns images similar to the input. Similarity searching has been an active research field for decades now, and some of its focuses include similarity search index structures and algorithms in metric space [Sam06, CNBM01], sets and strings [MAB16], or developing scalable, distributed algorithms [FAB+18].

In this thesis, we address the task of similarity search over top-k rankings and class-constrained objects, both being of great value for a large number of diverse applications, e.g., business analysis, data cleansing, or for searching in the geospatial domain. Top-k rankings allow users and algorithms to effectively and efficiently inspect the best performing items within a certain category. Considering the information deluge we are facing today, rankings are a ubiquitous information representation. They are used in databases for business intelligence and other forms of insight-seeking analyses, in politics and other social aspects of our lives for mutual comparison, or expressing dominance. Often, they are also crowd-sourced through mining user polls on the Web, in portals such as IMDB or Netflix (for movie ratings), or specifically created by users in form of favorite lists on personal websites. Similarity search over top-k rankings can give access to valuable analytical insights. For instance, consider the rankings in Figure 1.1, representing favorite lists from IMDB users, where they rate their preferences for TV series. Based on their similarity, we could suggest to users...
series that they would like to watch. Considering the lists of Alice and Bob as similar, we could propose the TV series *Disenchantment* to Bob and *The Americans* to Alice. Another application would be to detect communities within the users database, based on the similarities of the lists.

Class-constrained objects are as well omnipresent, as all objects can have a set of classes or attributes associated to them. For instance, movies can be classified by different genres, the year when they were produced or their director, geospatial data can be classified by their type, for instance, sightseeing, recreational, restaurant, administrative or also more fine-grained, such as cuisine of a restaurant. To contemplate the need for similarity search over class-constrained objects, consider Bob, who is planning a trip to Brazil. His first destination is São Paulo and he wants to see where to go from there. He likes large cities, so he wants to find the nearest cities to São Paulo with over million inhabitants. In this thesis, we specifically aim at answering such questions, where the user is interested in finding the nearest objects that also belong to a concrete, user-defined, set of classes.

<table>
<thead>
<tr>
<th>Alice</th>
<th>Bob</th>
<th>John</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narcos</td>
<td>Narcos</td>
<td>The Big Bang Theory</td>
</tr>
<tr>
<td>Stranger Things</td>
<td>Stranger Things</td>
<td>The Office</td>
</tr>
<tr>
<td>Black Mirror</td>
<td>Sherlock</td>
<td>Narcos</td>
</tr>
<tr>
<td>Disenchantment</td>
<td>Black Mirror</td>
<td>Modern Family</td>
</tr>
<tr>
<td>Sherlock</td>
<td>The Americans</td>
<td>Planet Earth</td>
</tr>
</tbody>
</table>

Figure 1.1: Example top-k lists of favorite TV Series for IMDB users.

### 1.1 Problem Statement

In this thesis, we address three types of similarity search queries, namely, similarity range queries, similarity join, and a variation of the nearest neighbors query. The former two we solve over a dataset of top-k rankings, while the latter, over class-constrained objects. In all three cases the focus is on the query execution performance. In the following, we define each one more formally and discuss the challenges that come with them.

The first problem that we address in this thesis is to efficiently process similarity range queries over a dataset of top-k rankings $T$, defined as:

**Definition 1 (Similarity Range Search)** *Given a dataset $T$ of top-k rankings, a distance function $d$, a user-defined query ranking $q$, and distance threshold $\theta$, the task is to efficiently find all rankings in $T$ with distance below or equal to $\theta$, i.e., $\{\tau_i \mid \tau_i \in T \land d(\tau_i, q) \leq \theta\}$.*

Furthermore, we also address the similarity joins problem for top-k rankings,
where we specifically focus on devising an efficient distributed solution, defined as:

**Definition 2 (Similarity Joins)** Given two dataset $S$ and $T$ of top-$k$ rankings, a distance function $d$, and distance threshold $\theta$, the task is to efficiently find all pairs $(\tau_i \in S, \tau_j \in T)$ with distance below or equal to $\theta$, i.e., $\{(\tau_i \in S, \tau_j \in T) \land d(\tau_i, \tau_j) \leq \theta\}$.

Without loss of generality, in this thesis, we discuss the self join problem, i.e., to find all pairs $\{(\tau_i, \tau_j) | \tau_i, \tau_j \in T, i \neq j \land d(\tau_i, \tau_j) \leq \theta\}$.

For the similarity range queries, we assume that the dataset $T$ remains the same, while the query ranking $q$ and the threshold $\theta$ change at query time. This entails indexing the rankings in $T$. Thus, the challenge here is developing an index structure that allows efficient answering of this type of queries over top-$k$ rankings. Since the threshold value changes at query time, no assumption should be made about its value when designing the index structure. While the index construction time and the memory consumption should be taken into consideration, the focus here is on minimizing the query answering time. On the other hand, for similarity join queries we assume that the threshold $\theta$ is given upfront, and thus, could possibly be used for improving the performance. However, since the similarity join result set includes all pairs of rankings in $T$ with distance smaller than $\theta$, this entails processing all rankings in $T$. In fact, the naive solution has $O(n^2)$ complexity, where $n$ is the size of the dataset, as all records need to be compared to each other. The challenge here is to determine ranking-specific filtering techniques which would reduce the number of comparisons that need to be made. In addition, since we focus on developing a distributed solution, we need to handle the data distribution, which ideally should be equal among all nodes, and the communication or data shuffling between nodes, which should be kept as low as possible.

In this thesis, as a distance measure for comparing the rankings we use Spearman’s Footrule. Fagin et al. [FKS03] show that there is a metric Spearman’s Footrule adaptation for top-$k$ rankings, whose ranked items do not necessarily match or overlap at all. This immediately suggests employing metric data structures, like BK-trees [BK73] or M-trees [CPZ97], for indexing and similarity search, however, as we will show later in our thesis, a better performance can be achieved when these are combined with an inverted index.

Furthermore, in this thesis we address the problem of a special type of $k$ nearest neighbor query, named class-constrained $k$-NN (CCK-NN).

**Definition 3 (Class-Constrained $k$ Nearest Neighbor)** Given a dataset of objects $O = \{o_1 \ldots o_n\}$, where each object has a set of classes $C_{o_r} \subseteq C$ associated to it, from one global domain of classes $C$, a distance function $d$, a user-specified query $q$, and a user-specified query classes $C_q \subseteq C$. The task is to find $k$ objects $O_R \subseteq O$, such that $\forall o_r \in O_R : C_{o_r} \supseteq C_q$, and there is no object $o_s \in O$ and $o_r \in O_R$ such that $d(q, o_s) < d(q, o_r)$ and $C_{o_s} \supseteq C_q$. 

A naive solution to this problem would be for each object in the dataset $O$ to check if it satisfies the query classes $C_q$ and if so, compare it to $q$. However, a better performance can be reached when the objects are indexed using an inverted index. Then, the dataset objects that satisfy the classes $C_q$, can be determined upfront. Further sequential scan over these classes is needed to find the nearest objects to $q$. Alternatively, similarly as with the rankings, the dataset objects can be indexed using a spatial index structure like the R-tree [Gut84] or the M-tree [CPZ97]. To process the CC$k$-NN query, the index structure’s $k$-NN retrieval mechanism can be used. By executing a $k'$-NN query, where $k' > k$ and check which of the results satisfy the classes in $C_q$. If the results found are less than $k$ the process should be repeated with larger $k'$. Ideally, the CC$k$-NN search process can be implemented in an incremental fashion and stops right after $k$ objects with classes $C_q$ are found. In this thesis, similarly as before, we make the hypothesis that a combination of an inverted index with a spatial index structure would be a more suitable solution for such type of queries. This opens a new set of challenges, like for instance, how these two should be combined in order to achieve the best query performance, while keeping the index construction time and memory consumption low.

1.2 Contributions

With this work, we make the following contributions to the area of similarity search:

- We devise theoretical bounds for top-$k$ rankings, based on the Spearman’s Footrule distance between them, which find its application in several different problems where top-$k$ rankings are used. Especially important is their use for the adaptation of existing set-based similarity search and join algorithms for handling top-$k$ rankings.

- We present a novel index structure, coined Coarse index, and algorithms for processing similarity range queries over a dataset of top-$k$ rankings. The presented index structure combines two well known indexing techniques, typically used independently from each other in different problem settings, to bring the best out of both worlds.

- We present a theoretical cost model that based on the dataset distribution can compute the performance sweet spot of our proposed Coarse index. Furthermore, through experiments, by using two real-world datasets, we show that the cost model correctly predicts the parameters of the Coarse index, that would lead to its best performance.

- As a complement to the proposed approach for similarity range queries over top-$k$ rankings, we propose an efficient solution to the problem of similarity join for top-$k$ rankings. The proposed solution is implemented in Apache Spark [SPK], a highly established platform for large scale data
analytics, and thus is able to handle large amounts of data. Furthermore, we adapt existing set-based distributed MapReduce approaches to top-$k$ rankings and implement them using Apache Spark.

- To complete our contributions, we also address the third type of similarity queries, the $k$ nearest neighbors (k-NN). Concretely, we analyze the problem of $k$ nearest neighbors where as input we are provided with a dataset of class-constrained objects, and the user is interested in the nearest objects to the query that also satisfy some set of classes, coined class-constrained $k$-NN. We propose MISP, an index structure for efficiently handling such type of similarity queries, and a cost model, that estimates the performance and memory consumption of the proposed index structure based on the properties of the input data.

### 1.3 Publications

The work presented in this thesis has been published in several peer-reviewed papers in conferences and workshops.

In [MAM15], we have introduced the problem of similarity search over top-$k$ rankings and presented our Coarse index, described in Chapter 5, a hybrid index structure, which partitions the data according to their pairwise distance. The span of the partitions affects the performance of the Coarse index, and thus, we also conceive a cost model, that, depending on the data distribution, computes the partitioning sweet spot. In this paper, we also define some theoretical bounds over top-$k$ rankings, which allow us to apply a well known set-based filtering technique to our problem setting.


In [MNM18], we have addressed the problem of Class-Constrained $k$ nearest neighbors (CC$k$-NN). In this paper we have focused on devising a cost model that estimates the performance of an index structure for answering CC$k$-NN queries.


The theoretical bounds, presented in Chapter 4 and its applications have been published in different publications. In [MM16] we have presented our work on maintaining a set of crowd-sourced top-$k$ rankings, based only on the distance, i.e., similarity, between the rankings.

In [PMM16] we have extended the PALEO system [PM16], initially designed to reverse engineer an SQL query that, given a database and a sample top-k input list, would return the same input list, to be able to also find SQL queries that would result in lists similar to the input top-k list. In this paper, some of the bounds presented in Chapter 4 have been applied in order to improve the efficiency of the system.

• Kiril Panev, Evica Milchevski, and Sebastian Michel. Computing similar entity rankings via reverse engineering of top-k database queries. Workshop on Keyword Search and Data Exploration on Structured Data (KEYS), 2016.

In [PMMP16] a complete prototype implementation of PALEO has been demonstrated.


1.4 Outline of the Thesis

This thesis is organized as follows. In Chapter 2 we present the background concepts, algorithms and frameworks needed for understanding the work presented in this thesis. Chapter 3 discusses related work in the field of similarity search. Here, we specifically describe work for similarity search in metric space and similarity join and search for sets and strings. In Chapter 4 we present theoretical bounds for top-k rankings based on Spearman’s Footrule distance between them. In Chapter 5 and 6 we present our approaches for similarity search over top-k rankings. Specifically, in Chapter 5 our work on similarity range queries, where a novel index structure is presented, and in Chapter 6 we present distributed approaches for efficiently solving the problem of similarity joins over top-k lists. In Chapter 7 we present our work on the special type of k nearest neighbors queries, the class-constrained k nearest neighbors. Finally, in Chapter 8 we summarize our work and present directions for future work.
Chapter 2

Background and Preliminaries

In this chapter, we present background knowledge necessary for understanding the work described in this thesis. We start by introducing the concepts of similarity search where we explain the different types of queries, distance functions, and index structures applied in our methods. The fundamentals of metric space and the indexing techniques for metric space are also explained. We continue by discussing rankings, top-k rankings and the distance functions that can be used for comparing them. Finally, the core concepts behind platforms for distributed data processing, specifically MapReduce and Apache Spark, are explained.

2.1 Similarity Search

2.1.1 Metric Space

In this thesis, we mainly deal with metric distance functions, or simply metrics. The following definition defines metric space \( M \) [O’S06]:

**Definition 4** Suppose \( M \) is a set and \( d \) is a real function defined on the Cartesian product \( M \times M \). Then \( d \) is called a metric on \( M \) if, and only if, for each \( a, b, c \in M \):

- **Positive property**: \( d(a, b) \geq 0 \) with equality if, and only if, \( a = b \).
- **Symmetric property**: \( d(x, y) = d(y, x) \)
- **Triangle inequality**: \( d(x, z) \leq d(x, y) + d(y, z) \)

\( M \) is called a metric space, and \( d \) is a metric distance, or simply a metric. One of the most well-known metric distances is the absolute-value function on \( \mathbb{R} \). In general, if the distance between two objects \( a \) and \( b \) is smaller, the objects
are more similar or closer to each other. In some domains, it can be assumed that $d$ never exceeds some value $r$, i.e., for all $a, b \in M$, $d(a, b) \leq r$. Then, the metric space is called bounded metric space. In this thesis, we consider such bounded metric spaces.

2.1.2 Distance Functions

There are many different distance functions that belong to the metric space. They can be divided into discrete and continuous functions. Discrete functions have a limited set of possible values, whereas continuous functions map onto infinitely many possible values.

Minkowski Distances

The most well-known family of continuous functions are the Minkowski distances, called $L_p$ metrics, $L_p : \mathbb{R}^n \times \mathbb{R}^n \mapsto \mathbb{R}_+$:

$$L_p[(x_1, \ldots, x_n), (y_1, \ldots, y_n)] = \sqrt[p]{\sum_{i=1}^{n} |x_i - y_i|^p} \quad (2.1)$$

for $p \in \mathbb{R}$ and $p \geq 1$.

For $p = 1$, the metric is called Manhattan, or the taxicab distance, since it resembles the way for measuring the distance from one place to another using the parallel network of roads in the city of New York.

For $p = 2$, the Minkowski distance is called the Euclidean distance and it is the most widely used distance function in vector space.

Hamming Distance

The Hamming distance is used to quantify the distance (similarity) of two strings $a$ and $b$ of equal length $n$. Initially described in the paper of R. W. Hamming [Ham50], it measures the number of positions at which the two strings differ. For comparing strings with different lengths, the shorter string is padded with null characters to reach the length $n$, to make the Hamming distance computation possible. The Hamming distance is a metric for a fixed length of words $n$. Figure 2.1 shows three example strings where the characters which differ are marked with red. The Hamming distance between the strings $s_1=$house and $s_2=$hoeuse is 4, $h(s_1, s_2) = 4$, since only the first 2 characters are matching. Similarly, we can compute $h(s_1, s_3) = 3$ and $h(s_2, s_3) = 4$.

Edit Distance

The edit distance, also called Levenshtein distance, is similar to the Hamming distance. It is calculated as the minimum number of edit operations that are
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Figure 2.1: Example strings where the difference in characters is marked with red. The Edit and the Hamming distance are the same between \((s_1, s_3)\) and \((s_2, s_3)\), with values 3 and 4, respectively. For the pair \((s_1, s_2)\), \(h(s_1, s_2) = 4\) while \(e(s_1, s_2) = 1\).

needed to transform one string into the other. The edit operations considered include: inserting a character into a string, deleting a character from the string, or, replacing one character with another. Considering the example strings in Figure 2.1, the Edit distance for strings \(s_1\) and \(s_2\) is 1, \(e(s_1, s_2) = 1\), since inserting the character \(o\) at position 3 in \(s_1\) would make the two strings identical.

The edit distance for pairs \((s_1, s_3)\) and \((s_2, s_3)\) is the same as their Hamming distance, i.e., \(e(s_1, s_3) = 3\) and \(e(s_2, s_3) = 4\).

There are several variations of the edit distance which include adding either weights to the operations considered, or to the characters being replaced. These variations are useful for spelling corrections of strings.

**Jaccard Distance**

The Jaccard distance is the complement of the Jaccard coefficient \([Jac12]\), computed as:

\[
d_J(s_1, s_2) = 1 - J(s_1, s_2)
\]

where \(s_1\) and \(s_2\) are sets. The Jaccard coefficient is the standard measure used for measuring the similarity between two sets \(s_1\) and \(s_2\). It is defined as:

\[
J(s_1, s_2) = \frac{|s_1 \cap s_2|}{|s_1 \cup s_2|}
\]

The maximum value of the Jaccard coefficient is 1, meaning that the two sets have no overlap at all, and its minimum value is 0, meaning that the two sets are identical. For empty sets, the Jaccard coefficient is 1.

**2.1.3 Similarity Queries**

A similarity query is a type of query where at input we are given a query object \(q\) and, usually, some type of distance or similarity constraint. As output, all objects that satisfy the constraint need to be returned, and usually, these are objects that are close to, or similar to, the query object \(q\) \([ZADB06]\).
Range Query

This type of queries is probably the most used and well known type of similarity queries, denoted as $R(q, r)$, where $r$ is the query radius. Given some dataset $D$, a query $q$ and a distance (similarity) radius $r$, the goal of the range query is to retrieve all objects, $o \in D$ with distance (similarity) within $r$:

$$R(q, r) = \{ o \in D, d(o, q) \leq r \}$$

Note that the query object $q$ does not need to be a member of the dataset $D$. If the search radius $r$ is zero, then the query is called a point query. In this case, only the elements that are duplicates to the query object $q$ should be returned as results.

Nearest Neighbor Query

In cases where the search range is difficult to specify, for instance, when we do not have any a priori knowledge of the data, it would be more appropriate for searching for those objects that are closest to the query object $q$. These type of queries, where instead of a search range, we are searching for the nearest object to $q$ with respect to some distance function $d$, are called the nearest neighbor queries. This concept can be generalized to searching for the $k$ nearest neighbors to $q$, called $k$ nearest neighbor queries, or k-NN. Formally, the result should be:

$$k-NN(q) = \{ R \subseteq D, |R| = k \land \forall o \in R, y \in D - R : d(q, o) \leq d(q, y) \}$$

If the size of the dataset to be searched is smaller than $k$, then the whole dataset is returned as a result. When there are more than $k$ objects with the same distance to the query object, ties are broken arbitrarily.

Reverse Nearest Neighbor Query

In certain application scenarios, like for instance in decision support systems, a different type of k-NN query can be useful, where instead of searching for the nearest object to $q$, we want to retrieve all objects that have $q$ as their nearest neighbor. This is called reverse nearest neighbor queries, and the general case is called reverse k nearest neighbor queries (k-RNN). In the general case we want to retrieve all objects that have $q$ in their k-NN result set. Formally:

$$k-RNN(q) = \{ R \subseteq D, \forall o \in R : q \in kNN(o) \land \forall o \in D - R : q \notin k-NN(o) \}$$

Note that for this type of queries, also objects that have a large distance to the query object can be in the result set.
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Similarity Join

The last type of similarity query that we are going to discuss in this thesis, is the similarity join, or in this thesis also referred to as all-pairs similarity search, which usually finds its application in the fields of data cleaning or data integration. The similarity join between two datasets \(X\) and \(Y\) retrieves all pairs of objects \((x \in X, y \in Y)\) whose distance (similarity) is smaller (larger) than a given distance (similarity) threshold, \(\theta\). More specifically:

\[
\text{SimJoin}(X, Y, \theta) = \{(x, y) \in X \times Y : d(x, y) \leq \theta\}
\]

We also define a similarity self join where we have only one dataset \(X\) and we want to find all pairs of objects \((x_i \in X, x_j \in X), i \neq j\), such that their distance, \(d(x_i, x_j)\), is smaller or equal to \(\theta\).

2.1.4 Data Partitioning

The main task in this thesis is searching for similar objects. This is usually done by first indexing the data using some kind of index structure, and then, given a query object and a distance (similarity) threshold, searching this index. In metric space, the index structures are constructed such that no assumption is being made about the data being indexed. The only assumption made is that the distance between the objects in the dataset can be computed, and used while indexing, and searching the data. These indexing methods divide the data space into subsets, based on the distance between the objects. When searching, certain partitions which share some piece of information (e.g., spatial closeness), can be ignored, again, depending only on the distance between the data in the partition and the query object.

There are two basic partitioning schemes that are applied by the metric index structures, ball partitioning and hyperplane partitioning, first defined by Uhlmann [Uhl91]. The here described concepts are used by several index structures referenced in this thesis.

Ball Partitioning

One possibility is to split the data objects \(o\) based on the distance \(d\) to one pivot element \(p\). One partition is the data that is inside a ball around the pivot element, and another partition is formed by the data outside the ball [Uhl91]. The following formula describes this formally:

\[
b_p(o, p, r) = \begin{cases} 
0 & d(o, p) \leq r \\
1 & d(o, p) > r
\end{cases}
\]

This can be extended to use more than one radius. Basically, the distance cuts the space in \(n + 1\) parts. For example, for \(n = 2\):
An example of ball partitioning is given in Figure 2.2. In this example 2 dimensional data is used, which is divided in 2 (left) and 3 (right) regions around a chosen pivot.

Hyperplane Partitioning

The hyperplane partitioning chooses at least two pivot elements and divides the data into two, or more partitions by the relative distance of the objects to the pivots. A data object \( o \) belongs to the partition represented by the nearest pivot \( p_n \). For instance, when we have two pivots, then:

\[
bp_2(o, p_1, p_2) = \begin{cases} 
0 & d(o, p_1) \leq r_1 \\
1 & d(o, p_1) > r_1 \land d(o, p_2) \leq r_2 \\
2 & d(o, p_2) > r_2 
\end{cases}
\]  

(2.3)

This strategy can be extended to use more pivots. Figure 2.3 illustrates the division of the data into two partitions.

2.1.5 BK-tree

The BK-tree is one of the earliest distance based index structures that works with discrete metrics. Proposed by Burkhard and Keller [BK73], the BK-tree resembles an n-ary search tree, where the data is partitioned according to the ball-partitioning principle.

Index Creation

The subtrees in the BK-tree group items according to their distance to the parent node. Thus, each node in the BK-tree can have at most \( m \) children, where \( m \)
is the number of values that the distance function can take. For creating the tree, first a random object is chosen and is set as the root of the tree. Then, the distance from each element of the tree to the root node is computed, and according to the distance, the object is placed in a corresponding branch. This is repeated recursively, until there are no more than $b$ children in one subset. $b$ is called bucket capacity.

Thus, the BK-tree, at each level of the tree, divides the data objects into $m$ subsets, based on their distance to a randomly chosen pivot element.

**Querying**

A range search is done by traversing the tree from the root to the leaves, and the triangle inequality is used for deciding which subtrees have to be visited.

Given a query object $q$ and a threshold distance $\theta$, we start by computing the distance from the $q$ to the root object $r$, $d(q, r)$. Then, all the branches with distance $i$, such that $d(q, r) - \theta \leq i \leq d(q, r) + \theta$ need to be searched. This is done recursively until a leave node is reached, where all the elements are compared to the query object. All compared objects, $o$, where the distance $d(q, o) \leq \theta$ are returned as result to the user. The triangle inequality ensures that that there are no false negatives.

**2.1.6 iDistance**

iDistance [JOT+05] is a distance based indexing strategy, specifically designed for high dimensional data that allows incremental searching. It utilizes the idea of mapping the objects into linear space, so that indexing these values can be achieved with other well known strategies. The authors propose using a $B^+$-tree, but other structures can be used as well.

iDistance uses the hyperplane partitioning method. Initially, $i$ reference points (pivots) $O_i$ are chosen. They do not have to be among the data points, but must be in the same data space. The pivots are used as an anchor for data points $d$, where each $d$ gets assigned to a pivot element and the partition that it represents. The authors propose and discuss several partitioning methods.
Index Creation

The creation of the index is done in three main steps. First, according to the partitioning scheme, the pivots are chosen. Then, for each object $d$, the distances to all pivots $O_i$ is calculated and the closest pivot is chosen as a reference point. In the last step, for each object $d$, an index key is calculated based on the distance to its reference point, $dist(d, O_i)$:

$$key_d = i \cdot c + dist(d, O_i)$$

where $c$ is a constant and $i$ is the index of the partition to which the object $d$ belongs. These keys are indexed using a $B^\pm$-tree. $c$ is used to achieve mapping of the objects that belong to one partitions into regions, and it should be set to sufficiently large number, preferably greater or equal to the maximum distance $d^+$ of the data space. Note that two points around a pivot element can be equidistant to the pivot, and thus can have the same index key, but this does not affect the correctness of the index, as long as the chosen structure can handle multiple entries per value.

Querying

$k$-NN queries $q$, with $k$ as parameter, are done by performing a range search with radius $r$ and incrementally expanding $r$ until $k$ results are found. Range queries are executed by analyzing the distances of the query to each pivot $O_i$. Under certain circumstances, partly or all data points associated with this pivot can be pruned. Based on the triangle inequality, it follows that:

$$dist(O_i, q) - dist(p, q) \leq dist(O_i, p) \leq dist(O_i, q) + dist(p, q)$$

and thus all points with $dist(p, q) \leq r$ must fulfill the following equation [JOT+’05]:

$$dist(O_i, q) - r \leq dist(O_i, p) \leq dist(O_i, q) + r$$

For easier pruning, $dist_{\text{max}}i$ is remembered, which is the distance between $O_i$ and the point furthest away from it. If $dist(O_i, q) - r \leq dist_{\text{max}}i$ holds, then the partition represented by $O_i$ has to be searched, otherwise it can be pruned.

The actual search is done by scanning the one dimensional index structure for every qualifying pivot $O_i$. To be more precise, the bounds of $i \cdot c$ and $(i+1) \cdot c$ are considered, because everything outside this bounds belongs to another pivot. For every found data object, the real distance is calculated, because in the one dimensional index there can be false positives due to the overlap in the keys. When the values are stored in an index structure, which supports interval queries on the values, then searching can be done efficiently.
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Figure 2.4: Example inverted index for three relations $R_1$, $R_2$, and $R_3$.

2.1.7 Inverted Index

The inverted index, or sometimes also called inverted file, is one of the first major concepts introduced in the field of information retrieval [MRS10]. Its application since then has expanded greatly, including answering similarity search queries for set-valued types of data.

An inverted index consists of two components—a dictionary $D$ of objects and the corresponding posting lists (aka. index list) that record for each object information about its occurrences in the document or relation.

Figure 2.4 shows an example inverted index for three relations, $R_1$, $R_2$, and $R_3$, with dictionary $D = \{a, b, c, d, e\}$. For instance, if we look at the posting list for object $b$ we can see that this object is only a member of $R_1$.

The initial and main purpose of the inverted index was efficient answering of keyword queries in search engines. However, inverted indices can be used for many other tasks, like for instance, in our specific case, for similarity search of top-$k$ rankings. In this case, we can either use the standard inverted index, where rank information would be lost, or, to support arbitrary ranking queries, an inverted index which contains all items from the rankings in its dictionary and record rank information in its index lists, like the inverted index depicted in Figure 2.5. Thus, the entry $(\tau_{12} : 1)$ found in the index list for item $b$ conveys that the object occurs at rank 1 in ranking $\tau_{12}$.

Querying through Filter and Validate

In the standard inverted index, a separate full access for each of the found rankings is required; as there is no positional information given. We call this method Filter and Validate (short, F&V). This is the most basic inverted-index-based method, consisting of the following two phases:

**Filter Phase:** To process a ranking query $q$ with similarity threshold $\theta$, the inverted index is queried for each item in the query. The obtained index lists are merged to identify the distinct rankings that overlap with the query ranking (in at least one item). These are considered candidates.

**Validation Phase:** For each identified candidate ranking $\tau$, the distance $d(q, \tau)$ to the query is computed. And all $\theta$ with $d(q, \tau) \leq \theta$ are returned as results.
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**inverted index with ranks**

\[
\begin{align*}
\text{item 2} & \rightarrow \langle \tau : 0 \rangle, \langle \sigma : 0 \rangle \\
\text{item 1} & \rightarrow \langle \tau : 1 \rangle 
\end{align*}
\]

Figure 2.5: Example position-augmented posting lists for the top-k rankings shown in Figure 2.6.

. Doing so, the plain inverted index is sufficient, as no rank information is required. This Filter and Validate approach is also independent of the actually employed distance function, which does not even have to be a metric. Again, we obviously assume \( \theta < 1 \). Otherwise, rankings \( \tau_i \) that are not overlapping with \( q \) at all, would be missed in the results, as these cannot be identified in the filter phase using an inverted index.

In the inverted index augmented with rank information, this additional lookup is not required. In the latter, the index lists can be sorted by ranking id for efficient multi-way merge operations; or be ordered by rank to be able to derive early stopping and pruning thresholds. These more efficient processing techniques are discussed later in the thesis.

**Processing Keyword Queries**

Our inverted index processing techniques follow some well-known methods for processing keyword queries from the information retrieval field.

The task of keyword queries is, given a small set of keywords, to return the most relevant documents, according to some scoring function, from a large collection of documents. To achieve this inverted indices are used. There are many different approaches for realizing this, and various implementation details, which we are not going to describe here. Instead, we are going to briefly outline two of the most common approaches for processing the index lists in the case of keyword queries:

**Term-at-a-Time:** In a Term-at-a-Time (TaaT) query processing, the terms of the keyword query are processed one at a time. This means, that for each term in the query, we retrieve its posting list, and read it completely, before starting to process the posting list for the next term. In order to compute the score for each document that contains the terms, an accumulator is stored and updated while processing the lists.

**Document-at-a-Time:** In a Document-at-a-Time (DaaT) query processing, the posting lists of the terms in the keyword query are processed concurrently. In this type of query processing, the posting lists are ordered by the document id, and with this, the score of one document can be completely evaluated at
once. The posting lists are traversed in parallel and aligned on a matching document.

2.2 Top-k Rankings

Complete rankings are considered to be permutations over a fixed domain $D$. We follow the notation by Fagin et al. [FKS03] and references within. A permutation $\sigma$ is a bijection from the domain $D = D_\sigma$ onto the set $[n] = \{1, \ldots, n\}$. For a permutation $\sigma$, the value $\sigma(i)$ is interpreted as the rank of element $i$. An element $i$ is said to be ahead of an element $j$ in $\sigma$ if $\sigma(i) < \sigma(j)$. For instance, in Figure 2.6 item 2 is ahead of item 5 in $\tau$, thus $\tau(2) < \tau(5)$ holds.

\[
\begin{array}{c|c|c|c|c}
\tau & \text{item} & \text{rank } \tau(i) & \sigma & \text{item} & \text{rank } \sigma(i) \\
0 & 2 & 0 & 2 & 1 & 1 \\
1 & 1 & 2 & 5 & 2 & 3 \\
2 & 5 & 3 & 7 \\
\end{array}
\]

Figure 2.6: Two top-$k$ lists containing items with domains $D_\tau = \{1, 2, 3, 5\}$ and $D_\sigma = \{2, 5, 7\}$.

We consider incomplete rankings, called top-$k$ lists in [FKS03]. Formally, a top-$k$ list $\tau$ is a bijection from $D_\tau$ onto $[k]$. The key point is that individual top-$k$ lists, say $\tau_1$ and $\tau_2$ do not necessarily share the same domain, i.e., $D_{\tau_1} \neq D_{\tau_2}$. Intuitively, a top-$k$ ranking is an ordered list of distinct items, which represents an incomplete ranking of the total amount of known items. Figure 2.6 shows two top-$k$ rankings $\tau$ and $\sigma$ of different length with two items in common, called overlapping items.

2.2.1 Distance Functions

Pairwise similar rankings can be retrieved by means of distance functions, like Kendall’s Tau or Spearman’s Footrule distance, over all pairs or selectively for a given query ranking. We first introduce metrics over complete rankings over a single domain and then we discuss results on computing distances for top-$k$ lists (incomplete rankings).

For two permutations $\sigma_1$ and $\sigma_2$ over the same domain, the Kendall’s Tau $K(\sigma_1, \sigma_2)$ and Spearman’s Footrule $F(\sigma_1, \sigma_2)$ measures are two prominent ways to compute the distance between $\sigma_1$ and $\sigma_2$.

The Kendall’s Tau between two permutations $\sigma_1, \sigma_2$ is computed as the sum over the concordant and discordant pairs in one ranking. To put that more formally, let $P = \{(i, j) | i \neq j \text{ and } i, j \in D\}$ be the set of unordered pairs in the domain of the rankings. Then, Kendall’s Tau for two permutations $\sigma_1, \sigma_2$ is computed such that, for each pair $(i, j)$ in $P$ we add one to the distance if $i$ and $j$
are in the opposite order in $\sigma_1$ and $\sigma_2$. For instance, consider the permutations $\sigma_1$ and $\sigma_2$ given in Figure 2.7. Their Kendall’s Tau distance is $K(\sigma_1, \sigma_2) = 1$ since only the pair $(1, 3)$ is in an opposite order, i.e., in $\sigma_1$ item 1 is ranked higher then item 3 while in $\sigma_2$, item 3 is the better ranked one. The other pairs in $\mathcal{P}$ are in the same order in both permutations.

Spearman’s Footrule metric is the $L_1$ distance between two permutations, i.e., $F(\sigma_1, \sigma_2) = \sum_i |\sigma_1(i) - \sigma_2(i)|$. Thus, the Footrule distance for the permutations $\sigma_1$ and $\sigma_2$ given in Figure 2.7 is $F(\sigma_1, \sigma_2) = 0 + 1 + 1 = 2$.

Both measures are distance metrics, that is, they have symmetry property, i.e., $d(x, y) = d(y, x)$ are regular, i.e., $d(x, y) = 0$ iff $x = y$, and suffice the triangle inequality $d(x, z) \leq d(x, y) + d(y, z)$, for all $x, y, z$ in the domain.

Fagin et al. [FKS03] discuss how the above two measures can be computed over top-$k$ lists. For both Kendall’s Tau and for Spearman’s Footrule distance, they propose several adaptations, depending on how the non-overlapping items are handled. In this thesis, we specifically focus on using Spearman’s Footrule adaptation that is also a metric for top-$k$ lists, and thus in the following we only describe this measure. For a solution of the similarity search problem for top-$k$ rankings, where Kendall’s Tau is used as a distance function, we refer the reader to [Pal18].

Fagin et al. [FKS03] define the Footrule distance with location parameter $l$, such that for the items that belong to only one ranking $\sigma_1$ an artificial rank $l$, $l > k$ is assumed, i.e., $\sigma_1(i) = l$ if $i \notin D_{\sigma_1}$. Considering the rankings in Figure 2.7, we can calculate the distance of $\tau_1$ and $\tau_2$ by setting $l = 4$:

$$ F(\tau_1, \tau_2) = |\tau_1(2) - \tau_2(2)| + |\tau_1(1) - \tau_2(1)| + |\tau_1(5) - \tau_2(5)| + |\tau_1(3) - \tau_2(3)| + |\tau_1(7) - \tau_2(7)| $$

$$ = |0 - 0| + |1 - 4| + |2 - 1| + |3 - 4| + |4 - 2| $$

$$ = 7 $$

One can see another very intuitive behavior of this distance measure. When comparing an item $i$, with $i \in D_{\tau_1}$ and $i \notin D_{\tau_2}$, there is a smaller penalty when $i$ is ranked worse in $\tau_1$ than if it is further ahead in the ranking. Fagin et al. prove that this measure is a metric, for all values of the parameter $l$.

In this thesis, we assume that $\tau(i)$ takes values from 0 to $k - 1$ (instead of 1 to $k$). It is clear that this does not affect our algorithms. When it comes to the calculation of the Footrule distance between two rankings $\tau_1$ and $\tau_2$, we refer the reader to [Pal18].

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>rank $\sigma_1(i)$</th>
<th>item $i$</th>
<th>$\sigma_2$</th>
<th>rank $\sigma_2(i)$</th>
<th>item $i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td></td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.7: Two permutations $\sigma_1$ and $\sigma_2$ containing items from the domain $\mathcal{D} = \{1, 2, 3\}$, $P = (1, 2), (1, 3), (2, 3)$. $K(\sigma_1, \sigma_2) = 1$, $F(\sigma_1, \sigma_2 = 2)$
2.3 Platforms for Distributed Data Processing

2.3.1 MapReduce

In 2004, Jeffrey Dean and Sanjay Ghemawat presented MapReduce [DG04], a framework for analyzing and processing big data. This approach is based on data being organized as key-value pairs, which are then processed by a map and reduce concept, adapted from functional programming. The strength of this framework lies in the concurrency of scalable data processing in a shared-nothing cluster and the high fault tolerance on the worker side as well as on the master side.

Figure 2.8 depicts the basic syntax of the user-defined Map and Reduce functions. First, workers retrieve the key-value pairs and execute the Map function. Each worker processes one chunk of the input data file, called a split. For each record, the Map function emits a user-defined set of intermediate key-value pairs \((k_2, v_2)\). The next step, called Shuffle phase, redistributes the pairs with identical keys \(k_2\) to the same workers, called Reducers. Then those nodes apply the predefined Reduce function on the retrieved values \(v_2\), usually performing some kind of merging operation, and output a list of resulting values \(v_3\). Finally, these are collected and returned. This process can be seen in Figure 2.9.

In order to reduce network traffic and usage of memory space a Combine function was introduced, which is executed before the Shuffle phase and basically does the same task as the Reducer function, at each mapper node.

Some example problems that can easily be implemented and executed using MapReduce are counting the frequencies of the words in a collection of documents, building an inverted index, a distributed grep, etc. A popular open-source implementation of MapReduce is Apache Hadoop [HDP].

Alongside criticism about the incompatibility with other DBMS tools and...
being a low-level language not able to describe larger programs efficiently, the main flaw of the framework is the restrictive programming paradigm based on acyclic data flows, which can result in an unnecessary slow computation of complex algorithms.

### 2.3.2 Apache Spark

Apache Spark [SPK] is a general purpose, open-source platform that enables easy and fast development and execution of distributed application. It is considered as an evolution of MapReduce since it provides the same capabilities with an improved performance. Additionally, several other functionalities are provided and many libraries are built on top of its core. Parallelization of applications is easier when using Spark due to the notions of RDD, transformations and actions used in the platform. Spark performs computations on Java Virtual Machines (JVMs).

An important characteristic of Apache Spark is its ability to execute iterative processes, using mostly the main memory in order to reduce disk I/O, thus reducing the overall execution time of the application. This is the main difference between Spark and MapReduce, thus the better performance of the former, as shown by Shi et al. [SQM+15]. The reason for such difference is that when using MapReduce it is necessary to have a map and a reduce phase, and the reduce phase necessarily needs to store its results. If a job can not be done in a single map and reduce phase, a second map and reduce is necessary, and thus, the data written by the first phase needs to be read from disk again. Apache Spark does not have this drawback, and keeps intermediate results in memory, whenever possible.

On its own, Spark is not a data storage solution. However, it supports different data storage systems, as for example HDFS [SKRC10], Apache Cassandra [CSD], HBase [HBS], or the local file-system as well, when running in local mode. Furthermore, Spark is often used together with a cluster manager, which coordinates the distribution of Spark applications. Supported cluster
managers include Hadoop YARN or Mesos, where the management is done by these external platforms, creating containers where the Spark application will run using the desired amount of resources, or the so called Standalone Cluster Manager for more simple setups where Spark takes care of the entire management. Figure 2.10 shows a diagram of the data processing ecosystem, including Spark [KW17].

In addition to its core functionalities, the Spark supporting infrastructure includes several APIs, like GraphX for handling graphs, MLib for machine learning tasks, Spark Streaming to handle streaming data and Spark SQL for working with structured data. In this thesis we rely only on the core components of Spark, since it provides all necessary operations for implementing our algorithms.

Resilient Distributed Dataset (RDD)

Spark represents datasets as RDDs, which are immutable, distributed collections of elements stored across the nodes of a cluster, i.e., the executors [KW17]. Once created, RDDs are partitioned among the available nodes of a cluster. This way each node, or executor, handles a subset of the data. RDDs are evaluated lazily, meaning that, instead of directly computing each RDD transformation, the computation is performed only at the end, when the final RDD data needs to be computed. Since they are immutable, and fault-tolerant, whenever an operation is performed on an RDD, a new RDD is created based on the previous one and both can be accessed through their pointers.

Furthermore, RDDs can contain any type of Java, Python, or Scala objects, as well as user defined classes, thus, providing flexibility on the possible data types to be processed. Spark works preferably with the system’s main memory, i.e., stores RDDs in the main memory of the executors, allowing faster repeated computations. However, in the case of large intermediary result, it is also possible to store data on disk.
Transformations, Actions, and Lazy Evaluation

Spark supports two types of operations, which defer in the way they are evaluated, and the result that they return [KW17]:

**Transformations:** Transformations are operations executed on RDDs, which are lazy evaluated and always return a new RDD as a result. We refer to these RDDs as parent and child RDD of the transformation. Based on their dependencies, there are two types of transformations, transformation with wide dependencies, and transformations with narrow dependencies. The type of the transformation has a great effect on its evaluation. Transformation with narrow dependencies are those where there are only simple, finite dependencies between the partitions of the child RDD and the parent RDD, and thus, can be determined at design time. On the other hand, this is not the case with the transformations with wide dependencies, where data usually needs to be partitioned in a specific way, and thus, usually require shuffling of the data across partitions. These transformations are usually more expensive, and thus need to be used carefully. Figure 2.11 shows the difference in the dependency graph between the partitions of parent and child RDDs for the two types of transformations. Several transformations are available and the most common ones with narrow dependencies are `map` and `filter`, and transformations with wide dependencies include `sort`, `join`, `groupByKey`, etc..

**Actions:** Actions, on the other hand, do not transform the RDDs, but rather, they bring the data to the driver, or write it to disk. Common actions are `count` and `saveAsTextFile`: the first counts the number of elements in the collection and the second stores the RDD to persistent storage. Note that all Spark programs must have at least one action, since actions are the ones that force the evaluation of the program.

**Lazy evaluation:** Another key characteristic of Spark is lazy evaluation. Spark does not begin computing the partitions of an RDD, until an action is called. To achieve this, Spark first creates a directed acyclic graph (DAG) of execution stages, each consisting of possibly multiple transformations and actions. Actions are leafs in the execution DAG, since the edges in a DAG are based on the dependencies between the partitions of the RDDs. Each execution DAG with one action and all the transformations needed for computing that action, forms a job in Spark. Jobs are further divided into stages by wide transformations that require shuffling of the data. This means that one stage ends, and another stage begins whenever there is a need for a network communication between worker nodes. In addition, the partitioning of the RDDs can also play a role in the forming of the stage boundaries. Depending on the type of the transformations, the engine can optimize the execution, allowing Spark to avoid unnecessary data reads and writes, reducing I/O. For instance, Spark can combine narrow transformations, like `map` and `filter`, performed on the same RDD,
to avoid multiple passes over the data. Stages further consist of tasks, which are the smallest unit of computation in Spark’s execution hierarchy. Each task represents one local computation.

**Modes, Runtime, and Tuning**

In Spark, two deployment modes are provided: *local* and *cluster* [KKW15]. The first aims at local machines, mainly for development purposes, where one can develop and test an application without the need of a cluster. The second mode is for production applications, running in a cluster with up to several thousand nodes. There are two main interfaces for interacting with the platform, namely `spark-shell` and `spark-submit`, both capable of running in either deployment mode. On one hand, `spark-shell` offers an interactive way to run commands and check for its outcomes, which is very handy during development since one can easily check the behavior of the application and can take advantage of running it either in a local machine or in a cluster itself, which is desirable when big amounts of data are being processed. On the other hand, `spark-submit` allows submitting an entire task to Spark’s environment and run it. This, for example, can be done providing a Java or Scala `.jar` file and setting the main class and the method to be called.

Spark has one *driver* and more *executors*. `ExecutorBackends` represent a bridge between the driver and an executor, i.e., there is one back-end per executor. As there is one single driver running in the environment, several back-ends are connected to it updating the status of the executors as the task progresses and send heartbeats to check if the executors are still alive and executing.
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Figure 2.12 shows such architecture, including also the placement of resource manager when it is used.

Finally, tuning Spark to make full use of available resources is also required to achieve the best possible performance using the underlying hardware. One can tune the total number of executors, the memory allocated for each executor and the memory allocated for the driver in each node of the cluster. This can be done either by passing the configuration as Spark's arguments when running an application or using the interactive shell utility, or by setting and configuring files inside Spark’s installation. General recommendation is, in order to increase the parallelism, to allocate to each executor more than one core; the exact number depending on the configuration of the cluster.
Chapter 3

Related Work

This chapter gives an overview of state-of-the-art approaches for (all-pairs) similarity search. We primarily distinguish two indexing paradigms for handling ranked lists. First, considering the distance function used, i.e., Spearman’s Footrule distance, for which Fagin et al. \[FKS03\] show that it retains its metric properties also for incomplete rankings under certain assumptions, and applying indexing techniques for metric spaces. Second, treating ranked lists as plain sets and indexing them using methods like inverted indices. Thus, in Section 3.1.1 we describe works that can handle different types of similarity search queries for set-valued attributes. In Section 3.1.2 we describe indexing techniques in metric space. Section 3.1.3 focuses on indexing techniques that can handle incremental k-NN queries. Section 3.2.1 presents work on in memory all-pairs similarity search approaches and Section 3.2.2 presents distributed approaches.

3.1 Similarity Search

3.1.1 Indexing Techniques for Set-Valued Attributes

Helmer and Moerkotte \[HM03\] present a study on indexing set-valued attributes as they appear for instance in object-oriented databases. Retrieval is done based on the query’s items; the result is a set of candidate rankings, for which further validation should be computed. The focus in their work is on set containment queries, i.e., given a query \( q \) the task is to find all sets \( s \in S \) such that \( q \theta s \), where \( \theta \in \{\subseteq, \equiv, \supseteq\} \). They compare four indexing methods, three signature-based retrieval methods, and an inverted index. The signature based methods work such that sets are represented using binary signatures. Using a coding function, each set is mapped into a signature of length \( b \), where \( k \) bits are set. During search time, the signature of the query is checked against the signature of the object. If both signatures are equal, then the pair is a possible result and needs to be verified. Otherwise, we can be sure that the two sets are not equal. The authors propose and compare three indexing schemes for the set
signatures, sequential, hierarchical and partitioned. In their experimental study they showed that inverted index seems to perform better than signature-based index structures.

Mamoulis [Mam03] addresses processing joins between relations of tuples with set-valued attributes. They propose new algorithms for processing set containment joins over set-valued attributes by using inverted indices, and show that inverted indices perform better than signature based indices.

Terrovitis et al. [TPVS06] propose a new indexing structure, the HTI index, that is a combination of inverted index and trie-trees for indexing set valued attributes with the aim of efficient evaluation of containment queries. The proposed index performs especially well for skewed datasets. To adapt the trie for indexing sets, they first impose a canonical ordering on the sets, i.e., the sets are sorted according to the items frequency in a descending order. Then, they insert the items of the sets to the trie, such that, for items that share a common prefix, only the additional items are added. For each trie node, the set to which this node belongs is stored. The HTI index combines the trie with an inverted index, such that, the items that appear most frequently in the set, are indexed using a trie, and the less frequent items, are indexed using an inverted index.

Terrovitis et al. [TBV+11] further address the problem of answering set containment queries for skewed datasets. For this purpose they present an ordered inverted file (OIF) which is again a combination of two index structures, an inverted index, where the index lists are ordered using a specific ordering, and a B-tree index, which is used for fast access of the needed positions in the inverted lists.

All of these indices also support k-NN queries over set-valued attributes. Other work on k-NN search in databases [BCG02] transforms the k-NN problem into a range query over the involved dimensions, that can be answered using standard database indices that support range queries, like B+ trees [BM72].

Note, however, that these works assume that data resides on disk, and thus, concentrate on reducing the number of page accessed on the disk, while in our work we assume that the data can completely fit in the main memory.

3.1.2 Metric Space Indexing Techniques

The book by Hanan Samet [Sam06] or the article by Chávez et al. [CNBM01] give a comprehensive overview of indexing techniques for metric spaces.

When the data can be represented using vectors, then we are dealing with a special case of the metric space, called vector space. In vector space the coordinate information is used when designing and searching the index structures. The most popular index structures for vector space, also called spatial access methods, are the R-tree [Gut84], the kd-tree [Ben75] and the quad-tree [Sam84].

The R-tree [Gut84] hierarchically groups nearby objects in a minimum bounding rectangle (MBR). It is a height-balanced tree, that contains internal non-leaf nodes and leaf nodes. Each node corresponds to a page on the disk and
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Each node has a predefined minimum and maximum number of entries. The non-leaf internal nodes contain pointers to the children nodes and they store the smallest bounding rectangle, that contains the rectangles of its children. Each leaf node also contains a minimum bounding rectangle, which is the bounding box of the data objects which are indexed. Additionally, the leaf node contains pointers to the data objects stored in the corresponding node. When searching the tree, the MBR of the nodes are checked against the MBR of the query object, and if there is an overlap, the corresponding subtree is searched.

The quad-tree \cite{Sam84} is a tree structure where each internal node has at most four children. The idea is that the data is divided in a grid like manner. The data are placed in the “right” quadrant by comparing its coordinates to the ones of the parent node. The kd-tree \cite{Ben75} is an improvement over the quad-tree. It is a binary tree where the data at each level is divided into two partitions based on the value of one coordinate.

Furthermore, for metric spaces, many data-agnostic structures for indexing objects are known. In addition to the BK-tree, described in Chapter 2, another index structure, designed to work with a discrete metric distance functions, is proposed by Baeza-Yates et al. \cite{BYCMW94}. They propose Fixed Query Trees (FQT), which gets its name because the keys on one level of the tree are the same, and thus, the comparisons on one level do not depend on those previously made. As keys are chosen random elements from the objects being indexed, and the leave nodes contain at most $b$ objects. The tree is build recursively until there is a leave node with less than $b$ elements. When searching the tree, the distance from the query to the key node is computed, and again, based on the triangle inequality, only parts of the tree are searched recursively. Further improvements over the FQT are also presented, like the Fixed Height FQT \cite{BYCMW94} and the Fixed Queries Arrays \cite{CMN01}, both further reducing the number of distance function computations done while searching the tree.

Similarly, there are also many metric index structures that adapt to continuous distance functions. The Vantage Point (VP) tree \cite{Yia93} is a binary tree, where at each level a random element is chosen as a root, i.e., a pivot. Then, the distance of every element in the dataset to the root element is calculated and the median is computed. Then, every element with distance smaller than the median is placed in the left subtree, and the rest, in the right subtree. For searching the tree the splitting median value is used, and the distance of the query to the pivot element, to decide which subtree needs to be searched. This is similar to the k-d tree \cite{Ben75}. There are many variations of the VP tree \cite{B ¨O97, Yia93, Chi94} all trying to reduce the distance function computations done while searching.

Another option to partition the data is by the generalized hyperplane partitioning strategy. In this partitioning strategy instead of choosing only one point to partition the data, two objects are chosen, and data is partitioned depending on its closeness to these objects. The generalized hyperplane tree (gh-tree) \cite{Uhl91} is a tree that applies this partitioning strategy. Two random
elements are used to split the space. Points closer to the first element are placed in the left subtree and those closer to the second are placed in the right subtree. This is applied recursively, resulting in a binary tree. While searching the tree, the distance from the query to the reference objects is computed, and based on its distance, and the triangle inequality, it can be calculated if the subtree needs to be searched or not. The Bisector tree [KM83] is again a binary tree which is very similar to the gh-tree. The only difference is that the radius of each partition is kept and used while searching the tree, to decide which subtree needs to be searched. This, depending on the data, can sometime lead to tighter bounds around the partitions. There are many improvements over the Bisector tree, like the work by Noltemeier et al. [NVZ92] where the covering radius of the subtrees is decreased when moving down the tree.

One of the most well known metric index structures is the M-tree by Ciaccia et al. [CPZ97, ZSAR98], which behaves similarly to the R-tree [Gut84]. R-trees can only store vector space data, or spatial data. M-trees generalize this principle for metric space. They are balanced trees that aim at reducing the I/O cost of the index, in addition to reducing the distance function computations. M-trees are also capable of dynamic inserts and deletions and several strategies for splitting of nodes have been proposed.

All of the aforementioned approaches have the problem that as the (intrinsic) dimensionality of the data increases, they start to perform poorly. There are some proposed approaches addressing this specific issue. Chávez and Navarro [CN05] describe an algorithm to create non-overlapping partitions of data in a metric space based on pivots and fixed-diameter or fixed-size partitions; several ways to choose pivots are studied. Similarly, in our proposed approach for similarity search of top-k rankings (Chapter 5) we consider indexing clusters of rankings to shrink the size of the inverted index, by considering partitions of rankings within a pre-determined distance threshold—effectively trading-off cluster retrieval time and final result validation cost. The partitioning can be done in any of the above ways; however, we choose the BK-tree [BK73].

3.1.3 K-NN Queries under Categorical Constraints

All of the aforementioned works can handle standard k-NN queries, however, they are not designed for handling class-constraint k-NN (CCK-NN) queries, which we tackle in our work presented in Chapter 7 and thus, would perform worse for these types of queries. In this section we present approaches that are more suitable for handling this special type of k-NN queries.

Hjaltason and Samet [HS99] propose an algorithm that can compute the $k+n$ nearest neighbors, if needed, without accessing the already searched data again, i.e., the processing is incremental. This way CCK-NN queries can be efficiently answered, since if retrieving the first $k$ nearest neighbors results in having items that do not satisfy the constraints, the index needs to be further searched for additional nearest neighbors that do satisfy the imposed constrains.
To allow the computation of the $k+n$ nearest neighbors, they employ a modification of an R-tree \cite{Gut84}. The standard strategy to find nearest neighbors within an R-tree is to make a depth-first search on the tree to find the rectangle, which holds the query point at the leaf node. Because neighbors do not need to reside in the same node as the query point, the tree is tracked back higher and the larger bounding box is searched, until all $k$ items are found. To support the idea of getting always the next nearest neighbor, they implement a "best-first" approach, backed up by a priority queue. This queue contains bounding boxes and objects in such a way, that they are sorted by their distance to the query point, and thus, allows for finding the next nearest object. It is also ensured, that bounding boxes have higher priority than all their contained objects. When now the first element of the queue is picked, all objects closer to the query objects have already been examined, thus, the next nearest neighbor or a bounding box would be found. In the case when a bounding box is found, its sub bounding boxes or contained objects are inserted into the queue with respect to their distance to $q$. The threshold of the population can vary, thus, the query has to be able to dynamically expand the search area. On the other hand, when a point is hit, it means that the next nearest neighbor to $q$ is identified. It is guaranteed, that the point is in the queue and is the next nearest, since its bounding box triggered the inclusion of the point and the boxes distance to $q$ is always smaller. This procedure is repeated until the queue is emptied.

Another indexing strategy that allows incremental searching is the iDistance, presented by Jagadish et al. \cite{JOT05}, already explained in Chapter \ref{chap:problem}.

A similar problem to the CCk-NN search is the problem of location-based web search. The main task of this problem is to determine documents that are in terms of content and location relevant to the query. Many approaches that combine information retrieval techniques with nearest neighbors search have been proposed. These are summarized in \cite{IP08} and \cite{CCJW13}. Zhou et al. \cite{ZXW05} investigate and compare the performance of three indexing strategies: indexing the data using both an inverted index and an R*-tree, indexing the first using an inverted index, and then, indexing the objects in each posting list using an R*-tree, and indexing the data first using an R*-tree, then an inverted index. They show that the hybrid indices perform better than double indexing the data. Cong et al. \cite{CJW09} propose a new indexing structure named IR-tree. The IR-tree is in fact an R-tree whose nodes are augmented with inverted files which can provide estimation of the document’s score, in a certain subtree, while searching the tree. This allows searching the tree in an R-tree style. Although our approach for handling CCk-NN search also combines inverted indices with a tree-based indexing structure, we address the more general problem of handling any type of data where classes are present. Therefore, the challenges presented are different, and thus, the proposed solution as well.
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3.2.1 In-memory All-Pairs Similarity Search

There is ample work on computing the all pair similarity join for sets or strings. Mann et al. \cite{MAB16} summarize and compare the in-memory based approaches.

Previous approaches are mainly based on a filter and verification framework, which uses inverted indices as the initial filter for pairs that do not have any items in common. First, in the filter phase, a set of candidate pairs is generated. This set is kept small by applying additional filters that filter out the dissimilar pairs. In the next verification phase, the candidates are verified by computing their true similarity score in order to find the true results.

Recently, the most prominent techniques for answering set similarity joins are the prefix-filtering based methods \cite{XWLY08, BMS07, CGK06}. The main idea behind this method, initially proposed by Chaudhuri et al. \cite{CGK06} and Sarawagi and Kirpal \cite{SK04}, is to reduce the size of the inverted index, and thus, the number of candidate pairs. It works by first imposing a total ordering of the elements in the universe $U$, sorting all records in the dataset in the same canonical order, and then, indexing only a prefix of the records with an inverted index. The size of the prefix depends on the threshold, the length of the records, and the distance, i.e., similarity measure used and its value. The prefix-filtering principle guarantees that all similar records for the given similarity value will have at least one common token in their prefixes. The initial papers propose that the records should be sorted by the ascending frequency of the elements in the sets, which makes the index lists significantly smaller, and thus, less candidate pairs will be generated. The framework guarantees that no true candidate will be missed, however, the generated candidates still need to be verified if they qualify given the similarity threshold.

There are many works \cite{BMS07, XWLY08, RLW13, WLF12, WQL17} that propose improvements over the initial prefix-filtering algorithm.

Bayardo et al. \cite{BMS07} focus on algorithms for finding the similar pairs given a large collection of sparse vectors. For comparing the vectors, they use the Cosine similarity measure. They propose the AllPairs algorithm where in addition to filtering based on the prefix of the vectors, they further filter candidates by sorting the vectors in the dataset by decreasing order of their maximum weight. Then, by keeping an upper bound of the score, they are able to index fewer features of the vector, while still ensuring the correctness of the algorithm. In addition to this, they introduce filtering of the candidates by their size, and by computing an upper bound between the candidates and filtering them, if the upper bound cannot reach the threshold.

Xiao et al. \cite{XWLY08} further improve the AllPairs algorithm. They propose the PPJoin+ algorithm, one of the best known prefix-filtering algorithms. PPJoin+ algorithm outperforms previous AllPairs algorithm by introducing suf-
fix filtering, filtering based on the tokens positions, and by indexing fewer tokens from the records. The positional filtering works by computing an upper bound of the overlap between the unseen parts of the two records, based on the position of the token under consideration, and the fact that all the records are sorted in a canonical order. Then, if the sum of the overlap computed so far and the estimated upper bound for the unseen part is smaller than the threshold, the candidate pair is filtered out. The suffix filtering works by probing the records for random tokens in the yet unseen suffix of the record. Then, using this probing token, the suffix is partitioned into a left and right partition. By using an equivalent Hamming distance constraint to the overlap constraint, and the sizes of these partitions, they are able to further eliminate candidate pairs.

Wang et al. [WLF12] propose the AdaptJoin algorithm. They claim that if the length of the prefix of the records is varied, a better performance can be achieved, because lengthier prefixes have more pruning power, and shorter prefixes require longer verification time. Thus, they present an adaptive prefix scheme where by using a cost model, they estimate for each object, which length of the prefix would lead to the best performance. The adaptive index they build supports storing different prefix lengths for the objects. Furthermore, they also propose an adaptive framework for processing similarity search queries, AdaptSearch. For creating the adaptive prefix indexing scheme, the threshold needs to be known upfront, which is not the case for similarity search queries. Thus, they propose grouping the sets by their size and creating an adaptive indexing framework for the maximum threshold that can be applied for each group of rankings.

Recently Wang et al. [WQL+17] motivated by the conclusions presented in [MAB16] proposed an approach that improves upon existing prefix-filtering approaches by introducing index level and answer-level skipping. The index level skipping reduces the unnecessary checks done by position and length based filters, by using length-sorted skipping blocks in the posting lists augmented with the positions of the elements in the sets. The answer-level skipping is based on the idea that the answer sets of similar sets should be also similar, thus, the already computed answer set of one set is used for computing the answer set of another, similar, set.

Since top-k rankings can be seen as sets as well, all of the presented approaches can, with modifications, be applied to our problem setting as well. Note however, that some of the filtering techniques presented could not be applied to our setting, or if applied, would lead to no or very little benefit. Therefore, in Chapter 5 and Chapter 6 we present solutions better suitable for our problem setting.

Jacox and Samet [JS08] proposed in memory algorithms for the similarity join problem in metric spaces, later used as basis for the distributed approaches. The algorithm they propose partitions the data recursively, using either the ball partitioning method, or the hyperplane partitioning method, until the partitions are small enough so that objects in it can be compared using a nested loop.
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join. To keep the correctness of the algorithm, also some objects from different partitions need to be compared. Specifically, the objects within distance $\theta$, where $\theta$ is the threshold used, of the radius of the partitions need to be also compared, in order not to miss any true result.

Li et al. [LDWF11] present PassJoin, an algorithm specifically designed to solve the problem of similarity join for strings, where the distance measure used is the edit distance. They partition the strings into $\theta + 1$ non-overlapping segments, where $\theta$ is the distance threshold. Based on the pigeon hole principle, it is guaranteed that if two strings $s$ and $r$ have edit distance higher than $\theta$ then $s$ must contain at least one substring, which matches a segment of $r$. The non-overlapping segments are indexed using an inverted index. To compute the join, they traverse the dataset $D$ in an ordered manner, starting with the shortest strings, and for each string $s \in D$ they check if any subset of the string matches some of the indexed segments. These are candidate results and need to be verified. They further develop techniques for choosing which substrings of a string need to be taken for querying the inverted index, and for efficient evaluation of the candidate pairs.

3.2.2 MapReduce-based All-pairs Similarity Search

To handle larger datasets, many distributed solutions for all-pairs similarity search have also been proposed. Recently, Fier et al. [FAB+18] summarized and compared the MapReduce-based all-pairs similarity search solutions.

Vernica et al. [VCL10] present a distributed solution, referred to as VJ, based on the well known prefix-filtering method. The algorithm they propose is a three stages approach. The first stage is needed so that the records could be sorted into the same canonical order. To do this, first, they sort the tokens in the records according to the frequency of the elements in the sets. Then, in the next stage, the sorted tokens are loaded in the memory of the mappers and while processing the records, they are first sorted in ascending frequency, and then the element as key, and the whole set as value is emitted, but only those elements that belong to the prefix. Then on each machine, for all the rankings that share at least one element, in the reduce phase the PPJoin+ algorithm [XWLY08], is used to find the similar rankings. In the final stage, duplicate pairs must be removed, since the same pair can be generated at several machines and the complete records are retrieved.

The V-SMART algorithm adopts a different idea from prefix filtering, of distributively computing the ingredients of the similarity measure which are later joined to compute the final results. Their approach is initially presented for the purpose of self-similarity joins of multisets, but with no, or little modifications can be applied to sets as well. In their approach they, first, analyze the similarity measures and conclude that the similarity measures used for comparing sets, e.g., Jaccard, Dice, Cosine, can be computed using partial results. The partial results for these measures can be computed by scanning the elements in only one
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dataset, also called as unilateral functions, combined with scanning the elements of the intersection of the two multisets (called conjunctive functions), which can be more efficiently done by using an inverted index. For instance, the Jaccard similarity for two sets \( S_1 \) and \( S_2 \) is computed as: 

\[
J(S_1, S_2) = \frac{|S_1 \cap S_2|}{|S_1 \cup S_2|},
\]

where \( S_1 \cup S_2 = |S_1| + |S_2| - |S_1 \cap S_2| \). The size of each set can be computed by scanning the elements in each set, and the size of the intersection, by scanning the elements in the intersection of the two sets. Thus, they propose \( V\text{-SMART} \) algorithm that works in two stages, a joining stage and a similarity stage. In the first stage, the joining stage, by scanning the elements in each set, the partial result is computed and joined to all the elements in the sets. In the similarity stage, the algorithm as input takes the output from the first stage, builds an inverted index, and then, while traversing the posting lists for each element \( s_i \), emits pairs of sets together with the information needed to compute the intersection between the elements. Then, the similarity between each pair of sets is computed and only the qualifying ones are written to disk.

Deng et al. present MassJoin \cite{DLH14}. This approach is based on PassJoin \cite{LDWF11}, a main memory method for string similarity joins. Deng et al. implement the signature based algorithm in Map Reduce using two stages. The first stage they call the filter stage, where they filter the sets that do not have a matching signature. The mapper reads the sets from both datasets and generates the signatures accordingly. For each signature, it emits the signature as key, and the set id. All the candidate pairs that share the same signature will end up at the same reducer. As output the reducer for each set from the first dataset generates a list of candidate sets from the other datasets and outputs it as \( <\text{sid}, \text{list(rid)}> \). Note that all the set pair that do not end up at the same reducer are not candidates automatically since they do not share any signature. In the next stage, called verification stage, the candidate pairs generated from the filtering stage are verified using two MapReduce jobs. To improve the performance filtering techniques are proposed that reduce the number of messages send between different stages.

Rong et al. present FS-Join \cite{RLS17}. They claim that their algorithm outperforms the competitors because it addresses some of the issues that previous approaches had, i.e., it does not generate duplicate results and achieves better load balancing. The dataset is both vertically and horizontally partitioned, by dividing each set into segments, and then, partitioning the data according to the segments. In addition, they propose length filters for further performance improvement.

Since Spearman’s Footrule distance is a metric, metric space approaches can also be applied for finding the similar rankings. Wang et al \cite{WMP13} present an algorithm for solving the all-pairs similarity search problem where the distance (similarity) function is a metric. They first, based on the triangle inequality, define a partitioning scheme. They state that, for a dataset \( D \), there is an all pair similarity search (APSS) division if the set can be divided into \( N \) inner sets \( \cup_{i=1}^{N} I_i = D \) and \( N \) outer sets \( O_i \subseteq D \), such that \( \cup_{i=1}^{N} \text{SimSet}(I_i, I_i \cup O_i) = \)
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SimSet($D,D$). The goal is to find an APPS division of the dataset $D$ into a worksets $W_i$, where each $W_i$ is a pair of inner and an outer set $<I_i,O_i>$. In order to create an APPS division of the dataset they define a partitioning of the input dataset $D$ into $N$ disjoint partitions $P_i$, $P_i \cup P_j = \emptyset$, $\bigcup_{i=1}^{N} P_i = D$, created by randomly choosing $N$ centroids $p_i$ and assigning each point $p \in D$ to the partition represented by the closest centroid. As inner set of a workset $W_i$, all the data in one partition are assigned, $I_i = P_i$ and to the outer sets $O_i$ belong all the points $p_j \in D$ such that $p_j | d(p_j, c_i) \leq (r_i + \theta) \wedge p_j \notin P_i$, where $c_i$ is the centroid of $P_i$, $r_i = \max_{p \in P_i} d(c_i, p_i)$ is the radius of $P_i$ and $\theta$ is the distance threshold. The algorithm for computing the APPS division of a dataset $D$ consists of two main stages. In the first stage, $N$ centroids are sampled and the partition statistics, such as the radii of the partitions, are computed. In the second stage, the all pair similarity join is computed. The basic approach that the authors propose results in many duplicate pairs being computed and in uneven partitioning. Therefore, the authors propose optimizations based on reducing the number of duplicate pairs and algorithms for repartitioning, as well as compression techniques.

Similarly to the work in [WMP13], Sarma et al. [SHC14] propose a method for all-pairs similarity search in metric spaces. Their method, as they claim, works very well for very small distance thresholds. In fact, the experiments they perform using only threshold up to 0.1. The algorithm they propose works in three stages. In the first phase, similarly to [WMP13], they compute the statistic for the dataset for creating the partitions. In the second stage, they decide into which partition centroid each point should be mapped to. The novelty in this work is that they apply here some filtering techniques, both distance specific and not, which lead to having tighter partitions, and thus, fewer comparisons. In the last stage they compute the similar pairs for all partitions. They also propose a load balancing method using a 2D hashing technique.

Interestingly, Fier et al. [FAB+18] came to the conclusion that the approach proposed by Vernica et al. [VCL10] outperforms the other approaches in most scenarios. Therefore, in this thesis we compare our approach, presented in Chapter 6, to the one presented in [VCL10].
Chapter 4

Theoretical Bounds for Top-k Rankings

4.1 Introduction

In this chapter, we present theoretical bounds for top-k rankings, some of which found its use in the similarity search algorithms presented in the next chapters. The described bounds are especially important for adapting existing set-based similarity techniques to the setting of top-k rankings, like for instance, the prefix-filtering framework, however, they can be applied to other problem settings concerned with top-k rankings. For instance, consider the task of maintaining a set of crowdsourced entity rankings where the similarity between the rankings is used to reason about the degree of change in a set of rankings due to an update in one ranking. Since the distance between two rankings resembles not only structural but semantic similarity as well, it is reasonable to assume that once a ranking changes, it is more likely that similar rankings change, rather than dissimilar ones. If one ranking changes, this means that items that are present in this ranking changed, respectively their features. Such changes might or might not propagate to other rankings with a distance $\lambda$ to the affected ranking. The bounds presented here can be used to reason about the likelihood of such a propagation. Another problem setting where these bounds are applied is in the case of exploring databases by using top-k rankings [PMM16, PMMP16]. Specifically, a user submits a top-k ranking to the system which then aims at returning a set of queries that do return a list similar to the input, when executed on the given database instance. In this scenario, the bounds are used to make the searching for the similar ranked lists more efficient.

The work presented here has been published in several of our works, depending on its application. The bounds applied to the problem of similarity search for rankings have been published at EDBT 2015 [MAM15], the ones considered in the problem for maintaining crowdsourced entity rankings have been
published at EDBT 2016 [MM16], while at KEYS 2016 [PMM16] and PVLDB 2016 [PMMMP16] the bounds and its applications related to the problem of exploration of databases through top-k rankings have been published.

### 4.2 Bounds on Overlap

In this thesis, we often assume that only the distance between two top-k rankings is known, and, based only on this, we want to apply some pruning techniques, or make further assumption over the data. Therefore, in this section, we reason about the overlap bounds that two top-k rankings, $\tau_i$ and $\tau_j$, with Footrule distance $\theta$, i.e., $d(\tau_i, \tau_j) = \theta$ of each other, can have.

**Lemma 4.2.1 (Minimum Overlapping Criterion)** Let $\tau_i$ and $\tau_j$ be two top-k rankings, both with length $k$, such that the Footrule distance between them is $\theta$, i.e., $d(\tau_i, \tau_j) = \theta$. The minimum overlap $\omega_{\min}$ of these rankings is given by

$$
\omega_{\min} = \left\lfloor 0.5 \cdot (1 + 2 \cdot k - \sqrt{1 + 4 \cdot \theta}) \right\rfloor.
$$

**Proof** Assume two top-k rankings $\tau_i$ and $\tau_j$ have an overlap of $\omega$. The smallest Footrule distance between them is achieved when the overlapping items are placed at the top $\omega$ ranks of both rankings and they are perfectly aligned. Because the $w$ best ranked items have a partial distance of 0, we can treat this Footrule distance as the distance between two disjoint rankings of length $k - \omega$. This distance can be calculated by

$$
d(\tau_i, \tau_j) = (k - \omega) \cdot (k - \omega + 1). \quad (4.1)
$$

Solving

$$(k - \omega) \cdot (k - \omega + 1) = \theta$$

for $\omega$ derives the smallest overlap possible between $\tau_i$ and $\tau_j$, since rankings with an overlap smaller than $\omega$ or when the $\omega$ overlapping items are not on the top positions, would lead to a strictly higher distance. Solving the equation leads to

$$
\begin{align*}
(k - \omega) \cdot (k - \omega + 1) &= \theta \\
\Leftrightarrow \quad \omega^2 - 2 \cdot \omega \cdot k - w + k^2 + k - \theta &= 0 \\
\Leftrightarrow \quad \omega^2 + \omega \cdot (-2 \cdot k - 1) + (k^2 + k - \theta) &= 0
\end{align*}
$$
4.2 Bounds on Overlap

\[ \tau_i : [i_1, i_2, i_3, i_4, i_5] \]

\[ \tau_j : [i_6, i_7, i_5, i_4, i_3] \]

Figure 4.1: Example rankings with \( k = 5 \) and \( \omega = 3 \) with maximum Footrule distance \( U(k, \omega) = 22 \).

which resolves in

\[
\omega_{1,2} = \frac{2 \cdot k + 1}{2} \pm \sqrt{\frac{(-2 \cdot k - 1)^2}{4} - (k^2 + k - \theta)}
\]

\[
= \frac{2 \cdot k + 1}{2} \pm \sqrt{4 \cdot \theta + 1}
\]

\[
= 0.5 \cdot (2 \cdot k + 1 \pm \sqrt{4 \cdot \theta + 1}).
\]

Because of

\[
k < 0.5 \cdot (2 \cdot k + 1 + \sqrt{4 \cdot \theta + 1}) = \omega_1, \tag{4.2}
\]

meaning that the ranking length is smaller than \( \omega \), only the solution

\[
\omega = \lfloor 0.5 \cdot (1 + 2 \cdot k - \sqrt{1 + 4 \cdot \theta}) \rfloor
\]

(4.3)

is reasonable.

Note that, we require the floor function since \( \omega_{min} \in \mathbb{N} \) and using the ceil function could lead to a Footrule distance greater than \( \theta \).

\[ \square \]

Lemma 4.2.2 (Maximum Overlapping Criterion) Let \( \tau_i \) and \( \tau_j \) be two top-\( k \) rankings, both with length \( k \), such that the Footrule distance between them is \( \theta \), i.e., \( d(\tau_i, \tau_j) = \theta \). The maximum overlap \( \omega_{max} \) of these rankings is given by

\[
\omega_{max} = \min(k, \lceil -1 + \sqrt{1 - 2 \cdot \lambda + 2 \cdot k + 2 \cdot k^2} \rceil).
\]

Proof We again follow the same reasoning. Assume two top-\( k \) rankings \( \tau_i \) and \( \tau_j \) have an overlap of \( \omega \). The maximum Footrule distance, \( U(k, \omega) \), that these top-\( k \) rankings can have, occurs when the items that they do not have in common are positioned in the top \( (k - \omega) \) places and the common items are positioned in the last \( \omega \) items in both rankings, but in reverse order.

To give an example, consider two top-\( k \) rankings \( \tau_i \) and \( \tau_j \) with \( k = 5 \) and \( \omega = 3 \), shown in Figure 4.1. Note that the actual items do not matter, what matters is whether the items are overlapping or not, and their positions.

Therefore:

\[
U(k, \omega) = F_{max}(\omega) + 2 \cdot \sum_{i=\omega+1}^{k} i \tag{4.4}
\]
where, $F_{\max}(\omega)$ is the maximum Footrule distance that two complete rankings with size $\omega$ can have. According to Fagin et al. [FKS03], $F_{\max}(\omega)$ can be computed as:

$$F_{\max}(\omega) = \begin{cases} \frac{\omega^2}{2} & \text{if } \omega \text{ is even} \\ \frac{(\omega+1)(\omega-1)}{2} & \text{if } \omega \text{ is odd} \end{cases}$$ (4.5)

We use $F_{\max}(\omega)$ to compute the distance between the items $i \in D_{\tau_1} \cap D_{\tau_2}$ in the two rankings. Since these items are always the same, positioned in the last $\omega$ positions, we can also consider them as permutations stemming from one domain $D = D_{\tau_1} \cap D_{\tau_2}$. We use the summation $\sum_{i=\omega+1}^{k} i$ to factor in the remaining items in $\tau_1$, $i \in D_{\tau_1} \setminus (D_{\tau_1} \cap D_{\tau_2})$, and for $\tau_2$ analogously.

Solving $U(k,\omega)$ by $\omega$ gives us the formula for computing the maximum overlap, $\omega_{\max}$, of two rankings, when the Footrule distance $\theta$ between them is known, and their size is $k$.

### 4.2.1 Different Size Rankings

In this thesis, the presented algorithms work only on rankings of same size $k$. This is because when evaluating the performance of different algorithms, we want to focus mainly on the core performance of the algorithm. In this section we discuss how the aforementioned bounds can be extended to rankings of different length, and how an additional length filtering technique can be derived, based on the Footrule distance between the top-$k$ rankings.

When we are considering the problem of comparing rankings of different size, for the Footrule distance with location parameter $l$, we follow the principle used for comparing top-$k$ rankings of same size and set $l$ using the largest ranking in the dataset, i.e., $l = \max(|\tau_1|)$. Then, for two top-$k$ rankings $\tau_i$ and $\tau_j$, where $|\tau_i| = l_i$, $|\tau_j| = l_j$, $l_i < l_j$, the best Footrule distance that can be achieved is:

$$L(l_i, l_j) = \sum_{i=1}^{l_i-l_j} l_j - i$$ (4.6)

This is the case when $D_{\tau_i} \subset D_{\tau_j}$ and all the $l_i$ overlapping items are positioned at the top ranks in both rankings, and perfectly aligned. If we assume that the rankings have $\omega$ overlapping entities where $\omega < l_i$ then the best distance that can be achieved is:

$$L(l_i, l, \omega) = L(l_i, l) + L(l_i, \omega)$$ (4.7)

and the worst distance that can be achieved is:

$$U(l_i, l, \omega) = L(l_i, l) + U(l_i, \omega)$$ (4.8)

Where $L(l_i, \omega)$ and $U(l_i, \omega)$ are the aforementioned lowest Footrule distance (Equation 4.1) and highest Footrule distance (Equation 4.4) that can be achieved.
by two rankings of same length $l_i$ and overlap of $\omega$, respectively. By using the same logic as for rankings of same size, by setting $L(l_i, L, \omega) = \theta$ and solving this equation by $\omega$, we can find the minimum number of overlapping entities that we need to have between the two rankings to have a Footrule distance $d(\tau_i, \tau_j) \leq \theta$. Furthermore, $L(l_i, L)$ can be used for deriving a length filter based on the Footrule distance between $\tau_i$ and $\tau_j$, $d(\tau_i, \tau_j) = \theta$. Solving $L(l_i, L) = \theta$ by $l_i$ gives us the minimum length that a ranking $\tau_i$ needs to have in order $d(\tau_i, \tau_j) \leq \theta$, $|\tau_j| = l_i - 1$, while solving it by $l$ gives us the maximum length that a ranking $\tau_j$ needs to have in order $d(\tau_i, \tau_j) \leq \theta$.

### 4.3 Prefix Size for Top-k Rankings

One of the main tasks that we are concerned with in this thesis is similarity search for top-$k$ rankings. As discussed in Chapter 3, recent state-of-the-art similarity search techniques rely on the prefix filtering technique, where, given a distance threshold $\theta$, we need to index only a prefix of the record of size $p$ in order to find all similar records.

In this section we derive this prefix size for top-$k$ rankings, where the Footrule distance is used as a metric for comparing the top-$k$ rankings. We propose two different techniques for computing this prefix, the later providing slightly tighter prefix sizes than the first, however, the former allows more freedom in choosing the items in the prefix.

Considering Lemma 4.2.1, we define the following corollary:

**Corollary 4.3.1** For top-$k$ rankings of size $k$ and a minimum overlapping criterion $\omega_{\text{min}}$, the prefix size, $p$, can be computed as:

$$p = k - \omega_{\text{min}}$$

This corollary immediately follows from Lemma 4.2.1. It is clear that we can set the prefix size to $p = k - \omega_{\text{min}} + 1$, since we know that the minimum overlap between the top-$k$ rankings is $\omega_{\text{min}}$, and thus, they must have at least one overlapping item. We further limit the size of the prefix to $p = k - \omega_{\text{min}}$ by considering the way that the minimum overlap was computed. Since, as already discussed, the items of both rankings need to be ranked at the top $w$ places, we can define $p = k - \omega_{\text{min}}$, if we include at least one top $\omega_{\text{min}}$ ranked item in the prefix.

The above definition of the prefix of a top-$k$ ranking mainly relies on the overlap between the items, and it does not impose restrictions on which items should be included in the prefix. Next, we define an ordered prefix of top-$k$ rankings, where we specify the number of best $p$ ranked items that need to be included in the prefix of a ranking in order to have at least one item overlapping.
Lemma 4.3.2 (Ordered Prefix) For a given distance threshold $\theta$ and a ranking length $k$, when the distance function used is Spearman’s Footrule, the size of the ordered prefix $p_o$ of the top-$k$ rankings is given by

$$p_o = \left\lfloor \frac{\sqrt{\theta}}{\sqrt{2}} \right\rfloor + 1$$

Proof The lowest Footrule distance that two top-$k$ rankings $\tau_i$ and $\tau_j$ can have, when none of the first $p$ items of each ranking are not overlapping, $L(p,k)$, is when the items are overlapping in the rankings, but they are positioned in the next $p$ places in the other ranking. This is so, because the partial Footrule distance of an item we get either by the difference in its positions, when they are overlapping, or as $k - \tau_i(i)$ when the item is non overlapping. As an example, consider the rankings $\tau_i$ and $\tau_j$ where $p = 2$, shown in Figure 4.2.

For the items $i$ positioned in the first $p$ places in ranking, where $p < \frac{k}{2}$, the partial distance of the items being overlapping and placed at the next $p$ places is always lower than if an item is non overlapping. $L(p,k)$ can be computed as $\sqrt{p \times 2}$. Solving $L(p,k) = \theta$ gives us the first $p = \left\lfloor \frac{\sqrt{\theta}}{\sqrt{2}} \right\rfloor$ items that can be non-overlapping in case of $\theta$. Taking one more item guaranties that we will not miss any candidate pair. Note that this only holds when $\theta \leq \frac{k^2}{4}$. In the case when $\theta > \frac{k^2}{4}$ computing the formula for the ordered prefix size is more complicated and is out of the scope of this thesis. Using values of $\theta \leq \frac{k^2}{4}$ is more than enough for our problem setting, as it is common practice to use values of $\theta \leq 0.1$. □

4.4 Bounds on Item Positioning

To increase the pruning power of our searching techniques, we further compute bounds on the positioning of the items in two top-$k$ rankings $\tau_i$ and $\tau_j$, when the Footrule distance between them is known. These bounds allow us to perform positional pruning while searching for similar rankings. In order to derive these bounds on the position of the items, we leverage the properties of the Footrule distance. We first define the concept of displacement of an item $i$, $\eta_i$ as:

$^1\theta = \frac{k^2}{4}$ is around 0.45 when normalized, depending on the value of $k$. 

Figure 4.2: Example rankings with $k = 5$ and $p = 2$ with maximum Footrule distance $d(\tau_i, \tau_j) = 8$. 

\[
\begin{align*}
\tau_i & : i_1 \ i_2 \ i_3 \ i_4 \ i_5 \\
\tau_j & : i_3 \ i_4 \ i_1 \ i_2 \ i_5
\end{align*}
\]
Definition 5 Displacement of an Item For two top-$k$ rankings $\tau_i$ and $\tau_j$, $\tau_i \neq \tau_j$, we define a displacement of an item $i$, $i \in D_{\tau_i} \cap D_{\tau_j}$, denoted with $\eta_i$, as the difference of the position of the item in the two rankings, i.e., $\eta_i = |\tau_i(i) - \tau_j(i)|$. In the case when $i \in D_{\tau_i} \setminus D_{\tau_j}$, $\eta_i = k - \tau_i(i)$ or vice versa.

The Footrule distance of two lists $\tau_i$ and $\tau_j$ is in fact a sum over the displacements of the items in $D_{\tau_i} \cup D_{\tau_j}$. Next, with the following lemma we define the maximum value for the displacement of any item $i$ in any two list $\tau_i$ and $\tau_j$, where their Footrule distance is $d(\tau_i, \tau_j) = \lambda$:

Lemma 4.4.1 (Maximum Displacement) The maximum displacement of an item $i$ for two top-$k$ lists $\tau_i$ and $\tau_j$ of size $k$ with Footrule distance $d(\tau_i, \tau_j) = \lambda$ is

$$\max(\eta_i) = \min\{\frac{\lambda \cdot k \cdot (k + 1)}{2}, k\}$$

Proof Restricting the maximum displacement $\max(\eta_i)$ to $k$ is clear. Considering the fact that the rankings (lists) are of size $k$ (have $k$ items), by the definition of a displacement it follows that the $\max(\eta_i)$ for two rankings $\tau_i$ and $\tau_j$ cannot be larger than $k$ for any distance $d(\tau_i, \tau_j)$.

Now let us look at the case of showing that the maximum displacement $\max(\eta_i)$ for any two rankings $\tau_i$ and $\tau_j$ with Footrule distance $d(\tau_i, \tau_j) = \lambda$, cannot be larger than $\frac{\lambda \cdot k \cdot (k + 1)}{2}$. Top-$k$ rankings are bijections from the set $D_{\tau_i}$ to itself, where $D_{\tau_i} \neq D_{\tau_j}$ for two top-$k$ lists $\tau_i$ and $\tau_j$. The Footrule distance, in this case, is a sum not only over the displacement of the overlapping items, but over the displacement of the missing items as well. Since we are working with lists of same size, we have the same number $m$ of missing items in $\tau_j$ and $\tau_i$. Therefore, if we ignore the fact that the missing items are different in the two top-$k$ lists, and just consider that we have $m$ missing items in each list and $k - m$ common items, there is a bijection between the set of $k$ items and the lists $\tau_i$ and $\tau_j$. Now, let us assume that $\max(\eta_i)$ is larger than $\frac{\lambda \cdot k \cdot (k + 1)}{2}$. If $\max(\eta_j) > \frac{\lambda \cdot k \cdot (k + 1)}{2}$ then we have to have at least one more item $j$ displaced in order to keep the bijection between the two sets. Since $F(\tau_i, \tau_j) = \sum_{i \in D} \eta_i$ it follows that we have at least one item whose displacement is $\eta_j < \frac{\lambda \cdot k \cdot (k + 1)}{2}$, or we have more than one displaced item, but the sum of their displacements is smaller than $\frac{\lambda \cdot k \cdot (k + 1)}{2}$. However, this would break the bijection relation between the two permutations, which is not possible, proving that $\max(\eta_i) \leq \frac{\lambda \cdot k \cdot (k + 1)}{2}$.

Therefore, it holds that $\max(\eta_i) = \min\{\frac{\lambda \cdot k \cdot (k + 1)}{2}, k\}$. \(\square\)
Chapter 5

Similarity Range Queries over Top-k Rankings

5.1 Introduction

This chapter is based on our own publication at EDBT 2015 [MAM15] and presents a novel index structure for efficient processing of similarity range queries over top-k rankings. This specific problem has several notable applications. For instance, consider the task of query suggestion in web search engines that is based on finding historic queries by their result lists with respect to the currently issued query, or dating portals that let users create favorite lists that are used to search for similarly minded mates.

As a generic access substrate for such services, we consider querying sets of top-k rankings by means of distance functions. That is, retrieving all rankings that have a distance to the query less than or equal to a user-provided threshold. As already mentioned before, for comparing the ranking we use Spearman’s Footrule metric adaptation for top-k rankings [FKS03]. Dealing with metrics immediately suggests employing metric data structures like M-trees [CPZ97] for indexing and similarity search. On the other hand, similar rankings, for reasonable query thresholds, should in fact overlap in some (or all) of the items they rank. Searching overlapping sets for ad-hoc queries [HM03, TPVS06] or joins [Mam03] is a well studied research topic. Inverted indices or signature trees are used to indexing tuples based on their set-valued attributes [HM03]. Such indices are very efficient to answer contained-in, equal-to, or overlaps-with queries, but do not exploit the distances between the indexed objects, as metric index structures do. In this chapter, we present a hybrid index structure that smoothly blends an inverted index with metric space indexing. With an assumption-lean but highly accurate theoretic cost model, we further show that the estimated sweet spot reaches runtime performances almost identical to the manually tuned one.
5. Similarity Range Queries over Top-k Rankings

<table>
<thead>
<tr>
<th>ranking id</th>
<th>ranking content</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ₁</td>
<td>[2, 5, 4, 3]</td>
</tr>
<tr>
<td>τ₂</td>
<td>[1, 4, 5, 9]</td>
</tr>
<tr>
<td>τ₃</td>
<td>[0, 8, 5, 7]</td>
</tr>
</tbody>
</table>

Table 5.1: Sample dataset $\mathcal{T}$ of rankings where items are represented by their ids.

5.1.1 Problem Statement and Setup

As input we are provided with a dataset $\mathcal{T}$ of rankings $\tau_i$. Each ranking has a domain $D_{\tau_i}$ of items it contains. We consider fixed-length rankings of size $k$, i.e., $|D_{\tau_i}| = k$, but investigate the impact of various choices of $k$ on the query performance. The considered rankings do not contain any duplicate items. Table 5.1 shows an example dataset $\mathcal{T}$ of three rankings.

Rankings are represented as arrays or lists of items, where the left-most position denotes the top ranked item. Without loss of generality, in the remainder of this work, we assume that items are represented by their ids. The rank of an item $i$ in a ranking $\tau$ is given as $\tau(i)$. In Table 5.2 a summary of the notations used throughout this chapter is shown.

A distance function $d$ quantifies the distance between two rankings—the larger the distance the less similar the rankings are. Therefore, for a given query ranking $q$, distance function $d$, and distance threshold $\theta$, we want to find all rankings in $\mathcal{T}$ with distance below or equal to $\theta$, that is,

$$\{\tau_i | \tau_i \in \mathcal{T} \land d(\tau_i, q) \leq \theta\}$$

In this thesis, we focus on the computation of Spearman’s Footrule distance, but the proposed coarse index can be applied to any metric distance function, or any distance function that satisfies the triangle inequality.

The objective of this work is to study in-memory indexing and query processing techniques, with the overall aim to decrease the average query response time. We consider ad-hoc similarity queries over rankings, where the query ranking and query similarity threshold are specified at query time. We make the natural assumption that the query threshold $\theta$ is strictly smaller than the maximum possible distance $d_{\text{max}}$.

5.1.2 Contributions and Outline

With this work we make the following contributions:

- To the best of our knowledge, this work is the first to consider the problem of similarity search of top-$k$ rankings. We present a coarse index for efficient processing of similarity range queries.
5.2 Framework

As discussed before in Chapter 2, rankings can be considered as plain sets and accordingly indexed in traditional inverted indices [HM03] that keep for each item a list of rankings in which the item appears. At query time such a structure allows efficiently finding those rankings that have one or more items in common with the query ranking.

The key point of using inverted indices is their ability to efficiently reduce the global amount of all rankings to potential candidates by eliminating the rankings with maximum distance $d_{max}$ to the query. Although the inverted

| $\tau$ | A ranking |
| $\tau(i)$ | The rank of item $i$ in ranking $\tau$ |
| $F(\tau_i, \tau_j)$ | Footrule distance between $\tau_i$ and $\tau_j$ |
| $d(\tau_i, \tau_j)$ | Distance between $\tau_i$ and $\tau_j$ |
| $d_{max}$ | Maximum distance between two rankings |
| $\mathcal{T}$ | Set of rankings to be indexed |
| $k$ | Size of rankings |
| $\mathcal{D}_{\tau}$ | Items contained in ranking $\tau$ |
| $\mathcal{D}$ | Global domain of items |
| $q$ | Query ranking |
| $\theta$ | Similarity threshold, set at query time |
| $\theta_C$ | Maximum pairwise similarity within a partition |
| $\mathcal{P}_i$ | A partition of rankings. Partitions are pairwise disjoint. |

Table 5.2: Overview of notation used in this paper

- We present a cost model that allows automated tuning of the coarsening threshold for optimal performance.
- We derive distance bounds for early stopping / pruning inside position-augmented inverted indices—concepts that are largely orthogonal to each other and can be combined; we describe how, unless apparent.
- We show the results of a carefully conducted experimental evaluation involving a suite of algorithms and hybrids under realistic workloads derived from real-world rankings.

The remainder of this chapter is organized as follows. Section 5.2 introduces a coarse, hybrid index that indexes partitions of rankings. Section 5.3 describes a cost model that allows picking the sweet spot between inverted-index-access time and result-validation time. Section 5.4 shows how to apply the bounds presented in Chapter 4 to our problem setting and to enable effective pruning of entire index lists at runtime. Section 5.5 presents the experimental evaluation, while Section 5.6 summarizes the work in this chapter.
index is good for finding rankings (sets) that intersect with the query, the F&V algorithm, described in Chapter 2 comes with two drawbacks:

(i) It naively indexes all rankings and, hence, is of massive size, despite the fact that often rankings are (near) duplicates

(ii) The validation phase evaluates the distance function on each ranking separately, although known metric index structures suggest pre-computing distances among (similar) rankings for faster identification of true results

While directly using metric index structures, like M-trees [CPZ97] or BK-trees [BK73], appears promising at first glance, they are not ideal for reducing down the space to the intersecting rankings. In fact, we show in our experiments that using metric data structures is an order of magnitude slower than using pure inverted indices.

To harness the pruning power of inverted indices, but at the same time not to ignore the metric property of the Footrule distance, we present a hybrid approach that blends both performance sweet spots by representing near duplicate rankings by one representative ranking, which is then put into an inverted index. That way, depending on how aggressive this coarsening is, the inverted index drastically shrinks in size, hence, lower response time, and the validation step is benefiting from the fact that near duplicate rankings are represented by a metric index structure.

Below, we describe more formally how such an index organization is realized and how queries are processed on top of it. We present a highly accurate cost model that allows trading-off the coarsening threshold to find the optimal trade-off between the inverted index cost and the cost to validate rankings in the metric index structure.

5.2.1 Index Creation

The aim is to group together rankings that are similar to each other—with a quantifiable bound on the maximum distance. That is, partitions \( P_i \) of similar rankings are created, and each represented by one \( \tau_m \in P_i \), the so called medoid of the partition. It is guaranteed that \( \forall \tau_i \in P : d(\tau_m, \tau) \leq \theta_C \). The distance bound \( \theta_C \) is called the partitioning threshold. We write \( \tau_m \prec \tau \) to denote that ranking \( \tau \) is represented by ranking (medoid) \( \tau_m \).

To find partitions of rankings, we employ a BK-tree [BK73], an index structure for discrete metrics, such as the Footrule distance. Figure 5.1 depicts the general shape of a BK-tree. Ignoring for a moment the different colors and black, solid circles: each node represents an object (here, ranking) and maintains pointers to subtrees whose root has a specific, discrete distance. We create such a BK-tree for the given rankings. Then, in order to create partitions of similar rankings, the tree is traversed and, for each node, the children with distance above \( \theta_C \) are considered in different partitions. The procedure continues recursively on these children. The children within distance \( \leq \theta_C \) are forming a
5.2 Framework

Figure 5.1: Creating partitions based on the BK-tree. The green (distance 1 and 2) subtrees are indexed by their parent node (medoid, as black dot). Distance 0 is not shown here.

partition with their root node, which acts as the medoid. In Figure 5.1, each partition is illustrated by its root (representative ranking) shown as a black, solid circle, and the green subtrees below it (those with distance 1 or 2). A partition is not represented as a plain set (or list) of rankings, but by the corresponding subtree of the BK-tree. The immediate benefit is that these subtrees (that are full-fledged BK-tree themselves) are used to process the original query (with threshold $\theta$) on the clusters, without the need to perform an exhaustive evaluation of the partition’s rankings. Alternatively, any algorithm that creates (disjoint) partitions of objects within a fixed distance bound can be used, such as the approach by Chávez and Navarro [CN05], which randomly picks medoids, assigns objects to medoids, and continues this procedure until no object is left unassigned. We use this simple model to reason about the trade-offs of our algorithm below.

Irrespective of the way of finding medoids and their partitions, medoids are rankings too and can be indexed using inverted indices. In Section 5.4 we further propose techniques for more efficient retrieval of the rankings indexed with an inverted index.

5.2.2 Query Processing

Lemma 5.2.1 For given query threshold $\theta$ and partitioning threshold $\theta_C$, at query time, for query ranking $q$, all medoids $\tau_m$ with distance $d(\tau_m, q) \leq \theta + \theta_C$ need to be retrieved in order not to miss a potential result ranking.

Proof The largest distance between any ranking $\tau$ and its representative medoid $\tau_m$, $\tau_m \prec \tau$, is $\theta_C$, i.e., $d(\tau_m, \tau) \leq \theta_C$. The triangle inequality states that for three rankings $\tau_m, \tau$ and $q$ it holds that $d(\tau_m, q) \leq d(q, \tau) + d(\tau_m, \tau)$. Since we want to retrieve only those rankings that have $d(q, \tau) \leq \theta$, it directly follows that $d(\tau_m, q) \leq \theta + \theta_C$. \hfill $\square$

Lemma 5.2.1 ensures that rankings $\{\tau_i | \tau_m \prec \tau_i \land d(\tau_i, q) \leq \theta \land d(\tau_m, q) > \theta\}$ will not be omitted from the result set. In other words, Lemma 5.2.1 avoids
### Algorithm 1: Query processing using the coarse index.

```plaintext
method: processCoarse
input: QueryProcessor over Medoids qp, double θ, θ_C,
       Map:Int → BK-tree map
output: list of query results rlist
1. rTemp ← qp.execute(θ + θ_C)  // query with relaxed threshold
2. for each id ∈ rTemp
   3. tree ← map[id]
   4. rList.addAll(tree.execute(θ))
5. return rList
```

missing result rankings with distance ≤ θ, which are represented by a medoid with distance > θ. On the other hand, since the medoids are indexed using an inverted index, we assume that $θ + θ_C < 1$. This is needed because medoids $τ_m$ that are not overlapping with $q$ at all, cannot be retrieved from the inverted index.

For each of the found medoids $τ_m$ (i.e., $d(τ_m, q) ≤ θ + θ_C$), the rankings $R := \{τ | τ_m ≺ τ\}$ are potential result rankings. For each such candidate ranking $τ_i ∈ R$ it needs to be checked if in fact $d(q, τ_i) ≤ θ$. The rankings $τ_i ∈ R$ with $d(q, τ_i) > θ$ are so called false positives and according to Lemma 5.2.1 there are no false negatives. As for each affected medoid $τ_m$, the rankings in $R$ are represented in form of a BK-tree (or any other metric index structure), it is the task of this tree to identify the true result rankings (i.e., eliminating the false positives).

Algorithm 1 depicts the querying using the relaxed query threshold, and the subsequent retrieval of result rankings. In this algorithm, as well as in the actual implementation, the partitions, represented by the medoids, are arranged as BK-trees, created at partitioning time.

It is clear that the partitioning threshold $θ_C$ affects the cost for querying the metric index structure: The larger the partitions are (i.e., the larger $θ_C$ is), the larger is the tree to be queried. On the other hand, then, there are less medoids to be indexed in the inverted index. This apparent tradeoff is theoretically investigated in the following section to find the design sweet spot between the naive inverted index and the case of indexing the entire set of rankings in one metric index structure.

## 5.3 Parameter Tuning

Setting the clustering threshold $θ_C$ allows tuning the performance of the coarse index. For a clustering threshold $θ_C = 0$, only duplicate rankings are grouped together, whereas for $θ_C = 1$ there is only one large group that consists of all rankings. That means, for larger $θ_C$ the inverted index becomes smaller, with
more work to be done at validation time inside the retrieved clusters. For smaller \( \theta_C \) the inverted index is larger, but clusters are smaller, hence, less work to be done in the validation phase. There are, hence, two separate costs: filtering cost—the cost for querying the inverted index, and, validation cost—the cost for validating the partitions represented by the medoids returned as results by the inverted index, in order to get the final query answers.

We try to make as few assumptions as possible and for now we assume we know only the distribution of pairwise distances. That is, for a random variable \( X \) that represents the distance between two rankings, we know the cumulative distribution function \( P[X \leq x] \), hence, we know how many rankings of a population of \( n \) rankings are expected to be within a distance radius \( r \) of any ranking, i.e., \( n \times P[X \leq \theta_C] \). We assume that medoids are also just rankings (by design) and are accordingly distributed. According to the clustering method described by Chávez and Navarro [CN05], we randomly select medoids, one after the other. After each selected medoid, all rankings that are not yet assigned to any medoid before and that are within distance \( \theta_C \) to the current medoid are assigned to it. The process ends as soon as no ranking is left unassigned:

The radius \( r \) of the created partitions around the medoids is modeled as \( P[X \leq \theta_C] \). We are interested in the number of medoids that need to be created to capture all rankings in the database. This resembles the coupon collector problem [FGT92]. The solution to this problem describes how many coupons a collector needs to buy, in expectation, to capture all distinct coupons available. The first acquired coupon is unique with probability 1. The second pick is not seen before with probability \((c - 1)/c\); \( c \) denoting the total number of distinct coupons. The third pick with probability \((c - 2)/c\), and so on. In the case of medoids and their partitions, we specifically consider the variant of the coupon collector problem with package size larger or equal to one, i.e., batches of coupons are acquired together. Within each such package, there are no duplicate coupons. Figure 5.2 depicts the generic sampling of the ranking space, where fixed-diameter circles are forming the partitions around the medoid at the center. The deviation from the standard coupon collectors problem is that for picking medoids, in each round of picks, the medoid itself has not been selected before. Thus, the number of “coupons” that need to be acquired to get the \( i^{th} \) distinct coupon, given package size \( p = P[X \leq \theta_C] \times n \), and a total of \( c \) distinct coupons, which in our case is the number of distinct rankings \( n \) is then:

\[
h(n, i, p) = \begin{cases} 
1, & \text{if } i \mod p = 0 \\
\frac{n - (i \mod p)}{n - i}, & \text{otherwise}
\end{cases}
\]  

(5.1)

And overall, the number of medoids (packages) is given as

\[
M(n, \theta_C) = p^{-1} \sum_{i=0}^{n-1} h(n, i, p)
\]  

(5.2)

This gives us the expected number of medoids indexed by the inverted index.
Next, we first reason about the cost for validating the partitions, and then we discuss the filtering cost, i.e., the cost for querying the inverted index.

Cost for Validating Partitions

The number of medoids retrieved is following again the given distribution of pairwise distances. Since we query the inverted index with threshold $\theta + \theta_C$ we obtain

$$E[\text{retrieved medoids}] = P[X \leq \theta + \theta_C] \times M$$

(5.3)

where $M$, for brevity, denotes $M(n, \theta_C)$.

Assuming that the retrieved medoids have the same size on average, i.e., $n/M$ for a total number of rankings $n$, we have

$$E[\text{candidate rankings}] = P[X \leq \theta + \theta_C] \times n$$

(5.4)

candidate rankings retrieved that need to be checked against the distance to the query ranking. This is also very intuitive.

For the case of brute-force evaluation of such candidate rankings this is multiplied with the cost of computing the distance measure. The cost of representing the partitions by full-fledged BK-tree is expected to be lower, but it introduces a complexity to the model. Our goal is to provide an easy to compute, and yet accurate model. For a more complex reasoning about the cost of querying the BK-tree we refer the reader to [BYCMW94].

Cost for Retrieving Partitions

When querying the inverted index with a threshold $\theta + \theta_C$ to find the resulting medoids, the overall cost is based on the average index list length and the final medoids to be checked against the threshold. We should first estimate the average size of an index list in an inverted index.

We assume that the popularity of items in the rankings follows Zipf’s law with parameter $s$. Sorting all items by their popularity (frequency of appearance in the rankings), the law states that the frequency of the item at rank $i$ is given
by:

\[ f(i; s, v) = \frac{1}{i^{s} H_{v, s}} \tag{5.5} \]

where \( H_{v, s} \) is the generalized harmonic number and \( v \) is the total number of items. The size of the index list for an item is equal to the number of rankings that contain the item, i.e., \( n \times f(i; s, v) \) for the \( i^{th} \) most popular item; where \( n \) is the number of indexed rankings. Consider a random variable \( Y \) representing sizes \( y_i \) of index lists for items \( i \). We are interested in

\[ E[Y] = \sum_{i} y_i P[y_i] \]

and assume that the chance of item \( i \), that is the \( i^{th} \) most popular item, to be selected as a query item is following the same Zipf distribution, \( f(k; s, v) \). That means, the items appearing frequently in the data are also used often in the queries. The average size of an index list is then given as 

\[ E[Y] = \sum_{i} n 	imes f(i; s, v)^2 \]

This is a generic result for inverted indices, which in our cost model is applied on an inverted index over \( M \) medoids (not \( n \) rankings) that together have \( v' \) distinct items; \( v' \) is derived thereafter, so the expected length of an inverted list for the inverted index is:

\[ E[\text{index list length}] = \sum_{i} M 	imes f(i; s, v')^2 \tag{5.6} \]

For each query, \( k \) such index lists need to be accessed. This is one part of the cost caused by the retrieval of the medoids. For these \( k \times E[\text{index list length}] \) medoids, we have to compute the distance function, assuming that there are no duplicate medoids retrieved.

The expectation of distinct items \( v' \) within the medoids is derived as follows. The probability that an item, out of a global domain of \( v \) items, is not selected into a single ranking of size \( k \) is \( (\frac{v-1}{v})^k \), but we do know that a ranking does not contain duplicate items, hence:

\[ P[\neg \text{selected}] = \frac{v-1}{v} \times \frac{v-2}{v-1} \times \frac{v-k}{v-k+1} = \prod_{i=0}^{k} \frac{v-i}{v-i+1} = 1 - (\frac{k}{v}) \tag{5.7} \]

The probability that an item, out of a global domain of \( v \) items, is not selected into a single ranking of size \( k \), knowing that the items in the ranking are unique, is \( P[\neg \text{selected}] = 1 - (\frac{k}{v}) \). The probability not to be selected in any of the \( M \) medoid rankings is then \( (1 - \frac{k}{v})^M \). And thus

\[ E[v'] = v \times \left( 1 - \left( 1 - \frac{k}{v} \right)^M \right) \tag{5.8} \]

To compute the overall cost, the above estimates are combined as shown in Table 5.3. To bring both parts of the overall cost to a comparable unit, we precompute the cost (runtime) of a single Footrule computation \( Cost_{\text{Footrule}}(k) \) (for various \( k \)) and the cost (runtime) to merge \( k \) lists of a certain size,
Find medoids for query:

\[\text{Inv. Index Cost: } \sum_i f(i; s, v')^2 \times M\]

\[\text{Validation Cost: } k \left( \sum_i f(i; s, v')^2 \times M \right) \times \text{CostFootrule}(k)\]

\[\text{Validation Cost: } n \times P[X \leq \theta + \theta_C] \times \text{CostFootrule}(k)\]

Table 5.3: Model of query performance (\sim runtime) of the coarse index.

5.4 Inverted Index Access & Optimizations

Medoids are rankings as well and thus they can be indexed using inverted indices. In this section, two optimizations over inverted indices are presented.

First, we describe how the minimum-overlap criterion and the prefix sizes, derived in Chapter 4 can be applied here; it is used for calculating how many of the \(k\) index lists can be dropped from consideration, guaranteeing that no true result ranking can possibly be missed.

For the second optimization, for a query ranking of size \(k\), the \(k\) corresponding index lists are accessed one after the other, and the contained information in each list in the form of \((\tau_i, \tau(i))\) are continuously aggregated for each (seen) ranking. For each ranking observed during accessing the index lists, upper and lower bounds for the true distance are derived, to allow accepting or rejecting
5.4 Inverted Index Access & Optimizations

5.4.1 Pruning by Query-Ranking Overlap

This inverted index optimization is based on the prefix-filtering framework described in Chapter 3. By using either Corollary 4.3.1 or Lemma 4.3.2 at query time, based on the threshold $\theta$, we compute the (number of) posting lists, $p$, that need to be retrieved from the inverted index. Note that, since we do not know the threshold $\theta$ upfront, we have to index the complete rankings. Furthermore, in our problem setting, due to the way that the prefix size is computed, no additional sorting of the rankings is required.

Independent of the actual choice of the prefix used (either Corollary 4.3.1 or Lemma 4.3.2) $k - p$ index lists can be dropped. Still, the expected impact of the candidate pruning is larger if the largest lists are dropped. In fact, experiments will show that specifically for the query-log–based benchmark, drastic performance gains can be enjoyed, literally for free. Therefore, in this work we use the prefix computation based on Corollary 4.3.1. For the remaining lists and rankings within, the exact distance still needs to be determined, as there are obviously so called false positives with distance larger than the query threshold. But we can guarantee that there are no false negatives, i.e., no ranking $\tau$ with $F(\tau,q) \leq \theta$ is missed.

Algorithms that make use of this dropping of entire index lists carry the suffix $+\text{Drop}$ in the title.

5.4.2 Partial Information

Instead of having only ranking ids stored in the inverted index, such that an additional lookup is required to get the actual ranking content, we can augment the inverted index to make it hold the rank information as well, such that the true distance can be directly computed. This possible extension of the inverted index with rank information was already mentioned in Chapter 2. Here we describe the exact query processing algorithm using such rank-augmented inverted index.

```
inverted index with ranks
```

```
item a $\longrightarrow$ \langle$\tau_1 : 3$\rangle, (\tau_5 : 1), (\tau_7 : 4)\rangle
item b $\longrightarrow$ \langle$\tau_4 : 2$\rangle, (\tau_9 : 11), (\tau_{12} : 1), (\tau_{19} : 2)\rangle
```

In a List-at-a-Time fashion, the individual index lists determined by the query are accessed one after the other. Similarly to the NRA algorithm by Fagin et al. [FLN03], for a ranking $\tau$ that has been seen only in a subset of the index lists, we can compute bounds for its final distance. This is done by keeping track of the common elements seen between the query $q$ and ranking $\tau$. The lower and upper bounds are computed by reasoning about the yet unseen elements: A lower bound distance $L(\tau,q)$ is given by assuming the best configuration of
5. Similarity Range Queries over Top-k Rankings

\( \tau_0 = [1, 2, 3, 4, 5] \quad \tau_5 = [4, 5, 1, 2, 3] \)

\( \tau_1 = [1, 2, 9, 8, 3] \quad \tau_6 = [1, 6, 2, 3, 7] \)

\( \tau_2 = [9, 8, 1, 2, 4] \quad \tau_7 = [7, 1, 6, 5, 2] \)

\( \tau_3 = [7, 1, 9, 4, 5] \quad \tau_8 = [2, 5, 9, 8, 1] \)

\( \tau_4 = [6, 1, 5, 2, 3] \quad \tau_9 = [6, 3, 2, 1, 4] \)

Table 5.4: Sample set \( T \) of rankings

the unseen elements, that is, the remaining elements are common to both \( q \) and \( \tau \), and are additionally present in the same ranks in both rankings. Thus, their partial contribution to the Footrule distance is zero.

The upper bound distance \( U(\tau, q) \) is obtained when none of the (yet) unseen elements in \( \tau \) will be present in the query \( q \). The partial distance contribution of such an item \( i \), at rank \( \tau(i) \) in \( \tau \) is \(|k - \tau(i)|\), and overall we have

\[
U(\tau, q) = L(\tau, q) + \sum_{i \text{ unseen}} |k - \tau(i)|
\]

The bounds allow pruning of candidates: If \( L(\tau, q) > \theta \) we know that \( \tau \) is not a result ranking, since \( L(\tau, q) \) is monotonically non-decreasing. Similarly, if \( U(\tau, q) \leq \theta \), we report \( \tau \) as the result, as \( U(\tau, q) \) is monotonically non-increasing. For small values of \( \theta \), many candidates can be evicted early on in the execution phase. For larger values of \( \theta \), candidate results can be reported early—reducing bookkeeping costs.

Consider for instance the set \( T \) of the rankings presented in Table 5.4 and a query \( q = [7, 6, 3, 9, 5] \). The index list for item 7 is:

item 7 \( \rightarrow \langle (\tau_3 : 0), (\tau_6 : 4), (\tau_7 : 0) \rangle \)

We can compute the bounds for the seen rankings, \( \tau_3, \tau_6, \) and \( \tau_7 \). For all these rankings, we know the seen element is item 7 and we have 4 unseen elements, since \( k = 5 \). Thus, \( L(\tau_3, q) = L(\tau_7, q) = 0 \) and \( L(\tau_6, q) = 4 \), as \( \tau_3(7) - q(7) = \tau_7(7) - q(7) = 0 \), and \( \tau_6(7) - q(7) = 4 \) and for the unseen items we assume they are on the same position in all rankings. \( U(\tau_3, q) = U(\tau_7, q) = 20 \) and \( U(\tau_6, q) = 24 \), as we assume that all of the unseen elements are not present in \( \tau_3, \tau_6, \) and \( \tau_7 \).

These distance bounds are used in the following online aggregation algorithm that encounters partial information. Algorithms that make use of this pruning for partial information carry the suffix \( \text{+Prune} \) in their title.

5.4.3 Blocked Access on Index Lists

When index lists are ordered according to the rank values, since the ranks are integers, there might be a sequence of index lists whose ranks are the same. We refer to this sequence of index lists as a block of index lists. Formally, we let the block \( B_{i\delta j} \) to denote the set of rankings in which item \( i \) appears at position \( j \). We additionally have a secondary index, one for each index list, which stores
Figure 5.4: Inverted Index for rankings in Table 5.4 with highlighted blocks of same-rank entries.
the offsets of the individual blocks.

The advantage with such an index list organization strategy is that processing the entire index list can be avoided in many cases. We describe this in detail. It is obvious that result candidates which have a partial distance greater than $\theta$ can be pruned out. In such an index organization approach, we avoid processing blocks which would produce candidates with a partial distance greater than $\theta$. Given a query $q = [q_1, \ldots, q_k]$ with a threshold $\theta$, all result candidates obtained while traversing the block $B_{i,j}$ have a partial distance of at least $|j - i|$. Thus, we modify the List-at-a-Time algorithm so that blocks, $B_{i,j}$, where $|j - i| > \theta$ are omitted, avoiding processing the bulk of the index list.

Consider for instance the inverted index in Figure 5.4, constructed according to the rankings in Table 5.4. For the query $q = [3, 2, 1]$ and $\theta = 1$, blocks $B_{3,1}$ need to be accessed for item 3, $B_{2,1}$, $B_{2,1}$ and $B_{2,3}$ for item 2. Finally, blocks $B_{1,2}$, $B_{1,3}$ and $B_{1,4}$ for item 1. In the process 17 out of 28 index lists are processed which accounts for less than 50% index lists being accessed.

5.5 Experiments

We implemented the described algorithms in Java 1.7 and report on the setup and results of an experimental study. The experiments are conducted on a quad-core Intel Xeon W3520 @ 2.67GHz machine (256KiB, 1MiB, 8MiB for L1, L2, L3 cache, respectively) with 24GB DDR3 1066 MHz (0.9 ns) main memory.

Datasets

Yago Entity Rankings: We have mined top-$k$ entity rankings out of the Yago knowledge base, as described in [IMS13]. The facts, in form of subject/predicate/object triples, are used to define constraints, for which the qualifying entities are ranked according to certain criteria. For instance, we generate rankings by focusing on type building and predicate located in New York, ranked by height. This dataset, in total, has 25,000 rankings.

NYT: We executed 1 million keyword queries, randomly selected out of a published query log of a large US Internet provider, against the New York Times archive [NYT] using a unigram language model with Dirichlet smoothing as a scoring model. Each query together with the resulting documents represents one ranking.

The two datasets are naturally very different: while the Yago dataset features real world entities that each occur in few rankings, the NYT dataset has many popular documents that appear in many query-result rankings.

Algorithms under Investigation

- the baseline approaches Filter and Validate (F & V) and Merge of Id-Sorted Lists (ListMerge) both described below
filter and validate technique combined with the optimization based on dropping entire index lists (F&V+ Drop)

• blocked access with pruning (Blocked+Prune)

• blocked access with pruning based on both overlap and pruning (Blocked+Prune+Drop)

• query processing on the coarse index using the F&V technique (Coarse)

• query processing on the coarse index using the F&V+ Drop technique (Coarse+Drop)

• a competitor AdaptSearch, and Minimal F&V algorithm, both described below

Next to the actual algorithms, we implemented a minimal Filter and Validate algorithm (Minimal F&V) that has for each query materialized a single index list in an inverted index that contains exactly the true query-result rankings. For each of these, the Footrule distance is computed. The cost for the single index lookup and the Footrule computations serves as a lower bound for the performances of the discussed algorithms.

We also implemented AdaptSearch [WLF12] as the most recent and competitive work on ad-hoc set similarity search in main memory at that time. We implemented AdaptSearch by following the C++ implementation of the AdaptJoin algorithm available online. We computed the size of the prefix of the query using the overlap threshold $\omega$ derived in Section 5.4. In the validation phase, AdaptSearch computes the Footrule distance for each of the candidate rankings.

The implementation of the M-tree is obtained from [MTI]. We implemented the BK-tree ourselves, according to the original work in [BK73]. The inverted index implementations make use of the Trove library.

**Merge of Id-Sorted Lists with Aggregation:** If the information within each index list is sorted by ranking id, and further contains rank information, the problem of computing the actual distances of the rankings to the query ranking can be achieved using a classical merge “join” of id-sorted lists. This is very efficient, in particular as the index lists do not contain any duplicates. Cursors are opened to each of the lists, and the distances of each ranking is finalized on the fly. There is no bookkeeping required as, at any time, only one ranking is under investigation (the one with the lowest id, if sorted in increasing order). Rankings do either qualify the query threshold or not. It is clear that this algorithm is threshold-agnostic, that is, its performance is not influenced by the query threshold $\theta$; the index lists have to be read entirely.

We mainly focus on rankings of size 10 since in a previous study [AIMS13] we observed that at ranker.com most common are rankings of size 10.

---

1. https://github.com/sunlight07/similarityjoin
Performance Measures

- Wall-clock time: For all algorithms we measure the wall-clock time needed for processing 1000 queries.
- Distance function calls: For the filter&validate algorithms, specifically F&V, F&V+Drop, Blocked+Prune+Drop, Coarse, and Coarse+Drop, we measure the number of distance function computations performed.

For the coarse index processing techniques, we also investigate the performance of the individual phases.

5.5.1 Query Processing Performance

Inverted Index vs. Metric Index Structures

We first compare the two main concepts of processing similarity queries over top-

\[ k \]  

rankings: First, the use of metric index structures is compared, here, represented by the BK-tree and the M-tree [ZSAR98] (Figure 5.5). Second, the use of inverted indices is compared to the BK-tree (Figure 5.6).

Figure 5.5 reports the query performance of the BK-tree compared to the M-tree and Figure 5.6 on the query performance of the BK-tree index structure versus the plain query processing using the inverted index with subsequent validation, i.e., filter and validate, F&V. We see that the inverted index performs orders of magnitudes better than the M-tree. Although the M-tree is a balanced index structure it still performs worse than the BK-tree. Chávez et al. [CNBM01] show that balanced index structures perform worse than unbalanced ones in high dimensions—we calculated the intrinsic dimensionality of both datasets to be around 13 (cf. [CNBM01] for the definition of intrinsic dimensionality). Despite the better performance of the BK-tree, the inverted index still outperforms it. Hence, only techniques using the inverted index paradigm are further studied.

Coarse Index Performance Based on \( \theta_C \)

Next, we studied the performance of the coarse index for different \( \theta_C \) values. We focus on the performance of the coarse index combined with the F&V technique as this combination is the most comparable to the model presented in Section 5.2. In Figure 5.7 the filtering and validation times are shown when varying \( \theta_C \) and fixed \( k = 10 \), for both datasets. We see that the curves resemble the ones plotted for the cost model in Figure 5.3. Both dataset show a similar behavior of the execution time. The filtering time is reducing as we increase the value of \( \theta_C \), since the number of indexed medoids reduces. The validation time, on the other hand, is rising, since the size of the partitions is increasing proportionally with \( \theta_C \). Most importantly, we see that we can find a specific value of \( \theta_C \) for which the coarse index performs optimally and this value depends on the value of \( \theta + \theta_C \) as modeled in Section 5.2.
5.5 Experiments

Figure 5.5: Performance of the M-tree vs. BK-tree for NYT dataset

Figure 5.6: Performance of the BK-tree vs. the performance of inverted index for NYT dataset.

Figure 5.7: Trend of the filtering and validation time of the coarse index for $k = 10$, $\theta = 0.2$ and varying $\theta_C$. The small rectangle depicts the performance of the coarse index if $\theta_C$ was chosen by the model and the vertical line the difference in performance.

Cost Model Correctness

The performance of the coarse index if the trade-off value of $\theta_c$ as computed by the model is chosen, is shown in the plots in Figure 5.7 as a small rectangle.
Table 5.5: Difference in ms between the minimal performance of the coarse index, and the performance for the theoretically computed best value of $\theta_c$ ($k = 10$)

<table>
<thead>
<tr>
<th></th>
<th>$\theta = 0.1$</th>
<th>$\theta = 0.2$</th>
<th>$\theta = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYT</td>
<td>29.47</td>
<td>10.23</td>
<td>4.75</td>
</tr>
<tr>
<td>Yago</td>
<td>3.28</td>
<td>0.41</td>
<td>2.38</td>
</tr>
</tbody>
</table>

The vertical line denotes the difference between the performance of the coarse index in case of the two trade-off $\theta_c$ values—the modeled optimal one and the real optimal one. We observe that except for $\theta = 0.1$, for the NYT dataset, the difference in performance is smaller than 11ms (Table 5.5). For $\theta = 0.1$ the difference is 29.47ms. For the Yago dataset, the difference in performance is less than 4ms for any value of $\theta$.

As we are considering the task of processing ad-hoc queries, even choosing the optimal value of $\theta_C$ for some previously defined maximum value of $\theta$ would result in a performance close to the optimal one, as the performance of the coarse index remains stable in this region. The major increase in the performance happens for very small values of $\theta_C$ or larger than the optimal $\theta_C$. We show this in the experiments comparing different algorithms, where we set $\theta_C = 0.5$—the optimal value for $\theta = 0.3$.

We also measure the performance of the coarse index combined with the F&V+Drop technique as this should result in even bigger performance gains. For this technique, we measured the optimal value for $\theta_C$ to be 0.06, since for smaller values of $\theta + \theta_C$ we can drop more index lists.

**Comparison of Different Algorithms**

Next, we study the performance of different query processing methods performed over the two datasets; for rankings of size 10 and 20 and $\theta$ ranging from 0 to 0.3. First, in Figure 5.8 we compare the performance of the coarse index with the remaining techniques, for the NYT dataset. For a better visibility, we group the algorithms in the plots in two groups. The first (left) group contains the Coarse and Coarse+Drop techniques, the two baseline approaches F&V and ListMerge, and the competitors AdaptSearch and Minimal F&V. The second (right) group contains the remaining hybrid techniques.

We see that for all threshold values the coarse index, with and without dropping index list, significantly outperforms the AdaptSearch algorithm. In fact, the Coarse+Drop index outperforms the competitor by at least factor of 34. The coarse index outperforms the Minimal F&V technique by a factor of up to 7, since the number of Footrule distance function calls reduces significantly as shown in Figure 5.10. Dropping entire lists from the query even further boosts the performance of the coarse index, and results in up to 24 times better performance than the Minimal F&V. The baseline approaches, although threshold
agnostic, perform worse than the rest of the algorithms. Increasing the values of $\theta$ degrades the performance of all the processing techniques except for the baseline F&V and ListMerge techniques, as they are threshold agnostic. In fact, because of its simple and efficient implementation, the ListMerge even outperforms the AdaptSearch algorithm for $\theta \geq 0.1$ for rankings with $k = 10$. For $k = 20$, since we increase the number of lists that need to be merged, the performance of the ListMerge is worse and thus the AdaptSearch outperforms it for all values of $\theta$.

For rankings of size 10, all hybrid techniques outperform AdaptSearch, but not the coarse index. The Blocked+Prune algorithm dynamically computes the best score for the yet unseen blocks to decide when to terminate further scheduling of blocks. In cases where the best blocks will not result in similar rankings, Blocked+Prune terminates early. Thus, when searching for exact matches, the Blocked+Prune technique performs especially well, outperforming AdaptSearch by a factor of 1.2. Same as for the coarse index, dropping lists further improves the performance of the Blocked+Prune technique. Increasing the values of $\theta$ degrades the performance of all the processing techniques. The Blocked+Prune+Drop technique performs worse than the F&V+Drop, because sorting the lists adds some overhead to the processing while the pruning is not so effective. The F&V+Drop technique is performing very well, in fact we measured its performance to be very close to the Minimal F&V, especially for small values of $\theta$. Although they are both based on the same concept, F&V+Drop performs better than AdaptSearch, first because it drops one index list more than AdaptSearch, and second, because we are processing relatively short rankings, thus the simple algorithms perform well.

Most of the query processing techniques display the same behavior in the experiments performed on the Yago dataset (Figure 5.9). What is different here is that none of the processing techniques perform as good as the Minimal F&V, which shows a runtime close to zero. This is due to the fact that the items in the Yago dataset are more equally distributed. In this dataset we have small clusters of similar rankings. However, the clusters seem to be different among them, allowing more rankings to be pruned early on. Moreover, for the Yago dataset the Blocked+Prune technique performs very poorly. We believe this is because the overhead of sorting the index list is too big for the small index size. In fact, we measured that for 35% of the queries sorting of the index lists accounts for a third of the execution time, when $k = 10$. The percentage increases as we increase $k$. The simple baseline ListMerge technique surprisingly outperforms the coarse index and the AdaptSearch algorithm. We believe that this happens because of the small data size and the size of the rankings. Still, ListMerge does not perform better than the Coarse+Drop technique, except for $\theta = 0.3$ and $k = 10$. For this dataset, the AdaptSearch algorithm shows better performance, performing better than the coarse index in most of the cases. However, the Coarse+Drop technique and some of the hybrid techniques still outperform the competitor, AdaptSearch.
Figure 5.8: Comparing query processing over coarse index with baseline and competitor approaches (left block) and with other hybrid methods over inverted index (right block) for NYT dataset, for \( k = 10 \) and \( k = 20 \).

Distance Function Computations

The difference in performance between the Coarse, Coarse+ Drop, F&V+Drop and Blocked+Prune+Drop algorithms can be explained by looking at the number of distance functions calls, shown in Figures 5.10 and 5.11. We see that for the Yago dataset the final result set is very small, practically almost 1, and the number of distance function computations performed by all the algorithms is significantly larger than the final result set. On the other hand, for the NYT data set—where we have a skewed distribution of the items—the number of false positives is very small, resulting in a very good performance of the F&V+Drop and Blocked+Prune+Drop processing techniques. Combining these with the coarse index even further reduces the number of distance function computations, i.e., the number of distance function computations is smaller than the final result set. This is because for the exact matching rankings in one partition, the Footrule distance is not computed again during query processing time.

5.5.2 Index Size and Construction Time

In Table 5.6 the size and the index construction time is shown for both datasets for \( k = 10 \). Delta Inverted Index is the index used in the AdaptSearch algorithm. For the coarse index, we set \( \theta_C = 0.5 \). We see that all the indices are smaller
Figure 5.9: Comparing query processing over coarse index with baseline and competitor approaches (left block) and with other hybrid methods over inverted index (right block) for Yago dataset, for $k = 10$ and $k = 20$.

than 1GB. All indices store the complete rankings, thus their sizes do not differ significantly. The rank-augmented inverted index requires the most storage as it keeps both the complete rankings, and the position augmented index lists to support different processing techniques.

The construction time of the coarse index is the most expensive one, as we need to build a BK-tree, partition it and add the medoids to the inverted index. The construction of the BK-tree is expensive as the tree is unbalanced and in worst case, we need $O(n^2)$ distance computations. The M-tree index construction time is lower than the BK-tree. Both construction times are worse than the one of the inverted index; creating the inverted index does not imply making any distance computations. However, the construction time of the plain inverted index is cheaper than the augmented one, as we do not consider the position of the rankings.

It is difficult to compare the complexity of the construction time of the different index structures, since the complexity of the metric index structures is usually measured in distance function computation, as this is the most costly operation. On the other hand, in the case of the inverted index there are no distance functions performed during construction at all.
Figure 5.10: Number of distance function calls (DFC) for different query processing methods for NYT dataset (Coarse $\theta_c=0.5$; Coarse+Drop $\theta_c = 0.06$)

Figure 5.11: Number of distance function calls (DFC) for different query processing methods for Yago dataset (Coarse $\theta_c=0.5$; Coarse+Drop $\theta_c = 0.06$)

Lessons Learned

Combining the coarse index with the proposed optimizations on the inverted index always leads to performance improvements, independent of the distribution
Table 5.6: Size and construction time of indices for \( k = 10 \)

<table>
<thead>
<tr>
<th>Index Type</th>
<th>Size in MB</th>
<th>Construction Time in sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NYT</td>
<td>Yago</td>
</tr>
<tr>
<td>Plain Inverted Index</td>
<td>480</td>
<td>24</td>
</tr>
<tr>
<td>Augmented Inverted Index</td>
<td>661</td>
<td>38</td>
</tr>
<tr>
<td>Delta Inverted Index</td>
<td>417</td>
<td>35</td>
</tr>
<tr>
<td>BK-tree</td>
<td>276</td>
<td>11</td>
</tr>
<tr>
<td>M-tree</td>
<td>265</td>
<td>11</td>
</tr>
<tr>
<td>Coarse Index</td>
<td>367</td>
<td>26</td>
</tr>
</tbody>
</table>

of the items in the dataset. The experiments demonstrate that the Coarse+Drop technique outperformed state-of-the-art algorithm for similarity search, AdaptSearch, for both datasets. The simple yet accurate model for picking the optimal trade-off point (cf., Section 5.2) leads close to the best performance of the coarse index. When the query threshold is not known, we can tune the coarse index for the maximum query threshold that we might have. In these cases, the coarse index shows to perform better for a skewed dataset. When having a dataset where the items are unevenly distributed, the F&V+Drop algorithm alone results in huge gains as we only process the smallest index lists. These, as the distribution of the items is skewed, can often contain only few false positives. On the contrary, when the dataset contains chunks of rankings similar to each other, i.e., we have more evenly distributed items, the effect of the early pruning of rankings is most expressed. Thus in these cases, using the Blocked+Prune+Drop algorithm, which combines the early pruning with dropping of entire index lists, leads to the biggest benefits, for small values of \( \theta \). Varying the size of the rankings does not have a great impact on the different algorithms. Only when having very small ranking sizes, for instance \( k = 5 \), the simple baseline ListMerge shows to perform well.

### 5.6 Summary

In this chapter, we addressed indexing mechanisms and query processing techniques for ad-hoc similarity search inside sets of rankings. We specifically considered Spearman’s Footrule distance for top-\( k \) rankings and investigated the trade-offs between metric index structures and inverted indices, known in the literature for indexing set-valued attributes. The presented coarse index synthesizes advantages of metric-space indexing and the ability of inverted indices to immediately dismiss non-overlapping rankings. To understand and automatically tune the necessary partitioning of the rankings, we developed an accurate
theoretic cost model; and showed by experiments that it allows reaching performance close to the optimal trade-off point. Further, we presented an algorithm that avoids accessing blocks of an index list during query processing thereby improving performance. We derived upper and lower distance bounds for such an online processing and, further, studied the impact of dropping entire parts of the query depending on the tightness of the query threshold. The presented approaches are to a large extent orthogonal and, by a comprehensive performance evaluation using two real-world datasets, we showed that the individual benefits add up, showing better performance than the competitor, AdaptSearch.
Chapter 6

Distributed Similarity Joins over Top-k Rankings

6.1 Introduction

As a natural extension to the problem of processing similarity range queries over top-k rankings, in this chapter, we present algorithms for efficiently solving the problem of similarity joins over top-k rankings. The work presented in this chapter has not been published yet, however, is under submission. Similarity joins have been a popular research topic in the database community for more than a decade. Previous research in this topic is concerned with solving the problem of similarity join for sets [GIJ+01, CGK05, XWLY08, WLF12], strings [JLFL14] or the more general problem of finding the similar objects in metric space [JS08]. However, to the best of our knowledge, the problem of similarity joins over top-k rankings has not been addressed so far.

Since presently huge amounts of data are being generated and processed, in this chapter, we specifically focus on solving the problem of distributed similarity joins for top-k rankings. Recently, Fier et al. [FAB+18] summarized and compared existing distributed solutions on similarity joins for sets, strings and metric space. In their study, they showed that the existing distributed solutions in Map Reduce do not scale well, and propose that Apache Spark [SPK] is used as a platform for developing new alternative solutions. Thus, in this thesis, we focus on studying an efficient and scalable top-k rankings similarity joins using Apache Spark [SPK].

The similarity join algorithms for top-k rankings can be applied in some of the same contexts as the similarity range approach. For instance, in the case of query suggestion or expansion in search engines based on finding similar queries by comparing their result lists, or in a dating portal where we can use the preferences and affinities of users, presented in a form of top-k lists, for matchmaking, where we compare all the lists, in order to find people whose interests
match. For instance, consider Table 6.1 containing favorite movies of members of some dating portal. By comparing the lists we see that Alice and Chris have similar taste so the system should match them for a date. Furthermore, these algorithms can be applied in the case of recommender systems, where the similarity between the top sold (liked, favored) items for different clients can help in recommending products.

<table>
<thead>
<tr>
<th></th>
<th>Alice</th>
<th>Bob</th>
<th>Chris</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pulp Fiction</td>
<td>The Schindler List</td>
<td>Indiana Jones</td>
</tr>
<tr>
<td>2</td>
<td>E. T.</td>
<td>Lord of the Rings</td>
<td>Pulp Fiction</td>
</tr>
<tr>
<td>3</td>
<td>Forrest Gump</td>
<td>Avengers</td>
<td>Forrest Gump</td>
</tr>
<tr>
<td>4</td>
<td>Indiana Jones</td>
<td>Indiana Jones</td>
<td>E. T.</td>
</tr>
<tr>
<td>5</td>
<td>Titanic</td>
<td>E. T.</td>
<td>Titanic</td>
</tr>
</tbody>
</table>

Table 6.1: Example top-k lists of favorite movies for users of a dating portal

As in the prior chapter, Spearman’s Footrule distance is used as a distance measure for comparing two top-k lists, and thus, the presented solution, similarly as in Chapter 5, combines an inverted index approach with metric, distance-based, filtering. Furthermore, the proposed approach is implemented in Apache Spark, and thus, is better tailored to the properties of this platform. In contrast to MapReduce, where each stage is composed of only a map and reduce function, and the data from each stage is written to disk, Apache Spark is more suitable for iterative processing of data and performs the computation in memory. Thus, we propose an iterative approach that computes the similarity join in several stages while storing the intermediate results in memory. By using the triangle inequality, the number of candidate pairs generated is reduced—very similar rankings are clustered together, and then, only the cluster representatives are joined, reducing the size of the data joined. Through a detailed experimental study, we show that our algorithm outperforms the competitor, for larger values of the distance threshold, $\theta$.

6.1.1 Problem Statement and Setup

Similarly as in Chapter 5 as input we are provided with a set $T$ of fixed-length rankings of size $k$, $\tau_i$, where each ranking has a domain $D_{\tau_i}$ of items it contains. Furthermore, the ranked items in a ranking are represented as arrays or lists of items, where the left-most position denotes the top ranked item. In addition, each ranking has an id associated with it. We follow the same notation as in Chapter 5.

The problem that we want to solve in this chapter is: Given a dataset of top-k rankings $T = \{\tau_1, \ldots, \tau_n\}$ and a distance threshold $\theta$ we want to efficiently find all pairs $(\tau_i, \tau_j)$, $\tau_i, \tau_j \in T$, $i \neq j$, where the distance $d$ between $\tau_i$ and $\tau_j$ is smaller or equal to $\theta$, i.e., $d(\tau_i, \tau_j) \leq \theta$.

In this work, as in Chapter 5, for comparing the rankings Spearman’s
Footrule distance is used. The main difference to our work on similarity range queries, presented in Chapter 5 is first, that the distance threshold is known beforehand, and second, that for this problem, we do not have a preprocessing step where the data is indexed before being queried, but instead the whole dataset is being processed at join time. Furthermore, our focus is on developing a distributed solution, which introduces additional challenges, like handling the data distribution.

6.1.2 Contributions and Outline

The contributions of our work can be summarized as follows.

- We adapt existing set-based similarity join algorithms to the problem of top-k rankings. We furthermore implement and adapt these algorithms to the Apache Spark framework.
- We introduce a new iterative, highly configurable, algorithm that combines metric space distance-based filtering with state-of-the-art set-based similarity join algorithms.
- We propose further optimization to the proposed algorithm by presenting a method for repartitioning large partitions.
- We implemented our methods and competitors in Apache Spark and through an extensive experimental study on two real-world datasets, we show that our methods consistently outperform state-of-the-art approaches for larger values of the threshold $\theta$.

The rest of the chapter is structured as follows. In Section 6.2 we describe how set-based algorithms can be adapted for processing top-k rankings using Spearman’s Footrule distance. The clustering algorithm and its components are introduced in Section 6.3. Section 6.4 proposes a Spark based repartitioning technique. We experimentally evaluate the presented approaches in Section 6.5. Finally, we summarize the chapter in Section 6.6.

6.2 Adaptation of Set-Based Algorithms to Top-k Rankings

6.2.1 Vernica Join

To find all pairs of similar top-k rankings for a given set $\mathcal{T}$ and a threshold $\theta$ we can use the Vernica Join (VJ) algorithm, described in Chapter 3. This algorithm is based on the prefix-filtering method, therefore, we can use the prefix sizes, defined in Chapter 4, in order to be able to apply it on top-k rankings.

The first step in the VJ algorithm is counting the frequency of the elements in the sets and ordering them by frequency. This step is not needed for top-k
Figure 6.1: Example of computing the similarity join for top-k rankings using the Vernica Join algorithm in Spark.

rankings and it can be skipped. However, since most real-world datasets follow a skewed distribution, through experiments we concluded that reordering the rankings by the item’s frequency leads to major performance gains, and thus, we keep this step for top-k rankings as well. This entails that only the prefix size based on the overlap between the rankings, defined in Corollary 4.3.1, can be applied. To perform the reordering, we first count the frequency of the items in the rankings. Then, in order to make this collection available to all the nodes, in Spark, we use a broadcast variable which is cached on each machine and then used to sort the items of all rankings $\tau \in T$ by increasing order of their frequency. Note that, while we reorder the items in the rankings, we still need to keep track of their original rank for the computation of the Footrule distance. In the next step, we transform the rankings into $(i,\tau)$ pairs, where as key we have the item id, and as value we have the ranking. This we only do for the items that belong to the prefix of the ranking. Then, in the next step, in order to bring all rankings that share an item to the same partition, we aggregate the tuples (RDD) created in the previous step by key. In the next step, for the rankings that share an item, a main memory approach for finding the similar pairs is applied. For the rankings on each item list, we again sort the items by frequency, and index their prefixes using an inverted index. In addition, we apply a position filter, based on Lemma 4.4.1 in order to filter out more candidate pairs. In Chapter 4 we proved that two rankings $\tau_i$ and $\tau_j$ cannot have distance smaller than $\theta$ if at least one of the items in the rankings have a difference in their ranks larger than $k(k+1)\theta^2$, i.e., if there is at least one item $i \in \tau_i, \tau_j$, such that, $|\tau_i(i) - \tau_j(i)| > k(k+1)\theta^2$, we can be sure that $d(\tau_i - \tau_j) > \theta$. For the candidate pairs that pass the filters, we compute the Footrule distance. Before writing the final result, we remove the duplicate pairs. Figure 6.1 illustrates the algorithm through an example.

### Improved Memory Usage

Previous similarity join distributed approaches were designed and implemented in MapReduce. As discussed in Chapter 2, Spark as a successor of MapReduce, has different characteristics than MapReduce, and thus existing approaches need
to be adapted to the computational properties of Spark in order to improve their performance. Large datasets in Spark are represented as RDDs, which are immutable, distributed collections of objects, stored in the memory of the executors. This means that for every transformation of an RDD, a new RDD is created. In addition to this, Spark runs in the JVM, and thus garbage collection can easily cause performance issues for Spark jobs. Thus, keeping objects in the memory of Spark’s executors is not recommended, since this can lead to crashes or performance overhead for large datasets. Instead, working with iterators is more native to the Spark’s computational model, since this allows the framework to spill some data to disk, when needed.

The VJ algorithm that shows the best performance, according to [VCL10], works such that rankings that share the same item are distributed to different partitions. Next, on each partition, an in memory join algorithm is executed, to compute the rankings with distance smaller than $\theta$. This entails, first, storing a dictionary of the items, second, storing an inverted index for the rankings for this partition, and storing the partial result sets until the final computation is done. In addition to this, since Spark works with immutable objects, sorting the objects for performing the per partition in memory join, imposes creating new objects for each ranking. This means that VJ algorithm can lead to having both of the issues that we mentioned above, bad performance caused by the garbage collector overhead and memory overhead crashes, due to keeping data structures and objects in memory.

Instead, we claim that a nested loop modification to the VJ algorithm, is more native to Spark’s processing style. Instead of indexing the rankings per partition, we propose using iterators to loop through the rankings in a nested loop fashion. For each ordered pair of rankings, $(\tau_i, \tau_j)$, where $\tau_i < \tau_j$ that passes the position filter defined above, we compute the Footrule distance, and output those pairs where $d(\tau_i, \tau_j) \leq \theta$. This approach, as we will show in our experiments, performs better for large datasets, since allows Spark to spill the data to disk when needed.

### 6.3 Approach

Driven by the idea that similar rankings should have similar results sets, we propose an approach where we introduce a pre-processing step, where very similar rankings are grouped together, forming clusters. Then, only one representative ranking from the clusters, called centroid, is considered in the next similarity join phase. The idea is that in this way we would reduce the number of records being joined, and thus, reduce the execution time of the main joining phase, which is actually the most expensive part of the similarity join algorithms. Since Spark is suitable for iterative processing, adding an additional phase should not be a performance issue. Note that in contrast to the work presented in Chapter 5, the execution time of this step is included in the total execution time. Thus, this pre-processing phase should be very efficient, so that we do not end up
6. Distributed Similarity Joins over Top-k Rankings

Figure 6.2: Overall architecture. The algorithm has four main phases: ordering, clustering, joining and expansion.

with having a higher overhead than benefit. Another key observation is that the triangle inequality can be used for forming and expanding the clusters after finding the similar centroids, to compute the final result set more efficiently.

Making use of the above observations, we propose our approach consisting of four main phases: Ordering, Clustering, Joining and Expansion, depicted in Figure 6.2.

**Ordering:** The first phase of our approach is ordering the items in the rankings by their occurrence, i.e., items that occur less frequently in the rankings, are moved to the top positions of the rankings. In our proposed algorithm, as later described, the VJ similarity join algorithm is applied twice, once for clustering the rankings, and once for finding the similar clusters. Instead of reordering the rankings twice, we choose to do this only once, using the original dataset \( T \). As our approach does not depend on the similarity join algorithm used for clustering or for joining the clusters, the re-ordering of the items in the rankings can be skipped if it is of no use to the joining algorithm applied later on. The reordering is done just for determining which items will be included into the prefix of the rankings, while the rankings still preserve their original item ordering for the computation of the distance. The first steps of Figure 6.1 show an example of the ordering phase.

**Clustering:** The second phase of our approach is forming clusters, such that similar rankings will belong to the same cluster, \( C_i \). First, a similarity join algorithm is executed to find the similar rankings that need to be grouped together. Then, clusters are formed such that the pairwise distance between each member of the cluster and its representative is at most \( \theta_c \). In this work, we will
refer to $\theta_c$ as the clustering threshold. Note that in contrast to other similarity join algorithms in metric space, where formed clusters have different radius, the radius of all clusters formed by our approach is bounded by the clustering threshold, $\theta_c$. Similarly as in Chapter 5, we write $\tau_i \prec c_i$ to denote that ranking $\tau_i$ belongs to the cluster, $C_i$, represented by ranking (centroid) $c_i$. Rankings in the dataset $T$ that do not have any similar rankings with distance smaller than the clustering threshold, $\theta_c$, form singleton clusters, i.e., one element clusters.

**Joining:** In this phase a similarity join algorithm is executed over the centroids with a threshold $\theta_o = \theta + 2 \times \theta_c$. Using threshold $\theta_o$ instead of $\theta$ is necessary in order to insure the correctness of the algorithm. Note that any similarity join algorithm can be applied here, however, similarly to Fier et al. [FAB+18], our experiments showed that VJ is the most efficient one, and thus we use this algorithm.

**Expansion:** In the last step of the algorithm, the final result set is computed by joining the results from the joining phase with the formed clusters in the clustering phase. The members of the joined clusters from the joining phase are checked against each other if the distance between them is smaller than $\theta$. Using the metric properties of the distance measure, we are able to directly filter out some candidates, and thus compute the final result list more efficiently.

Before we describe each phase more formally, how each phase is realized and how the final join result is computed, we first discuss the correctness of the proposed algorithm.

**Lemma 6.3.1** For given join threshold $\theta$ and clustering threshold $\theta_c$, in the joining phase, all pairs of centroids $c_i, c_j$ with distance $d(c_i, c_j) \leq \theta + 2 \times \theta_c$ need to be retrieved in order not to miss a potential join result.

Lemma 6.3.1 ensures that pairs $\{(\tau_i, \tau_j) | \tau_i \prec c_i, \tau_j \prec c_j \land d(\tau_i, \tau_j) \leq \theta \land d(c_i, c_j) > \theta\}$ will not be omitted from the result set.

In other words, Lemma 6.3.1 avoids missing result rankings with distance $\leq \theta$, which are represented by centroids which are with distance larger than $\theta$ from each other.

This follows from the fact that for all rankings $\{\tau_i | \tau_i < c_i \land d(\tau_i, c_i) \leq \theta_c\}$. It follows that for any pair of rankings $\{\tau_i, \tau_j | \tau_i < c_i, \tau_j < c_j\}$ the distance of the corresponding centroids $d(c_i, c_j)$ must be $\leq \theta + 2 \times \theta_c$. Thus, using a threshold $\theta_o = \theta + 2 \times \theta_c$ in the joining phase is enough to ensure that no true result will be missed.

### 6.3.1 Clustering

When forming the clusters, the following points need to be considered:

- To ensure correctness, the radius of all the clusters should be the same, i.e., for any ranking $\tau_i \in C_i$, represented by a top-$k$ ranking $c_i$, $d(\tau_i, c_i) \leq \theta_c$. 

The clustering method should be very efficient, otherwise the cost of the clustering would overweight its benefit.

The performance of the expansion phase depends on the clusters formed.

We address each point individually while explaining our design choices for the clustering algorithm.

For forming the clusters, we could turn to existing methods [WMP13, SHCL14], where, first, the centroids of the clusters are randomly chosen, and then, by computing the distance from the centroids to the other points in the dataset, the members of the clusters are found. However, considering that we aim at forming equal range clusters, where the points are very close to each other, this approach has two main drawbacks, which make it not suitable for our use case. First, due to the very small clustering threshold, and the random choice of the clusters, it could happen that for some, or in the worst case, for all of the chosen centroids, there are no other points in the dataset such that their distance to the centroids is smaller than the clustering threshold, $\theta_c$. This leads to having singleton clusters which do not cause any performance benefit in the joining phase. Another drawback of this approach is that the number of clusters needs to be chosen upfront.

Figure 6.3 shows through an example the creation of the clusters. First, to find the rankings that are very similar to each other, instead of selecting the centroids first and comparing the distance for each point to the centroids, we execute a similarity join algorithm with the clustering threshold over the whole dataset $T$. Here any similarity join algorithm can be applied, however, since prefix filtering approaches are especially efficient for very small thresholds, in our implementation we use the VJ algorithm. Note that the rankings have already been sorted, so we do not perform any additional sorting in this phase. The result of the VJ algorithm are all pairs of rankings $(\tau_i, \tau_j)$ whose distance is smaller than the clustering threshold, i.e., $d(\tau_i, \tau_j) \leq \theta_c$. The clusters are formed such that, from the pairs, we take the first ranking as the cluster centroid, and the second one as their member. This does not only keep the clustering phase efficient, but also simplifies the expansion of the results in the last phase, since then the expansion can simply be performed by joining the result set from the joining and clustering phase. Furthermore, this way we can also efficiently apply filters based on the distance of the elements to their centroids, explained in Section 6.3.3. Clusters formed this way theoretically correspond to clusters formed by grouping the results by the first ranking, and taking the first ranking as the centroid. For instance, in Figure 6.3 the following clusters would be formed $C_1 = \{\tau_1, \tau_2, \tau_5\}$, $C_2 = \{\tau_3, \tau_4\}$ with centroids $\tau_1$ and $\tau_3$, respectively.

Since Spearman’s Footrule distance is a metric, we know that for any two rankings $\tau_i, \tau_j \in C_i$ it holds that $d(\tau_i, \tau_j) \leq 2 \cdot \theta_c$, and thus, members of the same clusters can directly be written to disk as partial results, as long as $\theta_c \cdot 2 < \theta$.

By creating the clusters in this way, all of the afore-listed requirements are satisfied. The radius of all the clusters is the same, i.e., $\theta_c$, and both forming
the clusters and expanding the result set is kept simple, and thus, very efficient. One minor drawback of this approach is that the formed clusters would be overlapping, however, resolving this would negatively impact the performance of both the clustering and the expansion phase.

As input to the next, joining phase, we union the set of centroids $C_m$ that contains all centroids representatives of clusters with at least two members, i.e., $|C| \geq 2$ with the set of centroids $C_s$ that represent the singleton clusters i.e., $|C| = 1$. The set $C_s$ is derived from the original dataset, by finding those rankings $\tau_i \in T$ where there is no other ranking $\tau_j \in T$, such that, $d(\tau_i, \tau_j) \leq \theta_c$.

An example of a singleton cluster in Figure 6.3 is $C_3 = \{\tau_6\}$.

6.3.2 Joining

In the joining phase we need to find all centroids pairs $(c_i, c_j)$ such that $d(c_i, c_j) \leq \theta_o$. To do this, we execute the VJ algorithm over all centroids $c_i$ with a threshold $\theta_o = \theta + 2 * \theta_c$. However, the VJ algorithm is sensitive to the threshold value—for larger threshold values the algorithm performs worse. Thus, it could happen that, even though we are joining a dataset $C \subseteq T$, due to the larger threshold used, the joining phase performs worse than simply executing the VJ algorithm over the whole dataset $T$. Again, note that we do not perform additional reordering of the rankings here, but the VJ algorithm is executed on the initially ordered rankings.

According to Lemma 6.3.1, using a threshold $\theta_o$ is only needed to avoid missing pairs of rankings $\{(\tau_i, \tau_j) | \tau_i < c_i, \tau_j < c_j \wedge d(\tau_i, \tau_j) \leq \theta \wedge d(c_i, c_j) > \theta\}$. Furthermore, due to the small clustering threshold, in the dataset $C$ we have many centroids which are representatives of singleton clusters. For these centroids, we can actually use a smaller threshold, without missing any true result. Lemma 6.3.2 defines this:

**Lemma 6.3.2** Given a join threshold $\theta$, a clustering threshold $\theta_c$, and a set of centroids $C = C_m \cup C_s$, where $C_s$ is the set of centroids that represent the
method: **Centroids Join**

**input:** Dataset $\mathcal{C} = \mathcal{C}_m \cup \mathcal{C}_s$, double $\theta$, $\theta_c$

**output:** all pairs $(c_i, c_j)$ s.t. $d(c_i, c_j) \leq \theta + 2 \times \theta_c$

```plaintext
1. $p_m = \text{get\_prefix}(\theta + 2 \times \theta_c, k)$
2. $p_s = \text{get\_prefix}(\theta, k)$
3. grouped $\leftarrow \text{transform\_and\_emit}(\mathcal{C}_m, \mathcal{C}_s, p_m, p_s)$
4. $\mathcal{R} \leftarrow \text{compute\_sim}(\text{grouped}, k, \theta, \theta_c)$
return $\mathcal{R}$
```

**Algorithm 2:** Joining of centroids based on the type of the centroid.

Singleton clusters and $\mathcal{C}_m = \mathcal{C} \setminus \mathcal{C}_s$ is the set of centroids representing non-singleton clusters. The following pairs of centroids need to be retrieved in order not to miss a potential join result:

\[
\begin{align*}
(c_i, c_j)|d(c_i, c_j) &\leq \theta + 2 \times \theta_c \text{ if } c_i, c_j \in \mathcal{C}_m \quad (6.1) \\
(c_i, c_j)|d(c_i, c_j) &\leq \theta + \theta_c \text{ if } c_i \in \mathcal{C}_m \land c_j \in \mathcal{C}_s \text{ or } \text{vv} \quad (6.2) \\
(c_i, c_j)|d(c_i, c_j) &\leq \theta \text{ if } c_i, c_j \in \mathcal{C}_s \quad (6.3)
\end{align*}
\]

Lemma 6.3.2 allows us to more efficiently join the centroids. It follows that, only for the centroids $c_m \in \mathcal{C}_m$ we need to use $\theta_o$ for joining and thus, only for these centroids, we need to use a prefix based on the threshold $\theta_o$. For the centroids $c_s \in \mathcal{C}_s$ we can actually use the prefix based on the original threshold $\theta$. Then, when computing the distance between the candidate pairs, we keep track of the type of the centroid, and accordingly, we output the pair if it satisfies the corresponding threshold. This is outlined in Algorithm 2.

Since we propose using small values for the clustering threshold $\theta_c$, we expect that in practice, the cardinality of $\mathcal{C}_m$ will be significantly smaller than $|\mathcal{C}|$, and thus, by applying a threshold of $\theta_o$ only for centroids $c_m \in \mathcal{C}_m$, the savings should be notable.

### 6.3.3 Expansion

In the last phase, the final result set is generated. For this purpose, the results from the clustering phases, $\mathcal{R}_c$, and the result from the joining phase $\mathcal{R}_j$, need to be joined together, and the generated pairs need to be verified. Depending on the joined pair from the joining phase, the expansion is done differently. The pairs where both centroids are singletons do not need to be expanded and are directly written to disc. Pairs where at least one of the rankings is not a singleton, need to be joined with the set of clusters, so that similar pairs of rankings between cluster members from different clusters, or with other singleton centroids, are generated.
Algorithm 3 outlines how the final result set is computed. First, the result set from the join phase, $R_j$, is divided into two sets: $R_s = \{ (c_i, c_j) | c_i, c_j \in C_s \land d(c_i, c_j) \leq \theta \}$ and $R_m = R_j \setminus R_s$. $R_s$ is the set of candidate pairs, where both centroids are singletons. These pairs can be directly written to disc without further processing and verification. In addition, a subset of $R_m$, i.e., pairs $(c_i, c_j) | \theta_c < d(c_i, c_j) \leq \theta$, can already be included to the final results set.

Candidate pairs, where at least one centroid is not a singleton, $R_m$, need to be further joined with the set of clusters $R_c$, in order to find the result pairs where at least one ranking is a cluster member. These pairs are missing from $R_j$, since in the joining phase the join was performed only over the centroids. To do this, first the set of clusters and the set $R_j$ are transformed, so that they are brought into a format where as key we have the centroids. Next, $R_m$ and $R_c$ are joined into $R_{R_c \bowtie R_m}$, $R_{R_c \bowtie R_m}$ is used to further generate the following result pairs:

$$R_{m,c} = \{ (r_i, c_j) \mid (r_i, c_j) \leq \theta \land r_i \prec c_i \land (c_i, c_j) \in R_j \}$$ \hspace{1cm} (6.4)

$$R_{m,m} = \{ (r_i, r_j) \mid (r_i, r_j) \leq \theta \land r_i \prec c_i \land r_j \prec c_j \land (c_i, c_j) \in R_j \}$$ \hspace{1cm} (6.5)

To generate the first result set $R_{m,c}$, the candidate tuples in $R_{R_c \bowtie R_m}$ need to be transformed into the needed pairs and further verified if their distance is in fact smaller than $\theta$. For pairs $(r_i, c_j)$, where $r_i \prec c_i$, we already know $d(r_i, c_i)$ and $d(c_i, c_j)$. Thus, using the triangle inequality we verify only those candidate pairs $(r_i, c_j)$ such that $d(r_i, c_i) + d(c_i, c_j) >= \theta$ or $d(c_i, c_j) - d(r_i, c_i) <= \theta$ and the rest we can filter out since we can be certain that their distance is larger than theta.
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Algorithm 3: Computation of the final result set.

For generating the set \( R_{m,m} \) the set \( R_{R_j \bowtie R_m} \) is first transformed, so that the second centroid is set as key of the tuples, and then it is joined with the set of clusters. The joined set is then used to add pairs to the set \( R_{m,c} \). These will be candidate pairs from the members of the newly joined centroids to the centroids we already had in \( R_{R_j \bowtie R_m} \). Filtering based on the triangle inequality is applied here as well. As last step, we generate all candidate pairs \( (\tau_i, \tau_j) \), such that \( \tau_i \prec c_i, \tau_j \prec c_j \) and \( d(c_i, c_j) \leq \theta + 2 \cdot \theta_c \). For these the Footrule distance is computed, and the ones where \( d(\tau_i, \tau_j) \leq \theta \) are written to disc. Before writing the results to disc, the duplicates are removed.

Figure 6.4 illustrates through an example how the join of the two result sets is performed.

6.4 Repartitioning using Joins

As with all distributed algorithms, the data distribution over the partitions greatly influences the performance of the algorithms. The VJ algorithm partitions the rankings based on the items that they contain—rankings that share an item end up at the same partition. This means that in the case of a skewed data distribution, which is often the case, for the items that appear very frequently in the rankings, we would have large partitions. This problem is partially solved by the prefix filtering framework, especially for smaller values of the threshold, \( \theta \), since the most frequent items would not be included. However, as we increase the value of the threshold, \( \theta \), so does the size of the prefix, and then we can have skewed distribution of the data among the partitions. This leads to having few partitions that dominate the overall execution time of the algorithm.

To solve this issue we propose an algorithm where large partitions are split into smaller sub-partitions. Then, the resulting pairs are computed for each small partition, and for each pair of sub-partitions. Algorithm 4 describes this
Figure 6.5: Example of repartitioning of the large partitions using a partitioning threshold $\delta$.

procedure. First, using a user defined partitioning threshold $\delta$ we divide the inverted index into two parts, one where the partitions per item have more than $\delta$ rankings, $I_{>\delta}$, and those whose partitions per item are smaller then the partitioning threshold, $\delta$, $I_{<\delta}$. This in Spark can be easily computed, since the distributed inverted index is kept in one RDD, which allows easy access to the sizes of each partition. For those partitions that are smaller then the partitioning threshold, we compute the all pair similarity join as before. The partitions larger than the partitioning threshold, $I_{>\delta}$, are first split into smaller sub-partitions with at most $\delta$ rankings. This is done by assigning to each sub-partition a random number as a secondary key. To compute the final result set, we first compute the all pair similarity join over each sub-partition. Then, we self join the sub-partitions by the item id, and for those join results where the secondary key of the first join pair is smaller than the secondary key of the second join pair, we execute a R-S similarity join algorithm for the joined partitions. To redistribute the working load equal among nodes, we partition by both the primary and secondary key, i.e., by both the item id and the randomly assigned number. Figure 6.5 illustrates through an example the all pair similarity join computation in case of repartitioning.

In our experiments, we show that the performance of the algorithm does not significantly vary when changing the partitioning threshold $\delta$. However, the value of $\delta$ still needs to be chosen carefully, such that it is not set to a very small value, leading to too many partitions being split into many small sub-partitions. If this happens, then joining the sub partitions in step 5 of Algorithm 4 becomes too expensive, and the benefit of the repartitioning is lost. In addition, due to the use of Spark joins, choosing a very small value of $\delta$ can also lead to memory crashes of the executors.
6. Distributed Similarity Joins over Top-k Rankings

Method: Repartitioning

Input: inverted index over $D$, $I$, partitioning threshold, $\delta$

Output: all pairs $(\tau_i, \tau_j)$ s.t. $d(c_i, c_j) \leq \theta$

1. $I_{>\delta}, I_{<\delta} = \text{split}(I, \delta)$
2. $R_{<\delta} = \text{compute.sim}(I_{<\delta}, \theta, k)$
3. $P \leftarrow \text{repartition}(I_{>\delta}, \delta)$
4. $R_{p1} \leftarrow \text{compute.sim}(P, \theta, k)$
5. $R_{p2} \leftarrow \text{compute.sim}(\text{join}(P, P), \theta, k)$

Return $R_{<\delta} \cup R_{p1} \cup R_{p2}$

Algorithm 4: Computing the all pair similarity join with repartitioning of large partitions using a partitioning threshold $\delta$.

6.5 Experiments

We implemented all algorithms in Spark using Scala 2.10. We deployed all algorithms on a Spark 1.6 (using YARN and HDFS) cluster running Ubuntu 14.04.5 LTS. The cluster consists of 8 nodes, each equipped with two Xeon E5-2603@ 1.6GHz/1.7GHz of 6 cores each, 128GB of RAM, out of which 40GB is reserved for execution of jobs by Yarn, and 4TB hard disks. All nodes are connected via a 10GBit Ethernet connection. Next, we report on the setup and the results of the experimental study.

Datasets

Due to the lack of real top-k ranking datasets, for the experiments we used datasets that are often used in previous work on similarity join of sets and were also used for performing the experimental study for distributed similarity join algorithms [FAB+18]. Specifically, we use the DBLP [DBL] and ORKU [ORK] datasets. To transform the records of these dataset into a top-k rankings, we simply take the top k tokens in the sets, and consider them as items in the rankings. Since we are working with rankings of same size, we remove records with size smaller than k. In addition the datasets are preprocessed as in [FAB+18].

Note that, while in the preprocessing step duplicates are removed from the dataset, since we cut the records to size k it can happen that we have a small amount of records with distance 0 to each other. However, this should not affect the performance of the algorithms, since duplicate records are not handled differently, i.e., the performance of the algorithms should be the same as if there were no duplicates. As we will show later on in our experimental study, what affects the performance of our algorithm is the number of records with distance smaller than $\theta_c$.

After the preprocessing the DBLP dataset has approximately 1.2 million top-10 rankings, and ORKU has approximately 2 million top-10 rankings. Each datasets has a size of 67MB and 173MB. Since these datasets are relatively small
for a distributed setting, we also increase their size using the same method as in [VCL10, FAB+18], where the domain of the items remains the same, and the join result increases approximately linearly with the size of the dataset. We use \(x_n\) to denote the number of times the dataset has been increased. For instance, ”ORKUx5” represents the ORKU datasets increased 5 times.

The files in Spark are read as text files, and are directly partitioned into the number of partitions specified at input. Throughout the experiments we write the number of partitions that the data is divided into. Additionally, we show experiments that illustrate the behavior of the effect that the number of partitions has to the performance of the algorithms.

### Algorithms under investigation

We investigate the performance of the following algorithms:

- The VJ adaptation for top-\(k\) rankings (VJ)
- The VJ adaptation for top-\(k\) rankings using iterators instead of inverted index (VJ-NL)
- The clustering algorithm using iterators (CL)
- The clustering algorithm with iterators and re-partitioning of the data (CL-P)

The experiments are run such that we restrict the memory utilization of Spark, and the number of cores used by an executor, based on the configuration of our cluster. Table 6.2 reports these parameters. In case we use different settings, we write these changes for the specific experiments. We report on the average wall-clock time measured in seconds over 3 runs. If an algorithm runs more than 10 hours we stop its execution.

### 6.5.1 Results

**Performance Based on the Distance Threshold \(\theta\)**

We first evaluate and compare the performance of the above listed algorithms when we vary the distance threshold \(\theta\). Figure 6.6 reports on the performance of the four algorithms for both datasets DBLP and ORKU, for values of \(\theta\) ranging from 0.1 to 0.4. We see that our algorithm outperforms the competitor algorithm.
VJ for larger values of $\theta$. Most importantly, we see that, with the exception of the DBLP dataset, each optimization that we propose brings additional performance improvement. For all algorithms, the execution time increases, as we increase the distance threshold $\theta$, however, for our proposed algorithms, CL and CL-P, the increase in performance is smaller, especially for the latter. For instance, for the DBLPx5 dataset, the execution of the VJ algorithm for the largest threshold value, 0.4, is 100 times more expensive than when executing it for the smallest threshold value of 0.1. On the other hand, the increase in execution time for the CL and CL-P algorithms is 33 and 13 times, respectively. This can be attributed to the design of the CL algorithm. Since in the joining phase less rankings are being processed, the algorithm is not so sensitive to the dataset skewness. With the partitioning of the large partitions into smaller ones, and their redistribution among the nodes in the cluster, the CL-P algorithm shows even larger performance improvement for larger threshold values.

Furthermore, we see that for the datasets DBLPx5 (Figure 6.6(b)) and ORKU (Figure 6.6(d)), the gains in performance are the largest. Here, we can clearly see that using iterators over an inverted index is more efficient when it comes to a Spark implementation. Furthermore, we see that the largest performance benefit from our clustering algorithm are for values of $\theta$ of 0.3 and 0.4. When $\theta$ is set to 0.4, clustering combined with partitioning based on joins (CL-P) performs 5 and 3 times better than the VJ and VJ-NL algorithms, respectively, for the ORKU dataset (Figure 6.6(d)). For the DBLPx5 dataset, the CL-P algorithm outperforms the VJ and VJ-NL algorithms by almost 4 and 3 times, respectively (Figure 6.6(b)). For lower values of the partitioning threshold, i.e., when $\theta = 0.1$ or $\theta = 0.2$, the CL and CL-P algorithms either perform slightly worse than the VJ or VJ-NL, or the gain in performance is not that large. This is especially true for $\theta = 0.1$. This is due to the fact that the VJ algorithm is very efficient for a very small thresholds, since the prefix size is then small. In these cases, the overhead from the additional clustering phase in the CL approach, or partitioning for the CL-P, is larger than the benefit that we could get from it.

Note that, in all cases, the clustering threshold for the CL and CL-P algorithms is set to 0.03. The reason for this is explained bellow, where we study the effect that this threshold has on the performance of the algorithms. The value of the partitioning threshold $\delta$ differs depending on the dataset, and the threshold value, $\theta$. For larger thresholds $\theta$, we choose larger partitioning threshold $\delta$, since we expect an increase in the size of the posting lists. Later we discuss how choosing the partitioning threshold $\delta$ affects the performance. For the smallest dataset, DBLP (Figure 6.6(a)), where the original VJ algorithm is already very efficient, the proposed optimizations lead to worse performance. The CL-P algorithm in this case always performs worse than VJ, since it brings additional overhead of repartitioning and joining already small posting lists. The CL algorithm outperforms VJ only for large values of $\theta$. On the other hand, for the ORKUx5 dataset (Figure 6.6(e)), for $\theta = 0.4$, only the CL-P algorithm finished under 10 hours. Similarly, for the DBLPx10 dataset (Figure 6.6(e)), the VJ
algorithm did not finish under 10 hours.

Scalability

To test the scalability of the proposed algorithm, we varied the number of nodes in our cluster. We executed the CL-P algorithm on a cluster with 4 nodes and with 8 nodes. For this experiment, we reduced the number of cores per executor to 3, and we did not fix the number of executors to be used, i.e., this was left to be decided by YARN, based on the cluster size. The memory restriction per executor and for the driver were kept as specified in Table 6.2. Figure 6.7 shows the performance of the CL-P algorithms for different values of the threshold \( \theta \), for the DBLPx5 and ORKU datasets. The values for the clustering threshold
θc and the partitioning threshold δ were kept the same as for the previous experiment. We see that for both datasets, the CL-P algorithm exhibits better performance, when the number of nodes is increased. For the DBLPx5 dataset, when increasing the number of nodes from 4 to 8, the time cost decreases from 22% to 46%, and for the ORKU dataset the time savings are similar, ranging from 26% to 44%. Again, the largest performance improvement is observed for θ = 0.4.

Furthermore, in Figure 6.8 we plotted the performance of the CL-P algorithm as we increase the size of the DBLP dataset. Note that the result size increases approximately linearly with the increase in the number of records. The rise of the execution time is the largest, i.e., for θ = 0.4, when we increase the dataset size from x5 to x10. In this case the CL-P algorithm executes 7 times slower. However, the reason for this we see in the value of the partitioning threshold δ. We believe that with a more carefully chosen value for δ this increase in the execution time can be avoided. For all other cases of θ the decrease in performance is lower than 5 times.
Effect of the Clustering Threshold $\theta_c$

Another threshold that can have impact on the performance of the proposed clustering algorithm is the clustering threshold $\theta_c$. Depending on the value of this threshold, the size and number of the formed clusters varies, and thus the performance of the whole algorithm. Figure 6.9 shows the performance of the CL algorithm for different values of $\theta_c$ for both datasets. We see that in almost all cases, setting $\theta_c = 0.03$ brings the best performance for the CL algorithm. This can be explained by two reasons. First, as we increase the clustering threshold $\theta_c$, the running time of the clustering phase increases, since here we use the VJ algorithm to find the similar pairs. Second, the benefit by the additionally formed clusters does not seem to compensate for this increase in the running time. Thus, setting the clustering threshold $\theta_c$ to a very small value is the recommend choice, and in all further experiments we set $\theta_c$ to 0.03 for both CL and CL-P.

Effect of the Partitioning Threshold $\delta$

The partitioning threshold $\delta$ is a parameter which decides which and how many posting lists need to be partitioned, and as such, it influences the performance of the CL-P algorithm. In Figure 6.10, we see the performance of the CL-P
algorithm as the partitioning threshold changes, for both datasets DBLP and ORKU and for different values of the threshold $\theta$. For the DBLP dataset we show only the DBLPx5 increased dataset, since, as we showed in Figure 6.6(a), the DBLP dataset is small and does not benefit from the partitioning of the posting lists. For each dataset, we chose different varying ranges for the partitioning threshold, since its value is directly dependent from the size of the dataset. For ORKU (Figure 6.10(a)) we vary $\delta$ from 500 to 5000, for ORKUx5 (Figure 6.10(b)) we vary $\delta$ from 10000 to 50000 and for DBLPx5 (Figure 6.10(c)) we vary $\delta$ from 1000 to 50000. Furthermore, for ORKU and DBLPx5 we plot the performance for $\theta = 0.3$ and $\theta = 0.4$ (Figures 6.10(c) and 6.10(a), respectively), while for ORKUx5, for practical reasons, due to the large execution times when having large values of $\theta$, we plot the performance for $\theta = 0.1$ and $\theta = 0.2$ (Figure 6.10(b)). In Figure 6.6(a) we see that the performance of CL-P is not greatly influenced by the partitioning threshold $\delta$. Starting with small values of $\delta$, the performance is slightly worse, due to the larger number of posting lists that need to be joined, and thus the overhead imposed by the Spark join is larger. Then, as we increase $\delta$, the performance at first drops and reaches its minimum, and then starts to slightly increase. This is important to note, since it gives us more freedom of choosing the value for $\delta$. Note, however, that choosing very small values can lead to either bad performance or crashes of the executors due to memory overhead caused by the joins. During our experiments execution, we experienced crashes due to memory overhead, whenever the $\delta$ value was set to an inappropriately small value, when considering the number of records being processed. On the other hand, setting $\delta$ to a very large value will not bring any performance benefit, since no postings lists will be partitioned.

Increasing the Size of the Rankings

Top-$k$ rankings usually contain only very few items. In fact in our study [AIMS13] we showed that most of the rankings are of size 10 or 20. Therefore, in the previous experiments we focused on rankings of size 10. To see how the performance of the algorithms changes, when we have rankings of larger size, we also run experiments where $k = 25$. For this purpose we used the ORKU dataset, which contains also longer records. From the original dataset, we extracted around 1.5 million top-25 rankings, as described above. This dataset has a size of 289MB. The DBLP dataset contained only shorter records, and thus for this experiment we rely only on the ORKU dataset. Figure 6.11 shows the performance of the four algorithms when varying the distance threshold $\theta$. While our algorithms still outperform the VJ algorithm, there are two important things to note here. First, the difference in the performance between VJ-NL and VJ is not so significant, and second CL performs almost the same as VJ-NL. This might be explained with the size of the dataset, since our clustering algorithms, CL and CL-P, perform better on larger datasets. The CL-P algorithm shows the best performance, except for $\theta = 0.1$, and as, with rankings of size 10, least susceptible to the increase of the threshold $\theta$. For $\theta = 0.1$, the VJ-NL
algorithm performs slightly better than the other algorithms. The CL-P algorithm outperforms the VJ-NL algorithm for 1.5 and 1.9 times for $\theta = 0.2$, and $\theta = 0.3$ and 0.4, respectively. Note that for this experiment, for both CL and CL-P, we set $\theta_c = 0.03$ and the partitioning threshold $\delta$, for CL-P, we set to 5000, for all values of $\theta$. 

Figure 6.10: Performance of CL-P algorithm when varying the partitioning threshold $\delta$

Figure 6.11: Performance of different algorithms for rankings of size 25 when varying the distance threshold $\theta$, for the ORKU dataset.
Varying the number of Spark partitions

The general recommendation when executing Spark jobs is to set the number of partitions to be at least four times as the number of executors running. In our setting, this means that the general recommendation is to have at least 100 partitions. Figure 6.12 shows the performance of different algorithms (VJ, VJ-NL and CL) for different number of partitions. For this experiments the partitioning threshold $\theta$ is fixed to 0.3. We see that, for both DBLP and DBLPx5, the performance does not change much as we increase the number of partitions. In fact, we see that whether the performance increases or decreases, as we increase the number of partitions, depends on the size of the dataset. For the smaller dataset, DBLP, the best performance is observed when the number of partitions is set to 86, and then the performance slightly decreases. For DBLPx5, on the other hand, we have the best performance of both CL and VJ-NL for 186 partitions. Figure 6.13 shows the performance of the CL-P algorithm when changing the number of partitions. For CL-P we used a larger span of the number of partitions, from 286 to 686. Since here we additionally repartition the large partitioning into smaller ones, we believed that using a larger number of partitions is more appropriate for this approach However, as we can see from Figure 6.13, the performance is again not greatly influenced by the change of the number of the partitions. In fact, there is also a slight drop in the performance in the initial increase in the number of partitions, from 286 to 486. In all of the experiments presented before, the number of partitions was set to 286.

Lessons Learned

The proposed clustering algorithms, CL and CL-P, outperform the adaptation of the state-of-the-art algorithm for similarity joins over sets, VJ, for higher values of the distance threshold $\theta$. For small values of $\theta$ the VJ algorithm is very efficient on its own, and thus, the benefits introduced by the additional stages of the CL approach, do not seem to pay off. This is also the case for
small datasets. However, more importantly, for larger datasets, the CL and CL-P approaches seem to bring larger performance improvements over the VJ algorithm. Additionally, both seem to be less susceptible to the increase of the distance threshold. This seems to be especially true for the CL-P algorithm, in particular, when the partitioning threshold is chosen right. Furthermore, our approach is more appropriate for handling datasets with skewed distribution, as first, the dataset is reduced for the joining phase, and second, large posting lists are split into smaller ones and processed in parallel. For choosing the partitioning threshold, $\delta$, statistics like the number of records in the dataset, and the size of the vocabulary, or item domain, can be used. Although, we showed that the performance of the CL-P algorithm does not change drastically with the alteration of this threshold, still its value should be appropriately chosen, since assigning very small values leads to memory crashes. This is the drawback of our solution—since we rely on Spark joins, memory crashes are possible, especially where the result set is larger. Regarding the clustering threshold, we showed that using a very small values, like $\theta_c = 0.03$, leads to the best performance of the CL algorithm, regardless of the dataset.

### 6.6 Summary

In this chapter, we addressed distributed similarity join processing techniques for a datasets of top-$k$ rankings. First, we adapted existing state-of-the-art set-based algorithm for distributed similarity joins for processing of top-$k$ rankings. Next, we presented an approach which synthesizes this state-of-the-art distributed similarity join algorithm with the advantages of metric-space, distance-based, filtering. It works in several stages, where each can be independently configured from each other. Furthermore, our algorithms are designed and implemented in Apache Spark, as suggested by a recent experimental study. By a comprehensive performance evaluation using two real-world datasets, we showed that the presented approach exhibits better performance than the competitor, Vernica Join.
Chapter 7

Class-Constrained k-Nearest Neighbor (CCk-NN)

7.1 Introduction

Another typical similarity query is the k-Nearest-Neighbor (k-NN) query. As described in Chapter 2, a classical k-Nearest-Neighbor (k-NN) query returns \( k \) objects with the smallest distances to a query object \( q \). In this chapter, we address a variation of this type of similarity query, i.e., we address the problem of processing k-NN queries where the result objects should additionally be constrained to specific user-defined classes, \( C_q \). We refer to this problem as a Class-Constrained k-Nearest Neighbor (CCk-NN). The work presented in this chapter is based on our own publication at WebDB 2018 [MNM18].

This problem can be applied to many settings where the searched objects can have different attributes, however, it is especially common in the domain of geospatial data where we have objects of different classes, like sightseeing, recreational, restaurant, administrative and also more fine-grained types such as cuisine of a restaurant. For instance, consider Alice, who is visiting London. While out for sightseeing, she would like to have lunch in a French restaurant. She is traveling on budget, so the restaurant should be inexpensive. To assist Alice, an application would need to find the nearest \( k \) French restaurants, that have good reviews but are also not expensive. The application of CCk-NN is not restricted to geospatial data, but it is the most illustrative one.

To solve the CCk-NN problem, we could index the dataset using an index structure suitable for k-NN search, for instance, an R-tree [Gut84]. To process our k-NN query with class constraints, first a \( k' \)-NN query is executed, where \( k' > k \). Then, it is checked whether the results fulfill all the classes in \( C_q \). If not enough results are found, the query is executed once again with a larger
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$k'$, ideally in an incremental fashion. This solution has already been presented by Hjaltason and Samet [HS99]. The drawback of this approach is that many unnecessary comparisons have to be made, when the classes in $C_q$ have low selectivity, i.e., only a small percentage of objects fall into the classes in $C_q$.

Another possibility is creating an inverted index that maps a class to all objects that fall into this class. Then, instead of going through all objects, we could directly determine those objects that satisfy the classes $C_q$ upfront. Then, we need to compute the distance to the query for all of them, and return the $k$ objects with the smallest distance.

In this paper, similarly as in our work presented in Chapter 5, we present a solution which combines an inverted index with a spatial index structure. An inverted index is used to find the objects that satisfy the classes in $C_q$, but instead of comparing all these objects to the query, an index structure is used to find the $k$ closest objects to $q$. One major challenge that arises from our indexing approach is the question for how many and for which classes, or combination of classes, do we create sub indices. Since one object can belong to several classes, it would also be indexed by multiple indices. The number of sub indices that can be created, and thus the memory and construction time overhead, quickly increase as the set of classes increases. The focus of this work is to explore and in particular optimize the potential of having inverted indices of different granularity, in the sense that not only single classes but pairs, triplets, etc. of classes are used as keys to determine the corresponding objects.

7.1.1 Problem Statement

The problem addressed in this chapter can be defined as follows:

Given a set of objects $O = \{o_1 \ldots o_n\}$, where each object $o_i \in O$ has a set $C_{o_i}$ of associated classes from a global set of classes $C = \{c_1, \ldots, c_j\}$, and a distance function $d$, the task is, for a user specified query $q$ and query classes $C_q \subseteq C$ to find $k$ objects $O_R \subseteq O$ such that $\forall o_r \in O_R : C_{o_r} \supseteq C_q$ and there is no object $o_s \in O$ and $o_r \in O_R$ such that $d(q, o_s) < d(q, o_r)$ and $C_{o_s} \supseteq C_q$.

If there is more than one class constraint given ($|C_q| > 1$), then they are all applied, thus they have a conjunctive meaning. The result set can be smaller than $k$ in the case when less than $k$ objects satisfy the classes in $C_q$. Each class is of the form attribute: value, for instance color: blue.

As with standard k-NN search, we aim at having as few object comparisons as possible, low memory usage, fast index creation time, while having low query response time.

In prior work of our group [dSTM18], this problem was already presented and it was shown that creating an index for all combination of classes can lead to performance gains, however, it also leads to significantly increased memory and construction time overhead. It is clear that materializing all combination of classes is not a feasible when having larger global set of classes, $C$, as it requires possibly generating $2^{|C|}$ sub indices. In this work, we specifically address this.
7.2 Multi-Key Inverted Index with Smart Posting Lists (MISP)

In this work, similarly to the work presented in Chapters 5 and 6, we combine an inverted index with an existing spatial indexing technique, into a new index, named Multi-Key Inverted Index with Smart Posting Lists (MISP). MISP combines the benefits of both inverted indices and $k$-NN index structures. The idea behind this mixture, for this specific problem setting, is that we can easily find the data objects that belong to the classes we are searching for, and then, find the most similar $k$ ones without comparing them all to $q$. Figure 7.1 illustrates this index. Instead of having data stored in plain posting lists, we index them using $iDistance$ [JOT+05], an index structure for searching data in metric space that allows incremental $k$-NN searching—but any other index structure for $k$-NN search can be used instead. The MISP index can also have combinations of classes as keys in the inverted index. Thus, only the objects that satisfy all of the key’s classes are indexed in the corresponding $iDistance$ sub index. We call these $m$-key sub indices, where $m$ is the number of keys for this sub index. Figure 7.1 illustrates a simplified MISP index for the Alice example.
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Figure 7.1: Multi-Key Inverted Index with Smart Posting Lists

presented in Section 7.1. This MISP index has indexed in 1-key sub indices all objects that are of type restaurant, coffeehouse, or bakery, as well as objects with cuisine French. In addition, via 2-key sub indices, both French restaurants and French bakeries are indexed. Hence, when Alice is searching for the nearest French restaurant, we can directly search for the nearest French restaurant using the created 2-key sub index—instead of searching all the restaurants and then pruning the ones which are not French.

However, there is also the drawback that a French restaurant will be indexed three times: once for restaurants, once for objects with French cuisine, and once in the sub index for French restaurants. However, when searching for French coffeehouses, we have the opposite situation: During search, we have to access either the sub index containing all coffeehouses, or the one for French cuisine, but we do not have an additional storage overhead. If we do not expect many queries for French coffeehouses, this would be the preferred solution.

7.2.1 Index Creation

MISP is built layer-by-layer in a bottom-up manner. First, we create the 1-key sub indices. For correctness reasons, in order not to miss any potential result object, this layer is completely built, i.e., there is one sub index for each class \( c \in C \). This layer represents a foundation for the next layers and also serves as fallback for every query, because every data object must fall into one of these indices. For instance, if we are given a query \( q \) with two class constraints, restaurants and French, \( |C_q| = 2 \), it can happen that there is no sub index created for this combination of classes. Then, to find the results, we can query the single-key sub indices, either the one for restaurants or for French objects depending on its size. For the next layer(s), the 2-key sub indices (and 3-key sub indices, etc.), we can decide, if we want to build all possible ones. We combine every 1-key sub index with every other. In order to speed up construction, we use the layer below as basis for calculating the possible combinations. The
drawback of this approach is that we have to have all possible combinations from the layer below, to make every possible combination in the current level. If we do not build the level of \( m - 1 \) fully, we will miss some combinations in the \( m \)-key sub indices. The maximum \( m \) for which we create \( m \)-key sub indices we refer to as the depth of the MISP index. The depth of the MISP index in Figure 7.1 is two.

### 7.2.2 Querying

Querying the MISP index is slightly different than querying the inverted index. Instead of querying all sub indices for each class in \( C_q \), and then merging the results, we query only the sub index for the most selective class (combination of classes) in \( C_q \), and the sub index is incrementally searched until we find \( k \) nearest objects that satisfy all the constraining classes. This is possible since each object in the index has a set of classes that it belongs to, \( C_o \), attached to it. In order to find the most selective class, during construction time of the index, we gather statistics for how many elements each sub index has indexed and, we keep class co-occurrence statistics. When at query time we are given a set of classes \( C_q \) where we have a combination of classes that do not occur together in the dataset, we terminate the search early, as there are no possible results.

When we have MISP index with larger depth, finding the most selective sub index imposes a small overhead, because in order to find it, we first create the power set of the query’s classes, that is, \( 2^{C_q} \). Then, for each element of this power set, we check if we have the corresponding sub index and, if so, its size.

Therefore, in order to reduce the overhead, while increasing our chances to “hit” a selective multi-key sub index, we create only those multi-key indices of the classes that contain the most elements in the dataset \( D \). The idea behind this is that we assume that the issued queries would follow the same class distribution as our dataset \( D \). In order to find the most popular classes, we use the class co-occurrence statistics mentioned above. If the queries are not following the dataset characteristics, one would require a query log for analysis, but the idea would remain the same.

Since an object can take on multiple classes, the drawback of MISP is that its memory consumption as well as construction and maintenance overhead increases with the number of sub indices created. Furthermore, the time needed for searching for the best most selective sub index increases, as we have to check for every \( m \)-combination of class constraints, if they exist and if yes, how many objects are in this sub index. Even when creating the multi-key sub indices only for the most popular classes, the number of possible combinations of sub indices, computed as \( \sum \binom{c}{i} \), drastically increases with the number of possible classes (i.e., \( |C| = c \)). To address this issue, in the next section, we present a cost model that finds the cutting point at which the creation of additional sub indices would lead only to negligible performance gains.
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In the following, we propose a cost model that estimates the cost for querying and the cost for storing the MISP index. As the MISP index employs an inverted index, the cost model has some resemblance with the cost model devised for estimating the performance of the Coarse index, described in Chapter 5. However, the two indices differ in the way they are queried, which, in turn, highly impacts the query performance.

7.3.1 Cost for Querying

In order to understand the cost for querying MISP, we compute the expected number of distance function calls, for a given query \( q \) and a set of constraining classes \( C_q \). For this, we need to estimate the size of the sub index, the probability of hitting an index structure at some index level \( m \), and the cost for querying the specific sub index structure used. However, since our goal is to devise a general and simple cost model, independent of the underlying index structure used, we devise a cost model where we assume that all indexed objects in the queried sub index are evaluated via a full scan. This gives us an estimation of the upper bound of the cost for querying the MISP index. Furthermore, for simplicity, we assume that the data is uniformly distributed over the global set of classes \( C \), and we assume that the size of the dataset \( |D| = d \) and of the global set of classes \( |C| = c \) is known. We also assume that the average expected size of the set of constraining classes \( |C_q| = a_q \) is known. We start by estimating the cost for querying a MISP index with depth 1, which is basically an inverted index where each sub index contains elements from only one class and we build up our cost model from there.

Let \( Y \) be a random variable representing the number of objects, \( y_i \), in the sub index for the \( i \)-th class \( c_i \). \( E[Y] \) is then the expected number of data points in this index. When the objects in the dataset belong to more than one class, they will be inserted into every sub index they belong to. Therefore, to estimate the expected size of the sub indices, we need to estimate the average count of classes that an object belongs to, \( \text{avg}_{c_o} \). This can be computed as \( \text{avg}_{c_o} = \sum_{i} C_{o_i} | O | \). The total number of stored objects in the MISP index can be estimated as \( d \cdot \text{avg}_{c_o} \). Then \( y_i = \frac{d \cdot \text{avg}_{c_o}}{c} \) and \( P(y_i) = \frac{1}{c} \) as we are always querying only one sub index in MISP. Thus, the expected size of the queried sub index can be computed as:

\[
E[Y_{\text{InvSeq}}] = \sum_{i=1}^{c} y_i \cdot P(y_i) = \sum_{i=1}^{c} \frac{d \cdot \text{avg}_{c_o}}{c} \cdot \frac{1}{c} = \frac{d \cdot \text{avg}_{c_o}}{c}
\]  
(7.1)

Thus, in the case of having a sub index only for each individual class, the upper bound on the number of distance function computations can be computed as:

\[
E[Y_{\text{InvSeq}}] = \frac{d \cdot \text{avg}_{c_o}}{c}
\]  
(7.2)
Next, we extend the cost model to estimate the cost of a MISP index of depth 2, where in addition to the sub indices for each class, the MISP index also contains sub index for each pair of classes in \( C \). In this case, we need to take into account the number of additional sub indices created. This can be calculated as:

\[
\text{max}_{\text{extra}} = \left( \frac{c}{2} \right) = \frac{1}{2} c (c - 1) \tag{7.3}
\]

Since in practice the number of \( \text{max}_{\text{extra}} \) sub indices can be very large, we actually would create only \( l, l \leq \text{max}_{\text{extra}} \) sub indices. To calculate the expected number of items in such an index, we first need to estimate the expected size of a 2-key sub index. Similarly to the expected size of the single-key sub indices, we have \( P(y_i) = \frac{1}{l} \) and:

\[
y_i = \frac{d \cdot \text{avg}_{\text{co}}}{c} \cdot \frac{\text{avg}_{\text{co}} - 1}{c - 1} \cdot \frac{1}{l}
\]

Then:

\[
E[Y_{2\text{-key}}] = \sum_{i=1}^{l} y_i \cdot P(y_i) = \sum_{i=1}^{l} \frac{d \cdot \text{avg}_{\text{co}}}{c} \cdot \frac{\text{avg}_{\text{co}} - 1}{c - 1} \cdot \frac{1}{l} \tag{7.4}
\]

Next, we need to estimate the probability, that we hit such 2-key sub index. The probability depends on the number of class constraints \( |C_q| \) provided at query time. If we have only one class constraint on the query, we can not hit a 2-key sub index at all. If we have built all possible 2-key sub indices and \( |C_q| \geq 2 \), we have a 100% chance that we will hit such sub index. This is estimated with the following formula:

\[
P(2\text{-key}) = \begin{cases} 
0 & a_q = 1 \\
1 & l = \text{max}_{\text{extra}} \land a_q \geq 2 \\
\frac{1}{\text{max}_{\text{extra}}} & a_q = 2 \\
1 - B_{n,p,k}(\frac{a_q}{2}, \frac{l}{\text{max}_{\text{extra}}}, 0) & a_q > 2 
\end{cases} \tag{7.5}
\]

\( B_{n,p,k} = \binom{n}{k} p^k (1 - p)^{n-k} \) is the probability to hit exactly \( k \) times in a Bernoulli process with \( n \) trials and \( p \) is the success probability. In our case, we have a Bernoulli process where \( n \) is the number of pair of classes that we can build with the classes in \( C_q \). Then, we want to know, which are the chances that these would match at least one of the 2-key sub indices that are created. This is expressed by the complementary probability of hitting exact zero times.
The final expectation of data point in the accessed index is:

\[
E[Y_{MISP_{2-key}}] = P(2-key) \cdot E[Y_{2-key}] \\
+ (1 - P(2-key)) \cdot E[Y_{invSeq}]
\]  \hspace{1cm} (7.6)

Estimating the cost at any level \(m\) can be done accordingly. The number of \(m\)-key sub indices, under the assumption that all indices at each level are created, is \(l_m = \binom{c}{m}\), and the total number of sub indices would be \(l_{total} = \sum_{i=1}^{m} l_i\). The number of items can be computed as:

\[
y_i(m) = \frac{d \cdot \text{avg}_c \cdot \frac{\text{avg}_c - 1}{c - 1} \ldots \frac{\text{avg}_c - (m - 1)}{c - (m - 1)}}{c - m} = d \cdot \prod_{i=0}^{m-1} \frac{\text{avg}_c - i}{c - i}
\]  \hspace{1cm} (7.7)

and similarly \(P(y_i) = \frac{1}{l_m}\). Thus \(E[Y_{m-indexSeq}]\) can be computed as:

\[
E[Y_{m-key}] = \frac{d}{l_m} \cdot \prod_{i=0}^{m-1} \frac{\text{avg}_c - i}{c - i}
\]  \hspace{1cm} (7.8)

Next, we need to calculate the probability of hitting such an index. Since we are always favoring the sub indices for keys created as a combination of more class constraints, we estimate the probability of hitting some level \(i\), where \(1 \leq i \leq m\), recursively as:

\[
prop(i) = \left(1 - \frac{m}{m+1} \cdot prop(i)\right) \cdot (1 - B_{n,p,k}(\binom{a_q}{i}, \frac{l_i}{l_{max}}, 0))
\]  \hspace{1cm} (7.9)

The first part of Equation (7.9) estimates the probability that we have not yet hit a level having more class constraints than the current level \(i\). The second part is the generalization of Equation (7.5). It is still a series of Bernoulli processes, however, this time we estimate to hit at least one of the combination of the classes in \(C_q\) with the probability of the number of sub indices build at level \(i\), \(l_i\), divided by the possible sub indices at this level, \(l_{max}\). To get the estimated number of distance function calls when we have the general case of MISP index, we sum up the numbers:

\[
E[Y_{MISP}(m)] = \sum_{i=1}^{m} prop(i) \cdot E[Y_{i-key}]
\]  \hspace{1cm} (7.10)

By plugging a value for the number of created sub indices \(l\) at level \(m\), \(l_m\), in Equation (7.10) we can estimate the number of distance function computations depending on the number of sub indices created at each level of the MISP index. Thus, Equation (7.10) should ideally help us not only in choosing the depth of the index, but also the number of sub indices created at level \(m\).

According to Equation (7.6) Figure 7.2(a) shows the estimation of the number of distance function computations when varying the number of 2-key sub indices.
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Figure 7.2: Cost estimation (a) and index size in MB (b) for 2-key MISP index when varying the number of 2 key sub indices created ($d = 1,000,000$, $c = 20$, $avg_{co} = 5$ and $aq = 5$).

for a dataset with the following parameters: $d = 1,000,000$, $c = 20$, $avg_{co} = 5$ and $aq = 5$. As expected, the number of distance function computations is decreasing as we increase the number of sub indices created. However, we can see that the rate at which the value is decreasing is dropping, and after some point, in this case around $l = 60$, the decrease in distance function computations becomes insignificant. One way of choosing the number of sub indices to be created at level $m$ would be to calculate the percent decrease and then stop when this becomes lower than some threshold value $t$. Below, we propose an algorithm for choosing the number of sub indices to be created that also takes into account the estimated size of the index.

7.3.2 Estimating the Size of the Index

The size of the MISP index can be easily estimated using the equations from before. Note that in this approximation, the occupied space for the data itself will be left out, because it will always be constant for one data set, independent of the employed indexing method. This means, when comparing two different index structures, only the difference of their overhead is relevant. We try to formulate this as general as possible, as this overhead depends heavily on the implementation.

For estimating the size of the MISP index we again need the expected size of the sub indices, the size of $|C|$, and the overhead imposed by the index structure. Let $X$ be a random variable representing the size of the sub indices. Without loss of generality, we assume that in the index we only store pointers to the data objects. For the MISP index with depth one we would have:

$$E[X_{MISP}] = c \cdot (oh_{tree} + pointer + string + integer) + c \cdot \frac{d \cdot a_d}{c} \cdot oh_{node} \quad (7.11)$$

where the string and the pointers take into account for storing the key in the inverted index, and a pointer to each sub index, and $oh_{tree}$ and $oh_{node}$ account
**Class-Constrained k-Nearest Neighbor (CCk-NN)**

**input:** $|D|, |C|, a_q, avg_c_o, \text{step}$

1. while $m \leq a_q$ do
2. $l_i = 0$; increase($m, 1$)
3. while improvement($L,M$) > cost($L,M$) do
4. increase($l_i, \text{step}$)
5. $M = \text{est\_size}(m, l_i)$;
6. $L = \text{est\_df\_computations}(m, l_i)$
7. return $L, m$

**Algorithm 5:** Algorithm for determining the depth $m$ and the number of sub indices per level for the MISP index by accounting the performance gained versus the memory consumed for the created sub indices.

for the overhead of each sub index and each node in the sub index which we consider them to be trees.

Generalizing this cost model to level $m$ is straightforward, keeping in mind that we can reuse the estimations from the previous subsection. We have:

$$E[X_{\text{MISP}_m}] = (l_m \cdot (\text{oh\_tree} + \text{pointer} + i \cdot \text{string} + \text{integer})$$

$$+ l_m \cdot ((d \cdot \prod_{i=0}^{m-1} \frac{9d - i}{c - i} + 1) \cdot \text{oh\_node})$$

(7.12)

where $1 \leq l_m \leq \binom{c}{m}$ is the number of sub indices created at level $m$. To get the total size of the MISP index we just need to sum up the costs from each level. Figure 7.2(b) shows the estimated cost for a 2-key MISP index for a dataset with $d = 1,000,000$, $c = 20$, $avg_{c_o} = 5$ and $a_q = 5$. Furthermore, as overhead for the tree and node we have used $\text{oh\_tree} = 704b$, $\text{oh\_node} = 1024b$, $\text{pointer} = 256b$, $\text{string} = 576b$ and $\text{integer} = 128b$, which account to our Java implementation. As expected, the size of the index increases linearly with the number of sub indices added (cf., Figure 7.2(b)).

### Overall Cost

To put the two costs together one needs to consider the trade-off between the performance gain induced by having more sub indices and the price of increased memory consumption. At some point, as it can be seen in Figure 7.2, the reduction in distance function computations becomes marginal, while the memory consumption steadily increases. At this point, the price paid, in terms of memory consumption, for creating more sub indices is larger than the benefit gained.

Algorithm 5 sketches this idea. For each level $m$, the distance function computations and the index size is estimated, for varying number of sub indices.
created. While the benefit from having these indices is higher than the cost paid, we continue adding more indices. Once this stopping condition applies, the number of sub indices that should be created for the current level is marked, and we continue with the estimations for the next level $m$.

Depending on the use case scenario, as cost paid can be considered also the construction time, or the overhead imposed for updates. Considering that when adding more sub indices we also increase the redundancy of objects in the MISP index, the cost for updates needs to be considered. While the construction time can be deduced from the size of the index, the cost for updates needs more detailed investigation. However, estimating the cost for updates, and how exactly the trade-off between the benefit gained and the cost paid can be computed is left for future work.

7.4 Experiments

All experiments were executed on a desktop machine running Ubuntu 16.4 with an Intel Core\textsuperscript{TM} i5-4570 CPU and 8 GB of RAM (5 GB used by the Java VM). We implemented the different indexing strategies using Java 8.

Datasets

For the experiments we used both a synthetic and a real dataset. The synthetic dataset consist of two dimensional points where the value of every dimension is fixed between 0 and 100. The dataset is created by first randomly picking points that act as the pivot of the partitions. Then points in each partition are added by moving the points away from the pivot. The direction, and the distance is chosen randomly, however, it does not exceed the radius of the partition, provided at input. Important to note is that the data objects are distributed uniformly over the classes. For the experiments in this paper, we have generated a dataset with the parameters: $|O| = 1,000,000$, $|C| = 20$, $|C_o| \leq 5$, $|C_q| \leq 5$.

For the real-world dataset, we used geospatial data provided by OpenStreetMap (OSM). We used the available data from within the boundaries of Germany\footnote{\url{http://download.geofabrik.de/europe/germany.html}, downloaded on 2016-11-20}. For the experiments we focus on Points of Interest (POIs), and the rest of the data, e.g., streets, railroads or buildings, were dropped. We were left with about 1.3 million data entries. The data in the OSM dataset is described by a set of user specified tags whose values are freely inputed by users. The tags we cleaned and adapted as classes of the data objects. To each data object we assigned at most six classes, thus $\forall o_i \in O : |C_o| \leq 6$: amenity, shop, city, hasName, hasOperator, hasOpeningHours. The first two classes can take many values. \textit{Amenity} can take more than 8500 and \textit{shop} more than 10000 different values. For city the values are only sometimes there. The last three we made them as boolean classes, an object either belongs to this class or not. For instance, a data object with the tags "amenity=pub, name=Wladi Rockstock,
opening_hours=Tu-Su 18:00+” would get the classes “amenity:pub”, “hasName” and “hasOpeningHours”. The queries that we use for the experiments are randomly chosen from the data.

Indexes under Investigation

We have focused on measuring the performance of the following indexing strategies:

- Sequential scan (Seq), as a baseline approach
- \textit{iDistance} [JOT+05] having all the data objects indexed.
- Inverted index using single classes as keys (InvSeq).
- Additionally, for understanding the accuracy of the cost model, we also look at MISP-seq, that is, MISP where the elements in the inverted index are evaluated by sequential scan (MIPS-seq).
- Our combined index, MISP, where \textit{iDistance} is used as sub index (MISP).

Performance Measures

To get some insights into the performance of the different indexing strategies we measured the following: (i) index creation time, (ii) memory consumption, (iii) wallclock time, and (iv) number of distance function (df) computations. We report the time (df computations) needed to execute 100 queries, with \( k = 20 \).

7.4.1 Results

Validity of the Cost Model

In order to assess the validity of our cost model, we conduct an experiment where we measure the performance of the MISP index as we vary the number of 2-key and 3-key sub indices created. For this experiment, we used the synthetic dataset described above. We also measured the performance for a version of the MISP index, where the sub indices are plain posting lists, denoted as MISP-seq. We did this because this better reflects the cost model, which estimates the distance function comparisons to all the objects in a sub index.

As we can see in Figure 7.3, the cost model provides an accurate estimation of the real performance and size of the MISP index for level 2. The performance of the MISP index where as sub index we use the \textit{iDistance} index is lower than the one estimated with the cost model. However, what is important is that the performance improvement when adding more sub indices follows the same trend. For the estimation for the number of sub indices at level 3 (Figure 7.3(c)), we have created only 60 sub indices at level 2, as this seems to be the point at which the improvement in distance function computations becomes marginal.
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We see that the cost model, at first, overestimates the decrease in the number of distance function computations, but then at around 200 sub indices, the cost model starts to more realistically capture the decline in distance function computations of the MISP index.

Comparison of Different Indexing Techniques

Next, using the OSM dataset, we compare the MISP index against the inverted index and the iDistance. We also plot the result when having a plain sequential scan, as a baseline. To see whether introducing 3-key sub indices would lead to more performance benefits, we have also created a version of the MISP index with the best 500 2-key iDistance sub indices, and the objects belonging to the remaining 2-key combinations indexed in a corresponding posting list, instead of using an iDistance index. In addition to this we also created 500 3-key iDistance sub indices. This MISP index version is denoted as MISP2+3 in Figures 7.4 and 7.5.

Figure 7.4 shows the memory consumption and the creation time of the MISP where we have created the best 500 2-key sub indices, compared to the iDistance the inverted index and a sequential scan. The reason for creating 500 sub indices
is explained below. As expected, the creation time and memory consumption of the MISP index is worse compared to the two baselines. Especially for the creation time, we see that creating additional sub indices presents quite some overhead, especially when we have created all 2-key sub indices and 500 3-key sub indices (MISP2+3). However, even though we are working with relatively large dataset of 1.3 million objects, the memory consumption is still reasonable, i.e., under 1GB.

Figure 7.5 shows the distance function computations and the query execution time for different indexing techniques. As we can see in Figure 7.5(a) by using the MISP index with 500 2-key sub indices we have significantly lower number of distance function computations compared to the iDistance index or the inverted index. Accordingly, the MISP index has the best query execution time as well (Figure 7.5(b)). It is interesting to notice that the inverted index outperforms the iDistance index for this dataset. We can see that adding the additional 3-key
sub indices only slightly reduces the number of distance function computations. There is even a slight degradation in the query execution time due to overhead for finding the best index. Note, that Figure 7.5 is in logarithmic scale.

Varying the Number of 2-Key Sub Indices

Next we evaluate the performance of the MISP index using the OSM dataset when varying the number of 2-key sub indices. Since this dataset has a very large set of possible classes, we first investigate the performance of the MISP index in the case when we vary the number of only 2-key sub indices created. Only for 2-key sub indices in this dataset there are 196,284 possible combinations. Note that all the 1-key sub indices are also present in the MISP index, and we create the \( n \) best 2-key sub indices as described in Section 7.2. Figure 7.6(a) shows that for the real dataset the distance function computation follow a similar trend as with the synthetic dataset. At first, there is a drastic drop in the number of distance function computations, which then starts to slowly decrease. However, in Figure 7.6(b) we see that as we increase the number of 2-key sub indices there is an added overhead from finding the best index, and thus the query execution time at first improves, but then starts to slightly deteriorate. At the moment this overhead is not taken into account in our cost model.

We see that for 500 2-key sub indices the df computations only marginally improve, and there is no significant performance degradation. That is why in the previous experiment only the best 500 sub indices were created.

Performance Based on the Depth of MISP Index

To better investigate the performance of the MISP index, when having an index with different depth, i.e., when increasing the value of \( m \), we performed an experiment using the synthetic dataset. We test the performance of the MISP index for values \( 2 \leq m \leq 5 \). However, to reduce the overhead, on each level we create only the 100 best \( m \)-key sub indices. The performance of the MISP index,
as it can be seen in Figure 7.7, does not improve much as we add additional layers. We have measured that the construction time increases significantly with adding layers of \( m \)-key sub indices. The memory consumption, on the other hand, shows not to be such an issue.

**Lessons Learned**

From the presented experiments we can conclude that the MISP index clearly outperforms the inverted index and the iDistance index. The query execution benefits of the MISP index can already be seen when having sub indices at level 2. Adding more levels to the index, as expected, brings additional performance improvement, however, it comes with the expense of higher memory consumption and index creation time. In fact, the index creation cost seems to be more of an issue that the memory consumption, when it comes to adding more sub indices. This is because the creation of each iDistance index is expensive. An interesting observation is that adding more sub indices at some level is not always beneficial, when it comes to the performance, especially when the cardinality of the global set of classes \( C \) is very large. In this case, the cost for searching the best index to be queried, seems to outweigh the benefit of having these indices. Finally, and most importantly, we could see that the presented cost model correctly captures the performance and memory consumption cost of the MISP index, and thus, could be used for estimating the number of sub indices that would bring the best performance time versus memory consumption trade off, for some dataset \( D \), with an associated set of global classes \( C \).

## 7.5 Summary

In this work, we proposed and analyzed an indexing strategy for solving the Class-Constrained k-Nearest Neighbor (CCk-NN) problem. As a solution we proposed an index that
combines an inverted index with a similarity search index. We specifically use the iDistance, but any other index can be used. To solve the problem imposed by the proposed indexing strategy, of how many and which sub indices do we need to create to get the best performance, while reducing the overhead, we proposed an experimentally validated cost model and discussed how the user can find the point at which the performance gain will be minor when creating more sub indices. Furthermore, in an experimental study we show that our indexing strategy performs better over existing indexing techniques.
Chapter 8

Conclusion and Outlook

In this thesis we addressed the problem of similarity search over top-$k$ rankings and class-constrained objects. All of the presented solutions combine in some way an inverted index with distance-based filtering.

First, we have presented some theoretical bounds for top-$k$ rankings, which allow the adaptation of existing state-of-the-art set-based similarity search algorithms to our problem setting. Next, the Coarse index, which unites an inverted index and a BK-tree, in order to efficiently process similarity range queries over top-$k$ rankings has been presented. The Coarse index first indexes the data using a BK-tree, and uses this tree to divide the data into partitions with fixed radius. The centroid of each partition is then indexed using an inverted index. However, in order to achieve the best performance, this index blend requires some tuning, which dictates the granularity of the partitions and the size of the data indexed with an inverted index. Thus, we have also presented a theoretical cost model, which, based on the data distribution, enables choosing the performance sweet spot of the Coarse index. We further presented optimizations over the inverted index, that can either be used independently or in combination with the Coarse index, to even further reduce the time cost needed for processing similarity range queries. Furthermore, we have presented an iterative, distributed, algorithm, implemented in Apache Spark, for efficiently answering similarity join queries over top-$k$ rankings, which reuses the concepts introduced for solving the similarity range problem, and applies them for answering similarity join queries in a distributed setting.

In addition, we have presented the MISP index structure, which is specifically designed to efficiently handle a special type of the $k$ nearest neighbors query, where class constraints are also introduced, the class-constrained $k$ nearest neighbors query (CC$k$-NN). Similarly as the Coarse index, MISP combines and inverted index with a spatial index structure, specifically the iDistance—an inverted index is used to index the objects per class, or combination of classes. Then, instead of placing the objects in regular posting lists, MISP indexes them with the iDistance index. This allows both fast access to the objects that satisfy
the query class constraints and efficient execution of the k-NN query. As the combination of classes, and thus, the number of possible iDistance sub indices, explodes combinatorially, we have presented a cost model that assesses the performance and memory consumption of the MISP index, with the goal of finding the number of sub indices and the combination of classes needed in order to achieve the best trade-off between the performance gained and the cost paid in memory consumption or construction time.

The presented similarity search approaches over top-k rankings are designed to work only over same size rankings. Extending these solutions to work for rankings of different sizes would be a possible future work. In Chapter 4 we have already sketched some of the bounds needed for this extension, however, applying and evaluating these in practice still needs to be done. Another interesting direction of future work would be to apply the proposed approaches for similarity search over sets when using an appropriate distance measure that also satisfies the triangle inequality, e.g., the Jaccard distance. It would be interesting to see how the proposed approaches perform against set-based approaches using existing benchmarks.

As for the MISP index, as future work the presented cost model could be extended to actually propose concrete number of sub indices that need to be created, so that some performance-overhead trade-off is achieved. For this, approaches like the weighted sum method, the weighted metric method or the $\epsilon$-constrained method, which work with competing costs, could be used—one cost being the cost for querying the index, and the other one, the construction (memory consumption) cost.
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