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Abstract

The paper presents some approximation methods for the Boltzmann equation. In the first part fully implicit discretization techniques for the spatially homogeneous Boltzmann equation are investigated. The implicit equation is solved using an iteration process.

It is shown that the iteration converges to the correct solution for the moments of the distribution function as long as the mass conservation is strictly fulfilled.

For a simple model Boltzmann equation some unexpected features of the implicit scheme and the corresponding iteration process are clarified.

In the second part a new iteration algorithm is proposed which should be used for the stationary Boltzmann equation. The realization of the method is very similar to the standard splitting algorithms except some new stochastic elements.
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1 Introduction

In the sequel we discuss some approximation methods for the numerical treatment of rarefied gas flows.

We consider the classical Boltzmann Equation (BE) for the distribution function \( f(x,v,t) \) \( (x \in \mathbb{R}^3, v \in \mathbb{R}^3 \) and \( t \in \mathbb{R}_+ \) denote respectively the space coordinate, velocity and time)\)

\[
\frac{\partial f}{\partial t} + v \cdot \frac{\partial f}{\partial x} = I(f,f)
\]

with the collision integral

\[
I(f,f) = \int_{\mathbb{R}^n \times S^2} g(|u|, \frac{u \cdot \omega}{|u|}) \{ f(v')f(w') - f(v)f(w) \} \, dw \, d\omega,
\]

and

\[
\begin{align*}
  u & = v - w \\
  v' & = \frac{1}{2}(v + w + |u|\omega) \\
  w' & = \frac{1}{2}(v + w - |u|\omega) \\
  g(|u|, \cos \theta) & = |u| \sigma(|u|, \theta)
\end{align*}
\]

\( \omega \in S^2, 0 \leq \theta \leq \pi. \)

Here, \( \sigma(|u|, \theta) \) denotes the differential cross-section at angle \( \Theta \in [0, \pi] \) in the center of mass system.

The integrals

\[
\sigma_{\text{tot}}(|u|) = 2\pi \int_0^\pi \sigma(|u|, \theta) \sin \theta \, d\theta
\]

\[
\sigma_{\text{tr}}(|u|) = 2\pi \int_0^\pi \sigma(|u|, \theta) \sin \theta(1 - \cos \theta) \, d\theta
\]

are called respectively total and transport cross-sections. The function \( g(|u|, \cos \theta) \) is called the collision kernel. It is important to distinguish the following two cases:

a) Maxwellian molecules with

\[
g(|u|, \cos \theta) = \bar{g}(\cos \theta),
\]

i.e. the collision kernel is independent of \(|u|\).
b) Non–Maxwellian molecules, i.e. the general case when the collision kernel \( g \) depends on \(|u|\).

The special role of Maxwellian molecules for the BE is similar to the role of partial differential equations with constant coefficients in the general theory of PDE’s. Therefore it is naturally to consider any problem (or method) first for the special case a) and then for the general case b). We use such an approach in the present paper.

Let us consider from a general point of view the problem of solving the Boltzmann equation (1) by numerical methods. On the basis of published materials (for a review see [3] and [11]) one may conclude the following:

A) The overwhelming majority of papers is based on the splitting algorithm for the BE, i.e. the fractional step method is used and one solves the two equations

\[
\frac{\partial f}{\partial t} + v \cdot \frac{\partial f}{\partial x} = 0 \quad \text{and} \quad \frac{\partial f}{\partial t} = I(f, f)
\]  

(6)

for all time intervals \([k\Delta, (k + 1)\Delta], k \in \mathbb{N}_0\).

The first step (the so–called free motion) is simple enough. Concerning the second step (the spatially homogeneous BE) one may find in the literature a description of different explicit numerical schemes to solve it. A rigorous analysis of the splitting algorithm for the BE is given in [2] and [8].

B) Most applications in rarefied gas dynamics are given as stationary problems. Nevertheless, in general the non–stationary splitting algorithm as described in A) is used. Only very few numerical methods for the stationary BE are discussed in the literature [1].

Thus, one can easily think about at least two principal possibilities to improve the existing numerical schemes for the BE:

1) to use implicit schemes for solving the spatially homogeneous BE in the framework of fractional steps

and

2) to refuse the splitting algorithm and to use iterative schemes directly for the stationary BE.
The main goal of the present paper is to describe some implicit and iterative methods and to discuss them in detail theoretically (advantages and possible realizations etc.) We do it first for the Maxwellian molecules and then generalize to the non–Maxwellian case.

Our considerations of the methods are oriented first of all to their numerical realization by the so-called Finite–Pointset–Method [9] – a particle method for the numerical treatment of the full Boltzmann equation. In this approach one is able to compute the collision integral $I(f, f)$ as well as the gain term $I_+(f, f)$ using a finite set of particles which approximate the distribution function $f$.

The concrete numerical realization of these new schemes by the Finite–Pointset–Method will be published elsewhere [12].

## 2 Implicit Schemes for Maxwellian Molecules

We consider the space uniform BE for Maxwellian molecules

$$\frac{\partial f}{\partial t} = I(f, f) = \int_{\mathbb{R}^3 \times S^2} g\left(\frac{u \cdot \omega}{|u|}\right)\{f(v')f(w') - f(v)f(w)\} \, dw \, d\omega \quad (7)$$

with notations (3). For simplicity we assume that

$$\int_{S^2} g\left(\frac{u \cdot \omega}{|u|}\right) \, d\omega = 2\pi \int_{-1}^1 g(\eta) \, d\eta = 1 \quad (8)$$

and do not consider the case of true Maxwellian molecules (particles interacting with the potential $U(r) \sim r^{-1}$). Then equation (7) and the corresponding initial condition may be written as

$$\begin{aligned}
    f_t &= \rho(F(f) - f) \\
    f|_{t=0} &= f_0 \\
    \rho &= \int_{\mathbb{R}^3} f(v) \, dv
\end{aligned} \quad (9)$$

and

$$F(f) = \frac{1}{\rho} \int_{\mathbb{R}^3 \times S^2} g\left(\frac{u \cdot \omega}{|u|}\right)f(v')f(w') \, dw \, d\omega. \quad (10)$$
Finally we assume that
\[
\rho|_{t=0} = \int_{\mathbb{R}^d} f_0(v) \, dv = 1. \tag{11}
\]
Then \(\rho(t) \equiv 1\) for all \(t > 0\) because of mass conservation and equation (9) reads
\[
\begin{align*}
  f_t &= F(f) - f \\
  f|_{t=0} &= f_0 \\
  \int_{\mathbb{R}^d} f(v) \, dv &= 1
\end{align*}
\tag{12}
\]

The standard numerical scheme for this equation is based on the time discretization
\[
\begin{align*}
  \frac{\hat{f} - f}{\Delta t} &= F(f) - f \\
  \hat{f} &= f(t, \cdot) \\
  \hat{f} &= f(t + \Delta, \cdot)
\end{align*}
\tag{13}
\]
so that the solution \(\hat{f}\) is given by the explicit formula
\[
\hat{f} = \Delta F(f) + (1 - \Delta)f
\tag{14}
\]
with (10) and \(\rho = 1\).

**Remark 1**
We do not distinguish here between concrete numerical realizations, in fact scheme (14) is used in nearly all stochastic as well as deterministic methods.

The scheme (14) has the important restriction \(\Delta < 1\) which is in some cases, as we shall see below, very inconvenient. One can easily construct models for the function \(g(\eta)\) in (10) such that the typical time scale of equation (12) is much less than the one in spite of conditions (8) and (11). The restriction on \(\Delta\) is even more inconvenient for non–Maxwellian molecules.

Therefore it makes sense to consider a fully implicit discretization of (12) with arbitrary time step \(\Delta\)
\[
\frac{\hat{f} - f}{\Delta t} = F(\hat{f}) - \hat{f}
\tag{15}
\]
and
\[ \hat{f} = \frac{\Delta}{1 + \Delta} F(\hat{f}) + \frac{1}{1 + \Delta} f. \]  

(16)

In this case we have no restriction on \( \Delta \) with respect to the positivity condition, but a new problem appears: how to solve equation (16).

A natural way is to consider the iteration process
\[ \hat{f} = \lim_{n \to \infty} f^{(n)}, \]

where
\[
\begin{align*}
    f^{(0)} &= f \\
    f^{(n+1)} &= \frac{\Delta}{1 + \Delta} F(f^{(n)}) + \frac{1}{1 + \Delta} f
\end{align*}
\]

(17)

but the convergence of the iterated sequence is not clear a priori. Therefore we consider this problem briefly in the next section.

3 Convergence of the Iteration Process

First of all we will show that the convergence of the iteration procedure defined by (17) is not trivial.

For example, suppose that we choose \( f^{(0)} = 0 \) instead of the starting point \( f^{(0)} = f \) as given in (17). Then we obtain
\[ f^{(1)} = \frac{1}{1 + \Delta} f \]
\[ f^{(2)} = \frac{1}{(1 + \Delta)^2} F(f) + \frac{1}{1 + \Delta} f \]

\[ \vdots \]

We notice that
\[ f^{(n+1)} \geq f^{(n)} \geq 0 \]

for all \( n \in \mathbb{N}_0 \), since
\[ f^{(n+1)} - f^{(n)} = \frac{\Delta}{1 + \Delta} \left[ F(f^{(n)}) - F(f^{(n-1)}) \right] \quad \forall \, n \in \mathbb{N}_0 \]

and
\[ f^{(1)} \geq f^{(0)} = 0. \]
On the other hand, defining
\[
\rho^{(0)} = 0 \\
\rho^{(n)} = \int_{\mathbb{R}^3} f^{(n)}(v) dv,
\]
we get
\[
\rho^{(n+1)} = \frac{1}{1 + \Delta} \left[ 1 + \Delta (\rho^{(n)})^2 \right] \leq 1 \quad \forall n \in \mathbb{N}_0.
\] (18)

Hence, we have a monotonic sequence \(0 \leq f^{(0)} \leq f^{(1)} \leq \ldots\) of integrable functions, for which the integrals
\[
\rho^{(n)} = \int_{\mathbb{R}^3} f^{(n)}(v) dv \leq 1
\]
are uniformly bounded. Using the monotone convergence theorem [10] one can conclude that the sequence \(\{f^{(n)}(v)\}_{n \in \mathbb{N}}\) converges in \(L_1(\mathbb{R}^3)\) to the solution \(\hat{f}\) of equation (16). To complete the proof we need to check the simple equality
\[
\lim_{n \to \infty} \rho^{(n)} = 1
\]
with \(\rho^{(n)}\) from (18). But in general the limit value for the sequence \(\{f^{(n)}\}\) will be different from 1!

The matter is that the iteration process (18) converges strictly to the minimal root of the quadratic equation
\[
\Delta \rho^2 - (1 + \Delta) \rho + 1 = 0
\]
with roots
\[
\rho_1 = 1 \quad \text{and} \quad \rho_2 = \frac{1}{\Delta},
\]
so that \(\rho_1 > \rho_2\) for \(\Delta > 1\). Thus, equation (16) has nonunique solutions and to obtain the “correct” one we need to fulfill strictly the condition
\[
\int_{\mathbb{R}^3} f^{(n)}(v) dv = 1 \quad \forall n \in \mathbb{N}_0
\] (19)

This shows that the numerical realization of the iterative process (17) will be successful only if the numerical scheme to calculate \(F(f)\) is strictly conservative with respect to mass conservation.
We show now that the iteration process (17) does converge to the "correct" solution at least for the moments of the distribution function. For the proof we pass to the Fourier-representation of equation (16)

\[ \varphi(k) = \int f(v) e^{-ikv} dv \]  
\[ \hat{\varphi}(k) = \int \hat{f}(v) e^{-ikv} dv. \]  

Then the implicit equation reads

\[ \hat{\varphi} = \frac{\Delta}{1 + \Delta} \Phi(\hat{\varphi}) + \frac{1}{1 + \Delta} \varphi \]

where

\[ \Phi(\hat{\varphi}) = \int_{\mathbb{S}^2} g \left( \frac{k \cdot \omega}{|k|} \right) \hat{\varphi} \left( \frac{k + |k| \omega}{2} \right) \varphi \left( \frac{k - |k| \omega}{2} \right) d\omega. \]  

Taking

\[ \varphi(k) = \sum_{n=0}^{\infty} |k|^n \varphi_n \left( \frac{k}{|k|} \right), \quad \varphi_0 = 1 \]
\[ \hat{\varphi}(k) = \sum_{n=0}^{\infty} |k|^n \hat{\varphi}_n \left( \frac{k}{|k|} \right), \quad \hat{\varphi}_0 = 1 \]

we obtain the set of equations

\[ \hat{\varphi}_n = \frac{\Delta}{1 + \Delta} \sum_{l=0}^{n} \langle \hat{\varphi}_l, \hat{\varphi}_{n-l} \rangle + \frac{\varphi_n}{1 + \Delta} \]

with

\[ \langle \hat{\varphi}_l, \hat{\varphi}_m \rangle = \int_{\mathbb{S}^2} g_{lm} \left( \frac{k \cdot \omega}{|k|} \right) \varphi_l \left( \frac{k + |k| \omega}{|k| + |k| \omega} \right) \varphi_m \left( \frac{k - |k| \omega}{|k| - |k| \omega} \right) d\omega \]

and

\[ g_{lm}(\cos \theta) = g(\cos \theta) \left( \cos \frac{\theta}{2} \right)^l \left( \sin \frac{\theta}{2} \right)^m. \]

In a more compact form we get

\[ \hat{\varphi}_n = \frac{\Delta}{1 + \Delta} L_n \hat{\varphi}_n + \frac{1}{1 + \Delta} \varphi_n + \Psi_n(\hat{\varphi}_1, ..., \hat{\varphi}_{n-1}), \quad n > 1 \]
with
\[ \Psi_n(\hat{\varphi}_1, \ldots, \hat{\varphi}_{n-1}) = \sum_{i=1}^{n-1} (\hat{\varphi}_i, \hat{\varphi}_{n-i}) \]

\[
L_n \varphi = \int_{S^2} |g_{lm}| \left[ \cos^\theta \varphi \left( \frac{k + |k| \omega}{|k + |k| \omega|} \right) + \sin^\theta \varphi \left( \frac{k - |k| \omega}{|k - |k| \omega|} \right) \right] \, d\omega \quad (24)
\]

and \( \hat{\varphi}_0 = \varphi_0 \) respectively \( \hat{\varphi}_1 = \varphi_1 \) because of conservation of mass and momentum.

To prove the convergence of the iteration (17) for the equations (23) it is sufficient to notice that

a) the system (23) can be solved recursively, moreover the first equations \( (n = 0, 1) \) are trivial,

b) the inequality
\[
||L_n \varphi|| \leq ||\varphi|| = \sup_{\omega \in S^2} |\varphi(\omega)|
\]

follows from formula (24) and condition (8).

Finally we note that
\[
\varphi(k) = \sum_{n=0}^{\infty} \frac{|k|^n}{n!} \int_{\mathbb{R}^3} f(v) \left( -i \frac{k \cdot v}{|k|} \right)^n \, dv,
\]

e.g. the convergence of the iteration for \( \varphi_n \left( \frac{k}{|k|} \right) \) is equivalent to the convergence of the moments of the distribution function.

**Remark 2**

Equation (16) has non-unique solutions; moreover the “correct” solution, satisfying the condition
\[
\rho = \int_{\mathbb{R}^3} f(v) \, dv = 1,
\]
is unstable (with respect to the convergence of the iteration) for all \( \Delta > 1 \). However, we are able to avoid the instability if the condition (19) is fulfilled for all \( n \in \mathbb{N}_0 \). In particular, this is fulfilled automatically if we choose \( f^{(0)} = f \).

In the next section we consider an example that shows some unexpected features of the implicit schemes.
4 A Model Boltzmann Equation

Let us consider a special model for equation (7): we take
\[ g(\eta) = \frac{1}{2\pi} \delta [\eta - (1 - 2\varepsilon)], \quad 0 \leq \varepsilon \ll 1, \quad (25) \]

which corresponds to a fixed scattering angle \( \theta_0, \varepsilon = \sin^2 \frac{\theta_0}{2}. \) We assume for simplicity that the distribution function is isotropic in velocity space, i.e. \( f = f(|v|, t). \) Then we put
\[ \varphi(|k|^2, t) = \int_{R^3} f(|v|, t)e^{-ik\cdot v} dv \quad (26) \]

and obtain – using (22) – the following equation for \( \varphi(z, t) (z = |k|^2) \) [5]
\[ \begin{aligned}
\varphi_t &= \varphi(\varepsilon z) \varphi[(1 - \varepsilon)z] - \varphi(z) \\
\varphi|_{t=0} &= \varphi_0(z).
\end{aligned} \quad (27) \]

It is clear that both explicit (14) and implicit scheme (16) may be applied directly to this equation. It is moreover possible to compare the efficiency of both schemes for the moments of the distribution function \( f(|v|, t). \)

We put
\[ \varphi(z, t) = \sum_{n=0}^{\infty} (-1)^n z^n \varphi_n(t) \quad (28) \]

with
\[ \varphi_n(t) = \frac{1}{(2n + 1)!} \int_{R^3} f(|v|, t)|v|^{2n} dv \quad n \geq 0. \]

Substituting (28) into (27) we obtain quite simple equations for \( \varphi_n(t) \) for all \( n \in \mathbb{N}_0 \)
\[ \frac{d\varphi_0}{dt} = \frac{d\varphi_1}{dt} = 0 \quad (29) \]
\[ \frac{d\varphi_n}{dt} + \varphi_n = \sum_{i=0}^{n} \varepsilon^i (1 - \varepsilon)^{n-i} \varphi_i \varphi_{n-i}. \quad (30) \]

In our case \( \varphi_0 = \rho = 1, \) we also assume for simplicity
\[ \varphi_1(0) = \frac{1}{3!} \int_{R^3} fo(|v|)|v|^2 dv = 1. \]
Then $\varphi_1(t) = 1$, and the equation for $\varphi_2(t)$ reads

$$\frac{d\varphi_2}{dt} + 2\varepsilon(1-\varepsilon)[\varphi_2 - \frac{1}{2}] = 0,$$

with exact solution

$$\begin{align*}
\varphi_2(t) &= \frac{1 - e^{-\lambda t}}{2} + \varphi_2(0)e^{-\lambda t} \\
\lambda &= 2\varepsilon(1-\varepsilon).
\end{align*}$$

The typical relaxation time $\tau = \lambda^{-1}$ is very large for any $\varepsilon \ll 1$. If we use an explicit scheme (14) with $\delta < 1$ then we need to perform a large number $N = O(\varepsilon^{-1})$ of time steps to calculate the solution $f(|\psi|, t)$ for a characteristic time increment $t = \tau$.

One may expect that the numerical work can be reduced significantly using the implicit scheme (16) with time step $1 \ll \Delta \ll \varepsilon^{-1}$ — the restriction $\Delta \ll \varepsilon^{-1}$ being used here to reach a sufficient accuracy for our approximate solution.

Unfortunately, the situation is not so simple and we will show this on the basis of the almost trivial linear equation (31).

The explicit scheme (14) with maximal time step $\Delta = 1$ results in the following formula for $\dot{\varphi}_2$:

$$\begin{align*}
\dot{\varphi}_2 &= \left[\varepsilon^2 + (1-\varepsilon)^2\right]\varphi_2 + \varepsilon(1-\varepsilon) \\
\dot{\varphi}_2 &= \varphi_2(t+1) \\
\varphi_2 &= \varphi_2(t)
\end{align*}$$

The implicit scheme (16) with arbitrary time step $\Delta$ reads

$$\begin{align*}
\dot{\varphi}_2 &= \frac{\Delta}{1+\Delta}\left\{\dot{\varphi}_2 - 2\varepsilon(1-\varepsilon)[\varphi_2 - \frac{1}{2}]\right\} + \frac{1}{1+\Delta}\varphi_2 \\
\dot{\varphi}_2 &= \varphi_2(t+\Delta) \\
\varphi_2 &= \varphi_2(t).
\end{align*}$$

We define

$$\begin{align*}
y(t) &= \frac{\varphi_2(t) - \frac{1}{2}}{\varphi_2(0) - \frac{1}{2}} \\
\lambda &= 2\varepsilon(1-\varepsilon) \\
\Delta &= m
\end{align*}$$
with \( 1 \ll m \ll \lambda^{-1} \) and rewrite the equations (32)–(34) for the function \( y(t) \). Then the exact solution (32) reads
\[
y(t) = \exp(-\lambda t),
\]
the explicit scheme (33) reads
\[
\begin{align*}
y(0) & = 1 \\
y(t + 1) & = [1 - \lambda] y(t)
\end{align*}
\]
and for the implicit scheme (34) we obtain
\[
\begin{align*}
y(0) & = 1 \\
y(t + m) & = \frac{m}{1 + m}(1 - \lambda)y(t + m) + \frac{1}{1 + m}y(t).
\end{align*}
\]
We remember that equation (37) with exact solution
\[
y(t + m) = \frac{y(t)}{1 + \lambda m}
\]
should be considered in the framework of the iterative scheme (17), i.e.
\[
y(t + m) = \lim_{n \to \infty} y_n
\]
and
\[
\begin{align*}
y_0 & = y(t) \\
y_{n+1} & = \frac{m}{1 + m}(1 - \lambda)y_n + \frac{1}{1 + m}y_0
\end{align*}
\]
for all \( n \in \mathbb{N} \).

One can easily obtain the exact formula for \( y_n \) in the form
\[
y_n = \frac{y_0}{1 + \lambda m} \left\{ 1 + \lambda m \left[ \frac{m(1 - \lambda)}{1 + m} \right]^n \right\} \quad \forall n \in \mathbb{N}_0
\]
As we expected, it gives for \( n \to \infty \) the exact formula (38). However in numerical calculations we always work with a finite number \( n \in \mathbb{N} \) of iterations. To calculate \( y(t + m) \) by the explicit scheme (14),(36) we do \( m \) time steps and obtain
\[
y(t + m) = y(t)(1 - \lambda)^m \quad \forall m \in \mathbb{N}_0
\]
Using the implicit scheme makes sense if the number $n$ of iterations is less than $m$, i.e. $n = \theta m$, $\theta \leq 1$. Therefore we consider (40) as a result of calculating $y(t + m)$ by the implicit scheme and obtain

$$y(t + m) = \frac{y(t)}{1 + \lambda m} \left\{ 1 + \lambda m \left[ \frac{m(1 - \lambda)}{1 + m} \right]^{\theta m} \right\}$$

Finally we obtain the approximate solution for $t = N m$ in the form

$$y(N m) = (1 - \lambda)^N$$

for the explicit scheme and

$$y(N m) = (1 + \lambda m)^{-N} \left\{ 1 + \lambda m \left[ \frac{m(1 - \lambda)}{1 + m} \right]^{\theta m} \right\}^N$$

for the implicit scheme.

It is clear that we should now pass to the limit $\lambda \to 0$, $m \to \infty$, $N \to \infty$, $\lambda m \to 0$ and $\lambda N m = \lambda t$ is finite.

Using the limits above yields

$$y(t) \to \exp(-\lambda t)$$  \hspace{1cm} (41)

for the explicit scheme, but

$$y(t) \to \exp[-\lambda t(1 - e^{-\theta})]$$  \hspace{1cm} (42)

for the implicit scheme. Hence, the implicit scheme (16) in connection with the iteration process (17) for the Boltzmann equation with the model function $g(\eta)$ as in (25) will have no advantages for a numerical method. To converge to the exact solutions it is necessary to do much more iterations ($\theta = \frac{e^{\lambda t}}{m} \to \infty$) compared with the number of time steps in the explicit scheme.

We have considered in detail this simple example to illustrate some “inconvenient” and non-obvious feature of the implicit scheme (15)–(17): if one wants to minimize the numerical effort it is possible to loose the correct solution!

In our case the reason for the difficulties is caused by the iterative method (17), not by the implicit scheme (16) itself. To avoid the difficulties one should modify the iterative method (17) and consider other methods to solve equation (16), we suppose to return to this problem in a next paper.

Finally we generalize the implicit scheme (16) and the iteration process (17) to the case of non-Maxwellian molecules in the next section.
5 Non-Maxwellian Molecules

We consider the spatially homogeneous Boltzmann equation

$$\frac{\partial f}{\partial t} = I(f, f) = I^+(f) - \nu(f)f,$$  \hspace{1cm} (43)

where $I(f, f)$ is defined in (2) and

$$\nu(f) = \int f(w)g(|u|)dw \hspace{1cm} \left\{ \begin{array}{l}
g(u) = \frac{u \sigma_{10}(u)}{u} \end{array} \right\}$$  \hspace{1cm} (44)

Furthermore we assume that the collision frequency $\nu(f)$ is bounded, i.e.

$$\nu(f) \leq \nu_M = \text{const},$$  \hspace{1cm} (45)

with $\nu_M$ depending on the constant first moments of the distribution function. It means roughly that we approximate the function $g(|u|, \eta)$ in (2) by the function

$$\tilde{g}(|u|, \eta) = \left\{ \begin{array}{l}
g(|u|, \eta) & |u| < R \\
g(R, \eta) & |u| \geq R \end{array} \right\}$$  \hspace{1cm} (46)

for sufficiently large $R$. This kind of cut-off is generally used in numerical methods.

Now we are able to transform equation (43) to

$$\frac{1}{\nu_M} \frac{\partial f}{\partial t} + f = F(f),$$  \hspace{1cm} (47)

with

$$F(f) = \frac{1}{\nu_M} I^+(f) + \left[ 1 - \nu(f) \right] f.$$  \hspace{1cm}

If we put $\tau = \nu_M t$ then equation (47) reads

$$f_\tau = F(f) - f,$$

similarly to equation (12) for Maxwellian molecules. We may also assume without restriction that

$$\int_{\mathbb{R}^2} f(v)dv = 1.$$  \hspace{1cm}
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Then all steps from section 2 to obtain formulas (13)-(17) may be repeated. For both – the Maxwellian as well as the non–Maxwellian case – the function $F(f)$ satisfies the conditions

$$
\int_{\mathbb{R}^3} F(f) \left\{ \frac{1}{v} \right\} \, dv = \int_{\mathbb{R}^3} f(v) \left\{ \frac{1}{v^2} \right\} \, dv.
$$

**Remark 3**

In the Maxwellian case one has $\nu(f) = \nu_M = 1$.

It is clear that implicit schemes are extremely convenient for the non–Maxwellian case since we have very strong restrictions on the time step $\Delta$ (especially $\Delta \nu_M$ has to be less than 1) in the explicit scheme.

Another example for the importance of implicit schemes is perhaps their applications to particles interacting with long range potential, even with cut–off potentials.

In this case the typical relaxation time is defined by $\sigma_{\text{rel}}(|u|)$ and not $\sigma_{\text{tot}}(|u|)$ (see equation 4). The value of $\sigma_{\text{tot}}(|u|)$ depends on the cut–off parameter and may be very large. At the same time this large value (similar to $\nu_M$ in (47)) defines very restricted conditions for an explicit scheme. Thus, using implicit schemes for such cases (for example, Coulomb potential with Debye screening) one can get essential advantages. However it is necessary to be careful enough to avoid some difficulties similar to the one described in the previous section.

### 6 Iterative Methods for the Stationary Boltzmann Equation

The majority of applications in rarefied gas dynamics are given as stationary flow problems (for example the flow around a reentry vehicle at high altitudes).

On the other hand, the numerical treatment, like the DSMC method [4], is based on an instationary flow simulation. The time variable is used like an iteration parameter to reach the stationary state.

The main disadvantage in this approach is that the time discretization has to be small enough to ensure that the fractional steps used to solve the instationary problem yields a sufficiently accurate approximation of the exact steady state (see [8]).
A direct method will be to use an iteration process for the stationary Boltzmann equation. In the following we introduce a quite simple iteration which results in an exact solution of the stationary equation.

We again start with Maxwellian molecules and the stationary Boltzmann equation

\[ \frac{1}{\rho(x)} v \cdot \frac{\partial f}{\partial x} + f = F(f) \]  \hspace{1cm} (48)

with notations (9) and (10). We further assume that some general boundary conditions in the form

\[ f^+|_{\Gamma_i} = R_i f^- \]  \hspace{1cm} (49)

at fixed surface \( \Gamma_i, i = 1, ..., N \) are given [7].

Let us first recall shortly the (slightly modified) standard splitting method. Here one uses fractional steps, i.e. one considers the two simplified equations

\[ \frac{\partial f}{\partial t} + \left[ \frac{1}{\rho(x)} v \cdot \frac{\partial f}{\partial x} \right] = 0 \]  \hspace{1cm} (50)

and

\[ \frac{\partial f}{\partial t} = F(f) - f, \]  \hspace{1cm} (51)

The linear equation (50) can be solved without any difficulties (if we suppose that \( \rho(x) \) is given). Neglecting the boundary conditions (49) the solution of the initial value problem is

\[ f(x, v, t) = f(x - v \tau(x, v, t), v, 0), \]

where \( \tau(x, v, t) \) is defined implicitly by

\[ t = \int_0^x \rho(x - vs)ds. \]

**Remark 4**

a) To take into account the boundary conditions is a well-known procedure.

b) Equation (48) may be simplified in the one-dimensional case \( x \in IR \) by introducing the new variable

\[ y = \int_0^x \rho(x')dx' + \text{const}. \]
The solution of the spatially homogeneous equation (51) was already discussed in the preceding sections.

The natural way to solve directly the stationary equation (48) will be to consider the iterative process

\[
\frac{1}{\rho_n(x)} v \cdot \frac{\partial f_{n+1}}{\partial x} + f_{n+1} = F(f_n) \tag{52}
\]

\[
f_{n+1}^+|_{\Gamma_i} = R_i f_{n+1}^- \quad \forall \ n \in \mathbb{N}_0 \tag{53}
\]

with an appropriate choice of the initial approximation function \( f_0(x, v) \). It should be mentioned that there were attempts to apply similar schemes to boundary value problems (see for example [14]), but later they were almost refused in favour of splitting methods.

The main problem using this kind of iteration is to invert numerically the operator \( A \) defined by

\[
A = \left[ \frac{1}{\rho(x)} v \cdot \frac{\partial}{\partial x} \right] + 1, \tag{54}
\]

where the brackets should indicate that we have incorporated the boundary conditions (49).

This problem seems to be more complicated than the problem of solving equation (50). However we can “reduce” the first problem to the second one.

Defining

\[
D = \left[ \frac{1}{\rho(x)} v \cdot \frac{\partial}{\partial x} \right]
\]

\[
A = 1 + D
\]

one may use the well-known operator identity

\[
(1 + D)^{-1} = \int_0^\infty e^{-t} e^{-tD} dt \tag{55}
\]

to solve equation (52).

Denoting the operator \( D_n \) as

\[
D_n = \left[ \frac{1}{\rho_n(x)} v \cdot \frac{\partial}{\partial x} \right]
\]
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we may write the formal solution of (52) in the form
\[ f_{n+1}(x, v) = \langle e^{-tD_n} F(f_n) \rangle, \]
(56)
where the brackets denote a time–averaging over the Poisson distribution
\[ \langle \Psi(t) \rangle = \int_0^\infty e^{-t\Psi(t)} dt \]

Now the term \( F(f_n) \) corresponds to an explicit discretization of equation (51) with \( \Delta = 1 \), i.e. using the explicit discretization of
\[ \frac{\partial f}{\partial t} = F(f) - f, \]
in the form
\[ \frac{\dot{f} - f}{\Delta} = F(f) - f \]
with initial condition \( f_n \) and time step \( \Delta = 1 \) yields
\[ \dot{f} = F(f_n) \]

On the other hand, the solution of equation (50) can be written as
\[ f(x, v, t) = e^{-tD} f(x, v, 0) \]
(57)
and the classical splitting method given by (50) and (51) with \( \Delta = 1 \) may be written as
\[ f_{n+1} = e^{-D_n} F(f_n) \]
(58)
Comparing (56) and (58) one recognizes the similarity between the standard splitting method and the new stochastic iteration approach:

Instead of a fixed time step \( \Delta = 1 \) for equation (50) – as in the standard splitting method – one should use a Poisson distributed timestep in connection with the explicit discretization and \( \Delta = 1 \).

It is clear that for the standard splitting approach with \( \Delta = 1 \), i.e. a quite “large” time step we will not converge to the true solution of the Boltzmann equation (48). But we do converge (at least formally), if we add some stochasticity, i.e. a Poisson distributed time step to solve equation (56)!
The generalization to the non–Maxwellian case is self–evident: similarly to (47), we write down the stationary BE in the form

$$\frac{1}{\nu_M(x)}v \cdot \frac{\partial f}{\partial x} + f = F(f)$$

and repeat all previous steps.

The only difference is that we use the “maximal collision frequency” $\nu_M(x)$, instead of the density $\rho(x)$, therefore all our considerations remain valid for the general (non–Maxwellian) case.

7 Conclusions

The overwhelming majority of numerical methods for the Boltzmann equation is based on the splitting algorithm with an explicit discretization of the spatially homogeneous Boltzmann equation. In this paper we discuss some other approaches, namely fully implicit schemes for the spatially homogeneous Boltzmann equation and iterative schemes for the full stationary Boltzmann equation.

Possible advantages of implicit schemes are obvious, but the problem of solving the implicit equation on each time level is non–trivial. We construct an iterative scheme to solve it and prove the convergence of the iterations for the moments of the distribution functions in the case of Maxwellian molecules. The main attention is devoted to some important features of the iterative procedure.

Furthermore we investigate the special role of mass conservation: for non–conservative approximation of the Boltzmann equation the iterations converge to the “incorrect” solution (see section 3).

The example in section 4 shows that there exist some correlations between the time step and the number of iterations. If we try to minimize the numerical effort then we should be careful since it is possible to get a convergence to an “incorrect” solution. One may obtain serious improvements using implicit schemes, but it is necessary to be careful enough in practical realizations. The implicit schemes are obviously generalized to the non–Maxwellian case. We should mention that the implicit schemes may be used to construct second order accurate methods in time [13].

In the last section we consider an iterative method for the stationary Boltzmann equation and suggest a “stochastic” realization of this method that is formally very similar to the standard splitting algorithm. An unexpected result is as follows: to get a convergence to the solution of the
stationary Boltzmann equation in the new splitting scheme we do not need to reduce (as far as we can) the discrete time step. Instead of it we consider the time step for the free motion as a random variable with Poisson distribution. It is shown that the realization of this procedures is equivalent to an iterative scheme for the stationary Boltzmann equation.

This new splitting method is especially convenient if one uses it in combination with the Finite–Pointset–Method [9]. The numerical realization and some results of this approach to the stationary Boltzmann equation will be discussed in a next paper [6].
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