Scale-Space Properties of Nonlinear Diffusion Filtering with a Diffusion Tensor

Joachim Weickert
Laboratory of Technomathematics
University of Kaiserslautern
P.O. Box 3049
67653 Kaiserslautern
Germany

Abstract

In spite of its lack of theoretical justification, nonlinear diffusion filtering has become a powerful image enhancement tool in recent years. The goal of the present paper is to provide a mathematical foundation for continuous nonlinear diffusion filtering as a scale-space transformation which is flexible enough to simplify images without loosing the capability of enhancing edges. By studying the Lyapunov functionals, it is shown that nonlinear diffusion reduces $L^p$ norms and central moments and increases the entropy of images. The proposed anisotropic class utilizes a diffusion tensor which may be adapted to the image structure. It permits existence, uniqueness and regularity results, the solution depends continuously on the initial image, and it satisfies an extremum principle. All considerations include linear and certain nonlinear isotropic models and apply to m-dimensional vector-valued images. The results are juxtaposed to linear and morphological scale-spaces.
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1 Introduction

A frequent problem in low-level vision arises from the wish to eliminate noise and uninteresting small scale details from a degraded image, without blurring semantically important structures such as edges. Image enhancing preprocessing steps of this kind are often necessary for subsequent segmentation and feature extraction tasks. Among the methods to achieve these goals, a large number of techniques based on partial differential equations (PDEs) has been proposed in the recent decade. Elliptic methods are
frequently related to variational problems via the Euler equations (see e.g. [32, 44]), while shock filters are important representatives from the hyperbolic area [34, 3]. The parabolic field is governed by mean curvature methods [2] and diffusion techniques, on which we will focus in the sequel.

The simplest diffusion filtering eliminates noise by a linear and isotropic process [30, 53, 26]. Let the original image be represented by a real-valued function \( f \in L^\infty(\mathbb{R}^m) \). Then, one takes \( f \) as initial condition for the diffusion equation

\[
\partial_t u = \Delta u
\]  

(1)

and interprets the solution \( u(x, t) \) as a filtered version with the time \( t \) as smoothing parameter. By means of the fundamental solution of the diffusion equation, this is equivalent to convolving the initial image with a Gaussian of width \( \sqrt{2t} \):

\[
K_\sigma(x) := \frac{1}{(2\pi \sigma^2)^{m/2}} \exp \left( -\frac{|x|^2}{2\sigma^2} \right),
\]

(2)

\[
u(x, t) = (K_{\sqrt{2t}} \ast f)(x) := \int K_{\sqrt{2t}}(x-y) f(y) \, dy.
\]

(3)

An obvious disadvantage of this proceeding is the fact that it does not only smooth noise, but also blurs important features such as edges.

To avoid this, Perona and Malik [35] suggest filtering by nonlinear diffusion. They apply a nonuniform process (which they name anisotropic) that reduces the diffusivity at those locations having a larger likelihood to be edges. This likelihood is measured by \( |\nabla u| \). Hence, they use

\[
\partial_t u = \text{div}(g(|\nabla u|) \nabla u).
\]

(4)

For the diffusivity, they propose for instance functions of type

\[
g(s) = \exp \left( -\frac{s^2}{2\lambda^2} \right) \quad (\lambda > 0),
\]

(5)

In our terminology, the Perona–Malik filter is regarded as an isotropic model, as it utilizes a scalar-valued diffusivity and not a diffusion tensor. Note that for such rapidly decreasing diffusivities like (5), the flux function \( \Phi(s) := sg(s) \) is increasing in \([0, \lambda]\) and decreasing in \((\lambda, \infty)\). The latter property is explicitly intended for enhancing edges by acting locally like a backward diffusion equation [35]. Thus, in spite of its nonnegative diffusivity, the Perona–Malik model exhibits simultaneously forward and backward diffusion areas. As a consequence, the classical theory of existence and uniqueness does not apply anymore, and it seems to be unlikely that there exists a unique smooth solution [11]. Nevertheless, because of its visually impressing results, the Perona–Malik idea has triggered numerous modifications.

By means of spatial or temporal regularization, nonlinear diffusion filters were proposed which are more robust against noise [11, 31, 13, 14, 50, 47, 48, 49]. The isotropic nonlinear filter of Catté, Lions, Morel and Coll [11] is a well-investigated representative. These authors replace the diffusivity \( g(|\nabla u|) \) of the Perona–Malik model by \( g(|\nabla u_\sigma|) \) with \( u_\sigma := K_\sigma \ast u \) and establish existence, uniqueness and regularity of a solution for \( \sigma > 0 \). Whitaker and Pizer [50] suggest the regularization parameter \( \sigma \) to be a decreasing function in \( t \).

Further improvements were achieved by anisotropic diffusion models which smooth preferentially along edges. This may be accomplished by using a diffusion tensor instead of a scalar
diffusivity [13, 14, 47, 48, 49] or by convolving the image with anisotropic Gaussians [31]. These methods offer either advantages at noisy edges with “jittery” contours or they are well-adapted for the processing of lower-dimensional features.

In order to avoid the difficulty of finding an appropriate stopping time for the diffusion process and to give a theoretical justification for nonlinear diffusion filtering, several authors introduced an additional reaction term [32, 16, 13, 43, 14]. This aims to allow nontrivial steady states. Diffusion filtering can then be regarded as a steepest descent method for some energy functional. (This idea may also be extended to study reaction-diffusion systems [45, 46, 36, 14].) An example for a diffusion filter with a reaction term is the Nordström model [32]

$$\partial_t u = \text{div} \left( g(|\nabla u|) \nabla u \right) + \alpha (f - u) \quad (\alpha > 0).$$

However, this alteration just shifts the problem of finding a stopping time $T$ to the problem of determining $\alpha$, a parameter which impacts the deviation of $u$ from the initial image $f$. Concerning the second goal, the convergence to a nontrivial steady state, only conjectures are available [32]. Shah [44] points out that, for diffusivities like (5), the corresponding energy functionals for models of Nordström type are nonconvex and may possess numerous local minima. Thus, it is not clear whether a diffusion process with the original image as initial value will converge to the global minimum or not. Schnörr [43] renounces edge enhancing diffusivities in order to end up with (nonquadratic) convex functionals, for which the standard theory is applicable.

For other diffusion–reaction methods, the convergence problem has usually not been addressed. One exception is the paper of Cottet and Germain [13]. They show that their filter allows the possibility of having almost steady piecewise constant states and prove their attractivity. The stability of these solutions is indicated by showing that piecewise constant states are almost steady-state solutions of a semidiscretized version, where the diffusion tensor is constant with respect to time.

From all these considerations we recognize that, to provide a theoretical framework for edge enhancing nonlinear diffusion, an interpretation as a minimizer of some energy functional does leave several questions open. So in the following, we turn our attention to an alternative way for justifying nonlinear diffusion, namely an interpretation as a scale-space transformation.

In order to get an impression of the concept of scale-spaces, let us recall that images usually contain structures at a large variety of scales. In those cases where it is not clear in advance which is the right scale for the depicted information, it is desirable to have an image representation at multiple scales. Moreover, by comparing the structures at different scales, one obtains a hierarchy of image structures, which eases a subsequent image interpretation.

A scale-space is an image representation at a continuum of scales, embedding the image $f$ into a family $\{T_t f \mid t \geq 0\}$ of gradually simplified versions of it. The pioneering work of Alvarez, Guichard, Lions and Morel [1] shows that every scale-space fulfilling some fairly natural architectural, information reducing and invariance properties is governed by a partial differential evolution equation with the original image as initial condition.

The best investigated example of a scale-space is the Gaussian scale-space, which is obtained via the convolution with Gaussians of increasing variance [53]. By (3), we have already seen that this is equivalent to linear diffusion filtering. Numerous theoretical results indicate that this diffusion filter is the only “reasonable” way to define a linear scale-space [26, 54, 5, 28, 19, 1]. Nevertheless, linear diffusion filtering does not only blur edges, but also dislocates them when moving from finer to coarser scales. So, edges which are identified at a coarse
scale do not give the right location. Therefore, Witkin [53] proposes to identify edges at coarse scales and trace them back to the original image, but in practise this leads to several numerical difficulties which are generally denoted as the *correspondence problem*.

However, when renouncing the linearity requirement, other possibilities appear: Morphological equations represent an important class of nonlinear scale-spaces. They include the dilation/erosion equations [12, 9, 1, 4]

$$\partial_t u = \pm |\nabla u|,$$

the mean curvature motion (curve shortening flow, Euclidean geometric heat flow) [2, 1, 24]

$$\partial_t u = |\nabla u| \text{div} \left( \frac{\nabla u}{|\nabla u|} \right),$$

(6)

the affine invariant equation [1, 41]

$$\partial_t u = |\nabla u| \left( \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) \right)^\frac{m}{m-1}$$

(7)

and combinations of these ideas [1, 25].

An exhaustive axiomatic treatment of these equations may be found in [1]. It can be shown that for \(m = 2\), the affine invariant equation (7) is the unique equation within this axiomatic framework fulfilling the additional requirement of projection invariance [1]. Therefore, it is sometimes named *fundamental equation of shape analysis* [29]. The morphological equations (6) and (7) can also be classified in a unique way by means of group invariances, see [33] and the references therein.

Morphological transformations possess the property that the filtering result depends only on the level lines of the image and, therefore, they are invariant under any nondecreasing grey level transformation (*grey scale invariance*) [1].

On the other hand, it is evident that a grey scale invariance requirement is not compatible with any contrast dependent image enhancement method. Hence, if one insists in having scale-spaces that allow contrast enhancement, one has to withdraw morphology. This excludes e.g. the nonlinear diffusion filter of Perona and Malik from being grey scale invariant. But this is not the main problem when regarding nonlinear diffusion as a scale-space: Perona and Malik justified the nonlinear diffusion scale-space by virtue of a causality reasoning which was based on a maximum–minimum principle [35]. This interpretation is not very satisfactory, as it is unlikely that the Perona–Malik filter possesses solutions which fulfil the smoothness requirements of the extremum principle.

As a promising alternative to construct nonlinear diffusion scale-spaces, Salden and Florack [40, 15] propose to carry over the linear scale-space theory to the nonlinear case by considering nonlinear diffusion processes which result from special rescalings of the linear one. Unfortunately, the Perona–Malik filter turns out not to belong to this class [15].

By now, we have observed that the theoretical justification of nonlinear diffusion filters both as an image enhancing tool and as a scale-space gives rise to some open questions. On the other hand, both fields appear to be contradictory: scale-spaces aim to smooth the image by reducing the amount of features, while image enhancement objects to “sharpen” the image, to discover structures which are blurred or obscured by noise.

The purpose of the present paper is to address this problem. We will see that the majority of scale-space ideas does not necessarily contradict certain demands on image enhancement,
and that a class of regularized anisotropic diffusion filters is well-suited to function as a bridge combining many advantages of these two areas. For this, we restrict ourselves to discussing the continuous scale-space theory of image enhancing anisotropic diffusion. Semidiscrete and discrete models as well as numerical algorithms are presented in forthcoming publications.

The paper is organized as follows:

Section 2 investigates a general class of \( m \)-dimensional nonlinear filters with a diffusion tensor instead of a scalar diffusivity. It extends the existence, uniqueness and regularity results of the isotropic model of Catté, Lions, Morel and Coll [11] to the anisotropic case. We do not impose any additional reaction term, as we have seen that this might create more problems than it solves. In order to demonstrate that special representatives of our class allow the restoration of fairly noisy images, we investigate processes which smooth in an isotropic way within the interior of a region and act anisotropically near edges where they mainly diffuse along the edge structure.

In the third section, a scale-space interpretation is presented. After reviewing some basics of scale-space theory, the invariances and smoothing properties of anisotropic diffusion filtering are analysed and juxtaposed to linear and morphological scale-spaces. The numerous smoothing and information reducing properties are due to an extremum principle and the Lyapunov functionals associated with nonlinear diffusion filtering. As a consequence of the extremum principle, it is proved that the solution depends continuously on the initial image.

Section 4 demonstrates how these ideas may be generalized to more sophisticated descriptors of local structure (allowing corner enhancement) and to vector-valued images.

## 2 Nonlinear anisotropic diffusion

### 2.1 The general model

Let \( \Omega := (0, a_1) \times \ldots \times (0, a_m) \) be an \( m \)-dimensional image domain and \( \Gamma := \partial \Omega \) its boundary. Then, a filtered version \( u(x, t) \) of a real-valued image \( f(x) \in L^\infty(\Omega) \) may be obtained as the solution of a diffusion equation with \( f \) as initial condition and reflecting boundary conditions:

\[
\partial_t u = \text{div} \left( D(\nabla u_\sigma) \nabla u \right) \quad \text{on} \quad \Omega \times (0, \infty) \tag{8}
\]

\[
u(x, 0) = f(x) \quad \text{on} \quad \Omega \tag{9}
\]

\[
\langle D(\nabla u_\sigma) \nabla u, n \rangle = 0 \quad \text{on} \quad \Gamma \times (0, \infty) \tag{10}
\]

Hereby, \( n \) denotes the outer normal and \( \langle \cdot, \cdot \rangle \) the usual inner product on \( \mathbb{R}^m \). The diffusion tensor \( D \in \mathbb{R}^{m \times m} \) is chosen to be a function of the edge estimator \( \nabla u_\sigma \), where

\[
u_\sigma(x, t) := (K_\sigma * \bar{u}(\cdot, t))(x) \quad (\sigma > 0) \tag{11}
\]

and \( \bar{u} \) denotes an extension of \( u \) from \( \Omega \) to \( \mathbb{R}^m \), which may be obtained by mirroring at \( \Gamma \). The regularization by convolving with a Gaussian makes the edge detection insensitive to noise at scales smaller than \( \sigma \) and helps to ensure existence and uniqueness results (cf. [11]).

Now, the question arises of how to choose \( D(\nabla u_\sigma) \). Let \( \{v_1, \ldots, v_m\} \) be an orthonormal basis of \( \mathbb{R}^m \) with \( v_1 \parallel \nabla u_\sigma \). Then we construct the matrix \( D(\nabla u_\sigma) \) in such a way that it is symmetric positive definite and \( \{v_1, \ldots, v_m\} \) represent its eigenvectors. The corresponding eigenvalues \( \lambda_1, \ldots, \lambda_m \) are chosen to be functions of \( |\nabla u_\sigma| \) only. Hence, we have

\[
D(\nabla u_\sigma) = \begin{pmatrix} v_1 \ldots v_m \end{pmatrix} \text{diag} \left( \lambda_1(\nabla u_\sigma), \ldots, \lambda_m(\nabla u_\sigma) \right) \begin{pmatrix} v_1 \ldots v_m \end{pmatrix}^T
\]

\[
= S(\nabla u_\sigma) \Lambda(|\nabla u_\sigma|) S(\nabla u_\sigma)^T, \tag{12}
\]
where $S(\nabla u_\sigma)$ is built of the row vectors $v_1, \ldots, v_m$ and $\Lambda(|\nabla u_\sigma|)$ is a diagonal matrix with entries $\lambda_1(|\nabla u_\sigma|), \ldots, \lambda_m(|\nabla u_\sigma|)$. In the present paper, we require the subsequent properties:

\begin{align*}
D : \mathbb{R}^m &\rightarrow \mathbb{R}^{m \times m} \quad \text{is Lipschitz continuous,} \quad (13) \\
\lambda_i &\in C^\infty([0, \infty) \times (0, 1]), \quad i = 1, \ldots, m, \quad (14) \\
\lambda_2(z) = \ldots = \lambda_m(z) &\quad \forall z \geq 0. \quad (15)
\end{align*}

So the problem we are concerned with is as follows:

\[
\begin{aligned}
\text{Solve the initial boundary value problem (8)–(10) with an initial value } f \in L^\infty(\Omega) \text{ and a diffusion tensor according to (12)–(15).} \quad (P)
\end{aligned}
\]

In order to discuss existence and uniqueness results, we first have to introduce some notations. Let $H^1(\Omega)$ be the Sobolev space of functions $u(x) \in L^2(\Omega)$ with all distributional derivatives of first order being in $L^2(\Omega)$. We equip $H^1(\Omega)$ with the norm

\[
\|u\|_{H^1(\Omega)} := \left(\|u\|^2_{L^2(\Omega)} + \sum_{i=1}^m \|\partial_{x_i} u\|^2_{L^2(\Omega)}\right)^{1/2}
\]

and identify it with its dual space. We denote by $L^2(0, T; H^1(\Omega))$ the space of functions $u$, strongly measurable on $[0, T]$ with range in $H^1(\Omega)$ (for the Lebesgue measure $dt$ on $[0, T]$) such that

\[
\|u\|_{L^2(0, T; H^1(\Omega))} := \left(\int_0^T \|u(t)\|^2_{H^1(\Omega)} \, dt\right)^{1/2} < \infty.
\]

In a similar way, $C([0, T]; L^2(\Omega))$ is defined as the space of continuous functions $u : [0, T] \rightarrow L^2(\Omega)$ provided with the norm

\[
\|u\|_{C([0, T]; L^2(\Omega))} := \max_{[0, T]} \|u(t)\|_{L^2(\Omega)}.
\]

With these notations, our filter class $(P)$ satisfies the subsequent theorem:

**Theorem 1 (Existence, uniqueness and regularity).**

*For any $T > 0$, there exists a unique function $u(x, t)$ that solves problem $(P)$ in the distributional sense. This function verifies

\[
u \in C([0, T]; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)),
\]

\[
\partial_t u \in L^2(0, T; H^1(\Omega)).
\]

Moreover, $u \in C^\infty(\bar{\Omega} \times (0, T])$.*

**Proof:** This is a straightforward extension of the proof for the isotropic model [11] with a scalar diffusivity to the anisotropic case with a diffusion tensor. \qed

Before turning to a more detailed investigation of further theoretical properties of the filter (P), let us first investigate how it may be used for image enhancement.

\[6\]
2.2 Applications to image enhancement

The functional dependence of the eigenvalues on $|\nabla u_\sigma|$ can be adapted to the desired purpose of the diffusion filter. Frequently, one chooses the eigenvalues in such a way that they are close to 1 in the interior of a region where one desires strong noise elimination by isotropic linear diffusion. At edges, one usually reduces diffusion in normal direction in order to preserve localization and structure of the edge. If noise at edges is to be eliminated as well, this may be accomplished by encouraging diffusion along the edge.

To give an example how such a diffusion tensor may be constructed from an isotropic model, let us consider a Lipschitz continuous scalar diffusivity function $g \in C^\infty([0,\infty),(0,1])$ which is represented in $[0,\infty)$ by a convergent power series [48, 38]:

$$g(s) = \sum_{k=0}^{\infty} a_k s^k.$$

Since the tensor product

$$J_0(\nabla u_\sigma) := \nabla u_\sigma \otimes \nabla u_\sigma$$

(16)

gives a positive semidefinite matrix there exists a unique positive semidefinite matrix $\sqrt{J_0}$ with

$$\sqrt{J_0} \cdot \sqrt{J_0} = J_0.$$

Hence,

$$D(\nabla u_\sigma) := g\left(\sqrt{J_0(\nabla u_\sigma)}\right) := \sum_{k=0}^{\infty} a_k \left(\sqrt{J_0(\nabla u_\sigma)}\right)^k$$

(17)

defines a diffusion tensor possessing an orthonormal system of eigenvectors $v_1,...,v_m$ with $v_1 \parallel \nabla u_\sigma$. The corresponding eigenvalues are

$$\lambda_1(|\nabla u_\sigma|) = g(|\nabla u_\sigma|),$$
$$\lambda_2(|\nabla u_\sigma|) = ... = \lambda_m(|\nabla u_\sigma|) = g(0).$$

A class of admissible diffusivities (comprising (5)) is given by

$$g(s) = \exp\left(\frac{-s^\alpha}{\alpha \lambda^\alpha}\right)$$

(18)

with a contrast parameter $\lambda > 0$ and a decay parameter $\alpha \geq 1$. The flux function $\Phi(s) = sg(s)$ is increasing in $[0,\lambda]$ and decreasing in $(\lambda, \infty)$. Larger values of $\alpha$ correspond to a faster decay of $g$ near $\lambda$. They lead to steeper edges with a longer “lifetime”, while smaller values diminish staircasing at edges. A detailed investigation of this family of diffusivities is given in [6]. All figures in the present paper were obtained with $\alpha := 5$, in order to demonstrate that the choice of $\alpha$ is not critical and that this is not a crucial parameter.

In practice, anisotropic diffusion needs essentially two parameters, which are fairly natural for any image restoration method (cf. [11]): a contrast parameter $\lambda$ and a resolution parameter $\sigma$. Gradients with modulus larger than $\lambda$ are considered to be edges and, therefore, diffusion is reduced significantly. Details being smaller than $\sigma$ are regarded as noise or unimportant features, which are to be removed.

The stopping time $T$ can be related to $\sigma$ [11]: in the interior of a region (where $|\nabla u_\sigma|$ is close to 0), the diffusion process becomes almost linear and isotropic with diffusivity 1. Hence, it takes a time $T = O(\sigma^2)$ to eliminate details of scale $\sigma$. Anyway, since diffusion is reduced at edges, one should regard $O(\sigma^2)$ rather as a lower bound for the stopping time $T$. Note that
– especially in higher dimensions – the stopping time reasoning by virtue of linear diffusion fits the anisotropic case of nonlinear filtering better than the isotropic case: at (codimension 1) edges, the anisotropic model still possesses \( m - 1 \) directions with diffusivity (eigenvalue) 1, while the isotropic model inhibits diffusion in all directions. For longer times the following is observed: edges are hardly affected, while the interior of each region becomes almost completely diffused. This leads to nearly piecewise constant images and qualifies anisotropic diffusion as a preprocessing step which makes subsequent segmentations very easy. However, as Theorem 5 will show, the diffusion process converges finally to a constant steady state. We will see that this behaviour is rather an advantage of the nonlinear diffusion scale-space than a shortcoming of a restoration method.

Let us now investigate two examples which demonstrate the image enhancing potential of anisotropic diffusion filtering using tensors such as (17) with \( g \) according to (18). Figure 1 shows an image with a cross, degraded by additive Gaussian noise of standard deviation 100 and its processed version. Note that all images in the present paper are depicted such that the grey values 0 and 255 appear black and white, respectively. Except for small roundings at corners, anisotropic diffusion could restore the original image almost entirely. Figure 2 illustrates that regularized anisotropic diffusion filtering is still capable of possessing the contrast enhancing properties of the Perona–Malik filter (provided that \( \sigma \) is not too large). It depicts a 2D Gaussian-like function with its isolines before and after diffusion filtering. It can be observed that two regions with almost constant grey value evolve which are separated by a fairly steep edge. Edge enhancement is caused by the fact that due to the rapidly decreasing diffusivity, smoothing within each region is strongly preferred to diffusion between two adjacent regions.

The discussed model has several relations to other anisotropic ideas. An alternative anisotropic model also fulfilling the requirements (12)–(15) was proposed in earlier works of the author [47, 48]. In [48], it was also demonstrated that, at noisy edges, anisotropic diffusion performs much better than isotropic nonlinear diffusion. A different approach to anisotropic ideas is due to Nitzberg and Shiota [31]. They convolve the original image with elongated and displaced Gaussians which are adapted to the local structure. In a special scaling limit, this may also be regarded as an anisotropic diffusion filtering. Cottet and Germain [13] use a positive semidefinite diffusion tensor with \( \lambda_1 \equiv 0 \) which offers certain advantages for the processing of one-dimensional features. Salden [40] proposes a diffusion tensor utilizing intrinsic properties of isophotes and flowlines.

### 3 Scale-space properties

#### 3.1 The concept of scale-space

As already mentioned, a scale-space has to fulfil certain architectural, smoothing and invariance properties. This will be illustrated briefly in the sequel. For more details, the reader is referred to [1] from which most of the following nomenclature is borrowed.

A typical representative for an architectural property is *recursivity*, i.e. for \( t = 0 \), the scale-space representation gives the original image \( f \), and the filtering may be split into a sequence of filter banks:

\[
T_0 f = f, \\
T_{t+s} f = T_t(T_s f) \quad \forall s, t \geq 0.
\]

This property is also sometimes referred to as the *semigroup property*. Other architectural
Figure 1: Restoration properties of anisotropic diffusion. **LEFT:** Cross degraded by noise, $\Omega = (0, 255)^2$. **RIGHT:** Restored, $\lambda = 2, \sigma = 2, t = 80$.

Figure 2: Edge enhancement of anisotropic diffusion. **LEFT:** Gaussian-type function, $\Omega = (0, 255)^2$. **RIGHT:** Filtered, $\lambda = 3, \sigma = 2, t = 1800$. 
axioms are e.g. concerned with regularity properties of $T_t$ and the local behaviour as $t$ tends to 0.

Information reduction arises from the wish that the smoothing transformation should not create artefacts when passing from fine to coarse representation. Thus, at a coarse scale, we must not have additional structures which are caused by the filtering method itself and not by underlying structures at finer scales. This property is specified by numerous authors in different ways, using concepts like causality [26], nonenhancement of local extrema [28], no creation of new level-crossings [20, 28], comparison principle [1], maximum–minimum principle [35], decay of Euclidean absolute curvature [41], and decay of the number of extrema and zero-crossings of the curvature [41].

It is desirable that – except for information reduction by smoothing – the scale-space transform does not alter the image too much, i.e., it should be invariant with respect to many transformations. Examples of such transformations are grey-level shifts, translations and rotations, but also affine transformations of the space.

In the present paper, we shall not focus on further investigations of architectural requirements like recursivity, regularity and locality, as these qualities do not distinguish nonlinear diffusion scale-spaces from other ones. We start with briefly discussing invariances. Afterwards, we turn to a more crucial task, namely the question, in which sense our restoration method – which allows edge enhancement – can still be considered as a smoothing, information reducing image transformation.

### 3.2 Invariances

Let $u(x,t)$ be the unique solution of (P) and define the scale-space operator $T_t$ by

$$T_t f := u(t), \quad t \geq 0,$$

where $u(t) := u(.,t)$.

The properties we discuss below illustrate that an invariance of $T_t$ with respect to some image transformation $P$ is characterized by the fact that $T_t$ and $P$ commute.

#### 3.2.1 Grey level shift invariance

Since the diffusion tensor is only a function of $\nabla u_\sigma$, but not of $u$, we may shift the grey level range by an arbitrary constant $C$, and the filtered images will also be shifted by the same constant. Moreover, a constant function is not affected by diffusion filtering. Therefore, we have

$$T_t(0) = 0,$$

$$T_t(f + C) = T_t(f) + C \quad \forall t \geq 0.$$

#### 3.2.2 Reverse contrast invariance

By the construction of the diffusion tensor, we have $D(-\nabla u_\sigma) = D(\nabla u_\sigma)$, and it follows that

$$T_t(-f) = -T_t(f) \quad \forall t \geq 0.$$

This property is not fulfilled by classical morphological scale-space equations like dilation and erosion. When reversing the contrast, the role of dilation and erosion has to be exchanged as well.
3.2.3 Average grey level invariance

Average grey level invariance is a further property in which diffusion scale-spaces differ from morphological scale-spaces. In general, the evolution PDEs of the latter ones are not of divergence form and do not preserve the mean grey value.

**Proposition 1 (Conservation of average grey value).**

The average grey level

\[ \mu := \frac{1}{|\Omega|} \int_{\Omega} f(x) \, dx \]  

is not affected by nonlinear diffusion filtering:

\[ \frac{1}{|\Omega|} \int_{\Omega} T_t f \, dx = \mu \quad \forall \ t > 0. \]

**Proof:** Define \( I(t) := \int_{\Omega} u(x, t) \, dx \) for all \( t \geq 0 \). Then the Cauchy–Schwarz inequality implies

\[ |I(t) - I(0)| = \left| \int_{\Omega} \left( u(x, t) - f(x) \right) \, dx \right| \leq |\Omega|^{1/2} \| u(t) - f \|_{L^2(\Omega)}. \]

Since \( u \in C([0, T]; L^2(\Omega)) \), the preceding inequality gives the continuity of \( I(t) \) in \( 0 \).

For \( t > 0 \), Theorem 1, the divergence theorem and the boundary conditions yield

\[ \frac{dI}{dt} = \int_{\Omega} \partial_t u \, dx = \int_{\Gamma} \langle D(\nabla u_\sigma) \nabla u, n \rangle \, dS = 0. \]

Hence, \( I(t) \) must be constant for all \( t \geq 0 \). \( \square \)

Average grey level invariance may be described by commuting operators, when introducing an averaging operator \( M : L^1(\Omega) \to L^1(\Omega) \) which maps \( f \) to a constant image with the same mean grey level:

\[ (Mf)(y) := \frac{1}{|\Omega|} \int_{\Omega} f(x) \, dx \quad \forall \ y \in \Omega. \]

Then Proposition 1 and grey level shift invariance imply that the order of \( M \) and \( T_t \) is exchangeable:

\[ M(T_t f) = T_t(Mf) \quad \forall \ t \geq 0. \]

When studying diffusion filtering as a pure initial value problem in the domain \( \mathbb{R}^m \), it also makes sense to investigate Euclidean transformations of an image. This leads us to translation and isometry invariance.

3.2.4 Translation invariance

Define a translation \( \tau_h \) by \( (\tau_h f)(x) := f(x + h) \). Then diffusion filtering fulfills

\[ T_t(\tau_h f) = \tau_h(T_t f) \quad \forall \ t \geq 0. \]

This is a consequence of the fact that the diffusion tensor is a function of \( \nabla u_\sigma \) solely, but not of \( x \).
3.2.5 Isometry invariance

Let \( R \in \mathbb{R}^{m \times m} \) be an orthogonal transformation. If we apply \( R \) to \( f \) by defining \( Rf(x) := f(Rx) \), then the eigenvalues of the diffusion tensor are unaltered and any eigenvector \( v \) is transformed into \( Rv \). Thus, it makes no difference whether the orthogonal transformation is applied before or after diffusion filtering:

\[
T_t(Rf) = R(T_t f) \quad \forall t \geq 0.
\]

3.3 Information reducing properties

3.3.1 Nonenhancement of local extrema

The requirement that a scale-space representation must not amplify local extrema was first pointed out by Lindeberg [28] for the linear diffusion scale-space. However, this condition is also verified by nonlinear anisotropic diffusion.

**Theorem 2 (Nonenhancement of local extrema).**

Let \( u \) be the unique solution of \((P)\) and consider some \( \theta > 0 \). Suppose that \( \xi \in \Omega \) is a local extremum of \( u(\cdot, \theta) \). Then,

\[
\begin{align*}
\partial_t u(\xi, \theta) &\leq 0, \quad \text{if } \xi \text{ is a local maximum}, \\
\partial_t u(\xi, \theta) &\geq 0, \quad \text{if } \xi \text{ is a local minimum}.
\end{align*}
\]

**Proof:** Let \( D(\nabla u_\sigma) := (d_{ij}(\nabla u_\sigma)) \). Then we have

\[
\partial_t u = \sum_{i=1}^{m} \sum_{j=1}^{m} \left( \partial_{x_i} d_{ij}(\nabla u_\sigma) \right) \partial_{x_j} u + \sum_{i=1}^{m} \sum_{j=1}^{m} d_{ij}(\nabla u_\sigma) \partial_{x_i x_j} u. \tag{21}
\]

Since \( \nabla u(\xi, \theta) = 0 \) and \( \partial_{x_i} d_{ij}(\nabla u_\sigma(\xi, \theta)) \) is bounded, the first term of the right hand side of \((21)\) vanishes in \((\xi, \theta)\).

We know that the diffusion tensor \( D := D(\nabla u_\sigma(\xi, \theta)) \) is positive definite. Hence, there exists an orthogonal transformation \( S \in \mathbb{R}^{m \times m} \) such that

\[
S^T D S = \text{diag}(\lambda_1, \ldots, \lambda_m) := \Lambda
\]

with \( \lambda_1, \ldots, \lambda_m \) being the positive eigenvalues of \( D(\nabla u_\sigma(\xi, \theta)) \) (cf. also \((12)\)).

Now, let us assume that \((\xi, \theta)\) is a local maximum. Then the Hessian \( H := \text{Hess}(u(\xi, \theta)) \) and \( B := (b_{ij}) := S^T H S \) are negative semidefinite. Therefore, we have

\[
b_{ii} \leq 0 \quad \forall i = 1, \ldots, m
\]

and by the invariance of the trace with respect to orthogonal transformations it follows that

\[
\begin{align*}
\partial_t u(\xi, \theta) &= \text{trace}(DH) \\
&= \text{trace}(S^T D S S^T H S) \\
&= \text{trace}(\Lambda B) \\
&= \sum_{i=1}^{m} \lambda_i b_{ii} \\
&\leq 0.
\end{align*}
\]
If $\xi$ is a local minimum of $u(x, \theta)$, one proceeds in the same way utilizing the positive semidefiniteness of the Hessian.

Nonenhancement of local extrema distinguishes anisotropic diffusion from classical contrast enhancing methods such as high-frequency emphasis ([18], pp. 182–183), which do violate this principle. Although possibly being in the backward diffusion region at edges, nonlinear diffusion is always in the forward region at extrema. This ensures its stability. However, it should be noted that the preceding theorem does not imply that the number of local extrema is nonincreasing. It is not very difficult to give illustrative counterexamples where this is yet violated for the linear diffusion case in two dimensions [27, 28].

3.3.2 The maximum–minimum principle

From the nonenhancement of local extrema, it can be shown by using a reasoning of Illner [21] that for $t_2 \geq t_1 > 0$ we get

$$\min_{y \in \tilde{\Omega}} u(y, t_1) \leq u(x, t_2) \leq \max_{y \in \tilde{\Omega}} u(y, t_1) \quad \forall x \in \tilde{\Omega}.$$  

Instead of doing this in the sequel, we are interested in a more general result which does also apply to extrema in the initial data.

A common way to prove extremum principles for nonlinear parabolic PDEs is the use of monotony results (see e.g., [37], pp. 186–188). The monotony condition

$$f \leq h \quad \implies \quad T_t f \leq T_t h \quad \forall t > 0.$$  

has also been proposed as a smoothing requirement for scale-spaces [1]. When combined with reverse contrast invariance and grey level shift invariance, this comparison principle implies an extremum principle. However, to establish the monotony condition for anisotropic diffusion filtering, we would need that the equation is always of forward parabolic type. Since this would forbid contrast enhancing processes, we will not pursue this idea any further.

In order to prove a maximum–minimum principle, we utilize Stampacchia’s truncation method instead (cf. [8], p. 211).

**Theorem 3 (Extremum principle).**
Consider the problem (P) and define

$$a \ := \ \text{ess inf}_{x \in \Omega} f(x),$$

$$b \ := \ \text{ess sup}_{x \in \Omega} f(x).$$

Then the solution $u$ of (P) verifies

$$a \ \leq \ u(x, t) \ \leq \ b \quad \text{on} \quad \tilde{\Omega} \times (0, \infty).$$  

**Proof:** We restrict ourselves in proving only the maximum principle. The minimum principle follows from the reverse contrast invariance and the maximum principle when applied to the initial datum $-f$.

Let $G \in C^4(\mathbb{R})$ be a function with $G(s) = 0$ on $(-\infty, 0]$ and $0 < G'(s) \leq C$ on $(0, \infty)$ for some constant $C$. Now, we define

$$H(s) \ := \ \int_0^s G(\sigma) \, d\sigma, \quad s \in \mathbb{R},$$

$$\varphi(t) \ := \ \int_{\tilde{\Omega}} H(u(x, t) - b) \, dx, \quad t \in [0, \infty).$$
By the Cauchy–Schwarz inequality, we have
\[
\int_\Omega |G(u(x, t) - b) \partial_t u(x, t)| \, dx \leq C \cdot \|u(t) - b\|_{L^2(\Omega)} \cdot \|\partial_t u(t)\|_{L^2(\Omega)}
\]
and from Theorem 1 we know that the right hand side of this estimate exists. Therefore, \( \varphi \) is differentiable for \( t > 0 \), and we get
\[
\frac{d\varphi}{dt} = \int_\Omega G(u-b) \, \partial_t u \, dx
\]
\[
= \int_\Omega G(u-b) \, \text{div} \left(D(\nabla u_{\sigma}) \nabla u \right) \, dx
\]
\[
= \int_\Gamma G(u-b) \left\langle D(\nabla u_{\sigma}) \nabla u, n \right\rangle \, dS - \int_\Omega \left( G'(u-b) \right) \left\langle \nabla u, D(\nabla u_{\sigma}) \nabla u \right\rangle \, dx
\]
\[
\leq 0.
\]
By means of \( H(s) \leq \frac{C}{2}s^2 \), we have
\[
0 \leq \varphi(t) \leq \int_\Omega H(u(x, t) - f(x)) \, dx \leq \frac{C}{2} \|u(t) - f\|_{L^2(\Omega)}^2.
\]
(25)
Since \( u \in C([0,T];L^2(\Omega)) \), the right hand side of (26) tends to 0 = \( \varphi(0) \) for \( t \to 0^+ \) which proves the continuity of \( \varphi(t) \) in 0. Now from
\[
\varphi \in C([0, \infty)), \quad \varphi(0) = 0, \quad \varphi \geq 0 \quad \text{on} \quad [0, \infty)
\]
and (25), it follows that
\[
\varphi \equiv 0 \quad \text{on} \quad [0, \infty).
\]
Hence, for all \( t \geq 0 \), we obtain \( u(x, t) - b \leq 0 \) almost everywhere (a.e.) on \( \Omega \). Due to the smoothness of \( u \) for \( t > 0 \), we finally end up with the assertion
\[
u(x, t) \leq b \quad \text{on} \quad \tilde{\Omega} \times (0, \infty).
\]
Hummel [20] shows that, under certain conditions, the extremum principle for parabolic operators is equivalent to the property that the corresponding scale-space never creates additional level-crossings for \( t > 0 \). This points out the importance of extremum principles for scale-spaces. Furthermore, Theorem 3 is a useful tool for establishing theoretical properties like continuous dependence of the solution on the initial data. To demonstrate this, we first have to prove two lemmas.

**Lemma 1 (Uniform gradient estimate for Gaussian convolution).**

Let \( \sigma > 0 \) and \( A(c_1) := \{ u \in L^\infty(\mathbb{R}^m) \mid \|u\|_{L^\infty(\mathbb{R}^m)} \leq c_1 \} \).

Then there exists a constant \( c_2 = c_2(\sigma, m, c_1) \) such that
\[
|\nabla K_\sigma * u(x)| \leq c_2 \quad \forall u \in A(c_1), \quad \forall x \in \mathbb{R}^m.
\]

**Proof:** Denoting the one-dimensional Gaussian by \( \kappa_\sigma(s) := \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{s^2}{2\sigma^2}\right) \) and using
\[
\int_{-\infty}^{\infty} \kappa_\sigma(s) \, ds = 1 \quad \text{and} \quad K_\sigma(x) = \prod_{i=1}^{m} \kappa_\sigma(x_i),
\]
one immediately obtains
\[
\int_{\mathbb{R}^m} |\partial_{x_i} K_\sigma(x)| \, dx = \int_{\mathbb{R}} |\partial_{x_i} \kappa_\sigma(x_i)| \, dx_i = \frac{2}{\sqrt{2\pi}\sigma}.
\]
This gives the estimate
\[
|\langle \nabla K_\sigma * u \rangle (x) | \leq \sum_{i=1}^m |(\partial_{x_i} K_\sigma * u)(x) |
\]
\[
\leq \sum_{i=1}^m \int_{\mathbb{R}^m} |\partial_{y_i} K_\sigma (y)| \cdot |u(x - y)| \, dy
\]
\[
\leq \|u\|_{L^\infty(\mathbb{R}^m)} \cdot \sum_{i=1}^m \int_{\mathbb{R}^m} |\partial_{y_i} K_\sigma (y)| \, dy
\]
\[
\leq \frac{2mc_1}{\sqrt{2\pi} \sigma}.
\]
\[\square\]

Now, by Theorem 3 and Lemma 1, we know that \(|\nabla u_\sigma (x, t)|\) is bounded on \(\tilde{\Omega} \times (0, \infty)\). This gives immediately

**Lemma 2 (Uniform positive definiteness of the diffusion tensor).**

*Let \(u\) be the solution of (P). Then there exists a positive constant \(\nu = \nu(\sigma, m, \|f\|_{L^\infty(\Omega)})\) such that*

\[
\nu |y|^2 \leq \langle y, D(\nabla u_\sigma(x, t)) y \rangle \quad \forall (x, t) \in \tilde{\Omega} \times [0, \infty), \ \forall y \in \mathbb{R}^m.
\]

With this lemma, we may prove the subsequent theorem which is an important step for establishing the well-posedness of the method (P).

**Theorem 4 (Continuous dependence on the initial data).**

*The unique solution of (P) depends continuously on the initial value with respect to \(\|\cdot\|_{L^2(\Omega)}\).*

**Proof:** Let \(f, h \in L^\infty(\Omega)\) be two initial values for problem (P) and \(u, w\) the corresponding solutions. In the same way as in the uniqueness proof in [11], one shows that there exists some constant \(c > 0\) such that

\[
\frac{d}{dt} \left( \|u(t) - w(t)\|_{L^2(\Omega)}^2 \right) \leq c \cdot \|\nabla u(t)\|_{L^2(\Omega)}^2 \cdot \|u(t) - w(t)\|_{L^2(\Omega)}^2.
\]

Applying the Gronwall–Bellman lemma ([7], pp. 156–157) yields

\[
\|u(t) - w(t)\|_{L^2(\Omega)}^2 \leq \|f - h\|_{L^2(\Omega)}^2 \cdot \exp \left( c \cdot \int_0^t \|\nabla u(s)\|_{L^2(\Omega)}^2 \, ds \right).
\]

Then for \(t \in [0, T]\), Lemma 2 implies that there exists some constant \(\nu > 0\), such that

\[
\int_0^t \|\nabla u(s)\|_{L^2(\Omega)}^2 \, ds \leq \int_0^T \|\nabla u(s)\|_{L^2(\Omega)}^2 \, ds
\]
\[
\leq \frac{1}{\nu} \int_0^T \left| \int_{\Omega} \langle \nabla u(x, s), D(\nabla u_\sigma(x, s)) \nabla u(x, s) \rangle \, dx \right| \, ds
\]
\[
= \frac{1}{\nu} \int_0^T \left| \int_{\Omega} \partial_t u(x, s) \cdot \text{div} \left( D(\nabla u_\sigma(x, s)) \nabla u(x, s) \right) \, dx \right| \, ds
\]
\[
\leq \frac{1}{\nu} \int_0^T \|u(s)\|_{L^2(\Omega)} \|\partial_t u(s)\|_{L^2(\Omega)} \, ds
\]
\[
\leq \frac{1}{\nu} \|u\|_{L^2(0,T;H^1(\Omega))} \|\partial_t u\|_{L^2(0,T;H^1(\Omega))}.
\]
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By virtue of Theorem 1, we know that the right hand side of this estimate exists. Now, let \( \epsilon > 0 \) and choose
\[
\delta := \epsilon \cdot \exp \left( -\frac{c}{2\nu} \| u \|_{L^2(0,T;H^1(\Omega))} \| \partial_t u \|_{L^2(0,T;H^1(\Omega))} \right).
\]
Then for \( \| f - h \|_{L^2(\Omega)} < \delta \), the preceding results imply
\[
\| u(t) - w(t) \|_{L^2(\Omega)} < \epsilon \quad \forall t \in [0, T].
\]
This proves the assertion.

\[\square\]

Theorem 4 is especially important when applying anisotropic diffusion in areas like stereo vision or analysis of image sequences, as it guarantees that similar images remain similar after being processed.

### 3.3.3 Lyapunov functionals and behaviour for \( t \to \infty \)

Since scale-spaces are intended to simplify an image, it is of importance, that for \( t \to \infty \), we obtain the simplest possible image representation, namely a constant image with the same average grey value as the original one. Unlike morphological equations of type (6) and (7), the following theorem states, that anisotropic diffusion filtering always leads to a constant steady-state. This is due to the class of Lyapunov functionals associated with the diffusion process.

**Theorem 5 (Lyapunov functionals and behaviour for \( t \to \infty \)).**

*Suppose that \( u \) is the solution of (P) and let \( a, b, \mu \) and \( M \) be defined as in (22), (23), (19) and (20), respectively. Then the following properties are valid:

(a) (Lyapunov functionals)

For all \( r \in C^2([a,b]) \) with \( r'' \geq 0 \) on \([a,b]\), the function

\[
V(t) := \Phi(u(t)) := \int_{\Omega} r(u(x,t)) \, dx
\]

is a weak Lyapunov functional:

(i) \( \Phi(u(t)) \geq \Phi(Mf) \) for all \( t \geq 0 \).

(ii) \( V \in C([0,\infty)) \cap C^1((0,\infty)) \) and \( V'(t) \leq 0 \) for all \( t > 0 \).

Moreover, if \( r'' > 0 \) on \([a,b]\), then \( V(t) = \Phi(u(t)) \) is a strict Lyapunov functional:

(iii) \( \Phi(u(t)) = \Phi(Mf) \iff \begin{cases} u(t) = Mf \text{ on } \bar{\Omega} \\ u(t) = Mf \text{ a.e. on } \Omega \end{cases} \) (if \( t > 0 \))

(iv) If \( t > 0 \), then \( V'(t) = 0 \) if and only if \( u(t) = Mf \) on \( \bar{\Omega} \).

(v) \( V(0) = V(T) \) for \( T > 0 \) \iff \begin{cases} f = Mf \text{ a.e. on } \Omega \quad \text{and} \\ u(t) = Mf \text{ on } \bar{\Omega} \times (0,T) \end{cases} \)

(b) (Convergence)

(i) \( \lim_{t \to \infty} \| u(t) - Mf \|_{L^p(\Omega)} = 0 \) for \( 1 \leq p < \infty \).

(ii) For \( m = 1 \), the convergence \( \lim_{t \to \infty} u(x,t) = \mu \) is uniform on \( \bar{\Omega} \).
Proof:

(a) (i) Average grey level invariance and the convexity of $r$ give for $t \geq 0$,

$$ \Phi(Mf) = \int_{\Omega} r \left( \frac{1}{|\Omega|} \int_{\Omega} u(x, t) \, dx \right) \, dy $$

\leq \int_{\Omega} \left( \frac{1}{|\Omega|} \int_{\Omega} r(u(x, t)) \, dx \right) \, dy

= \int_{\Omega} r(u(x, t)) \, dx

= \Phi(u(t)). \tag{27} $$

(ii) Let us start by proving the continuity of $V(t)$ in $0$. Thanks to the maximum-minimum principle, we may choose a constant

$$ L := \max_{s \in [a, b]} |r'(s)| $$

such that for all $t > 0$, the Lipschitz condition

$$ |r(u(x, t)) - r(f(x))| \leq L |u(x, t) - f(x)| $$

is verified a.e. on $\Omega$. From this and the Cauchy-Schwarz inequality, we get

$$ |V(t) - V(0)| \leq |\Omega|^{1/2} \|r(u(t)) - r(f)\|_{L^2(\Omega)} $$

$$ \leq |\Omega|^{1/2} L \|u(t) - f\|_{L^2(\Omega)}, $$

and by virtue of $u \in C([0, T]; L^2(\Omega))$, the limit $t \to 0^+$ gives the announced continuity in $0$.

By Theorem 1 and the boundedness of $r'$ on $[a, b]$, we know that $V$ is differentiable for $t > 0$ and $V'(t) = \int_\Omega r'(u) u_t \, dx$. Thus, the divergence theorem yields

$$ V'(t) = \int_\Omega r'(u) \, \text{div} (D(\nabla u_\sigma) \nabla u) \, dx $$

$$ = \int_\Gamma r'(u) \langle D(\nabla u_\sigma) \nabla u, n \rangle \, dS - \int_\Omega r''(u) \langle \nabla u, D(\nabla u_\sigma) \nabla u \rangle \, dx $$

$$ \leq 0. $$

(iii) Let $\Phi(u(t)) = \Phi(Mf)$.

If $t > 0$, then $u(t)$ is continuous in $\tilde{\Omega}$. By virtue of the strict convexity of $r$, we know that equality in the estimate (27) holds if and only if $u(t) = Mf$ on $\tilde{\Omega}$.

So let us turn to the case $t = 0$. From (i) and (ii), we conclude that $\Phi(u(\theta)) = \Phi(Mf)$ for all $\theta > 0$. Thus, we have $u(\theta) = Mf$ for all $\theta > 0$.

For $\theta > 0$, the Cauchy-Schwarz inequality gives

$$ \int |u(x, \theta) - \mu| \, dx \leq |\Omega|^{1/2} \|u(\theta) - Mf\|_{L^2(\Omega)} = 0. $$

Since $u \in C([0, T]; L^2(\Omega))$, the limit $\theta \to 0^+$ finally yields $u(0) = Mf$ a.e. on $\Omega$.

Conversely, it is obvious that $u(t) = Mf$ (a.e.) on $\Omega$ implies $\Phi(u(t)) = \Phi(Mf)$.
(iv) Let $t > 0$ and $V'(t) = 0$. Then from

$$0 = V'(t) = -\int_{\Omega} r''(u(x, t)) \langle \nabla u(x, t), D(\nabla u_\sigma(x, t)) \nabla u(x, t) \rangle \, dx$$

we obtain

$$\langle \nabla u(x, t), D(\nabla u_\sigma(x, t)) \nabla u(x, t) \rangle = 0 \text{ a.e. on } \Omega.$$ 

By Lemma 2, there exists some constant $\nu > 0$, such that

$$\nu |\nabla u(x, t)|^2 \leq \langle \nabla u(x, t), D(\nabla u_\sigma(x, t)) \nabla u(x, t) \rangle \text{ on } \tilde{\Omega} \times (0, \infty).$$

Thus, we have $\nabla u(x, t) = 0$ a.e. on $\Omega$. Due to the continuity of $\nabla u$, this yields $u(x, t) =$ const. for all $x \in \Omega$, and the average grey level invariance finally gives $u(x, t) = \mu$ on $\Omega$.

Conversely, let $u(x, t) = \mu$ on $\Omega$. Then,

$$V'(t) = -\int_{\Omega} r''(u(x, t)) \langle \nabla u(x, t), D(\nabla u_\sigma(x, t)) \nabla u(x, t) \rangle \, dx = 0.$$ 

(v) Suppose that $V(T) = V(0)$. Since $V$ is decreasing, we have

$$V(t) = \text{const.} \quad \text{on } [0, T].$$

Let $\epsilon > 0$. Then for any $t \in [\epsilon, T]$, we have $V'(t) = 0$, and part (iv) implies that $u(t) = Mf$ on $\Omega$. Now, the Cauchy-Schwarz inequality gives

$$\int_{\Omega} |f - Mf| \, dx \leq |\Omega|^{1/2} \|f - u(t)\|_{L^2(\Omega)}.$$ 

As $u \in C([0,T]; L^2(\Omega))$, the limit $t \to 0^+$ yields $f = Mf$ a.e. on $\Omega$.

Conversely, if $u(t) = Mf$ (a.e.) on $\Omega$ holds for all $t \in [0, T]$, it is evident that $V(0) = V(T)$.

(b) To prove the behaviour of $u(t)$ for $t \to \infty$, we can adapt the methods of Illner and Neunzert [22] for directed linear diffusion to our (undirected) nonlinear case.

(i) Choosing $r(s) = s^2$ and differentiating the corresponding Lyapunov function $V(t)$ gives

$$V'(t) = -2 \int_{\Omega} \langle \nabla u, D(\nabla u_\sigma) \nabla u \rangle \, dx \leq 0.$$ 

(28)

From part (a) we know that $\lim_{t \to \infty} V(t)$ exists. Therefore, the expression

$$\lim_{T \to \infty} V(T) - V(1) = -2 \int_1^\infty \int_{\Omega} \langle \nabla u, D(\nabla u_\sigma) \nabla u \rangle \, dx \, dt$$

is bounded. Hence, there exists a sequence $(t_i) \to \infty$ with

$$\int_{\Omega} \langle \nabla u(x, t_i), D(\nabla u_\sigma(x, t_i)) \nabla u(x, t_i) \rangle \, dx \to 0 \quad \text{for } i \to \infty.$$ 

(29)

By Lemma 2, we can find some constant $\nu > 0$ such that

$$\nu \|\nabla u(t_i)\|_{L^2(\Omega)}^2 \leq \int_{\Omega} \langle \nabla u(x, t_i), D(\nabla u_\sigma(x, t_i)) \nabla u(x, t_i) \rangle \, dx$$

18
and (29) gives
\[ \| \nabla u(t_i) \|_{L^2(\Omega)} \to 0 \quad \text{for} \quad i \to \infty. \] (30)

Since \( V(t) = \int_{\Omega} u^2(x, t) \, dx \) is decreasing and bounded from below, we know that the set \( \{ u(t_i) \mid i \in \mathbb{N} \} \) is bounded in the Hilbert space \( L^2(\Omega) \). By the theorem of Banach–Alaoglu ([8], p.42) this bounded set is weakly compact, i.e. there exists a subsequence (which we denote for simplicity by \( (t_i) \)) and some function \( g \in L^2(\Omega) \) such that
\[ u(t_i) \to g \quad \text{weakly}. \]

By (30), we know that \( \{ u(t_i) \mid i \in \mathbb{N} \} \subseteq H^1(\Omega) \). Since there exists a compact imbedding from \( H^1(\Omega) \) into \( L^2(\Omega) \) by the Rellich–Kondrachov theorem ([8], p. 169), we find a subsequence (again denoted by \( (t_i) \)) such that
\[ u(t_i) \to g \quad \text{strongly in} \quad L^2(\Omega). \]

Hence, we get the convergence
\[ \nabla u(t_i) \to \nabla g \quad \text{in the distributional sense}. \]

From (30) we obtain \( \nabla g = 0 \) in the sense of distributions. Therefore, \( g \) is constant almost everywhere and
\[ u(t_i) \to \text{const.} \quad \text{strongly in} \quad L^2(\Omega). \]

The average grey level invariance implies
\[ u(t_i) \to Mf \quad \text{strongly in} \quad L^2(\Omega). \]

By the maximum principle, we know that
\[ \| u(t) - Mf \|_{L^\infty(\Omega)} \leq \| f - Mf \|_{L^\infty(\Omega)} \quad \forall \ t > 0. \]

Now, let \( p \in \mathbb{N} \) with \( p \geq 2 \). For the sequence \( (t_i) \to \infty \), we get
\[ \| u(t_i) - Mf \|_{L^p(\Omega)}^p \leq \| f - Mf \|_{L^\infty(\Omega)}^{p-2} \cdot \| u(t_i) - Mf \|_{L^2(\Omega)}^2 \to 0. \] (31)

For \( r(s) = |s - \mu|^p \), we have \( r''(s) \geq 0 \) and in (a) it was shown that the corresponding weak Lyapunov function \( V_p(t) = \| u(t) - Mf \|_{L^p(\Omega)}^p \) is decreasing and bounded from below. Hence, \( \lim_{t \to \infty} \| u(t) - Mf \|_{L^p(\Omega)} \) exists and (31) implies
\[ \lim_{t \to \infty} \| u(t) - Mf \|_{L^p(\Omega)} = 0 \quad \text{for} \quad 2 \leq p < \infty. \]

By the Cauchy-Schwarz inequality, we have
\[ \| u(t) - Mf \|_{L^1(\Omega)} \leq |\Omega|^{1/2} \cdot \| u(t) - Mf \|_{L^2(\Omega)} \]
and therefore we end up with the assertion
\[ \lim_{t \to \infty} \| u(t) - Mf \|_{L^p(\Omega)} = 0 \quad \text{for} \quad 1 \leq p < \infty. \]
(ii) In the one-dimensional case with $\Omega = (0,a)$, we can find in analogy to (30) a sequence $(t_i) \to \infty$ with
$$
\|u_x(t_i)\|_{L^2(\Omega)} \to 0.
$$
For $x \in [0,a]$ the Cauchy-Schwarz inequality gives
$$
|u(x,t_i) - u(0,t_i)| = \left| \int_0^x u_\xi(t_i) \, d\xi \right| \leq \sqrt{a} \cdot \|u_x(t_i)\|_{L^2(\Omega)} \to 0
$$
So if $\lim_{i \to \infty} u(x,t_i)$ or $\lim_{i \to \infty} u(0,t_i)$ exists, the other limit must exist as well and both are equal. Furthermore, for every $\epsilon > 0$, there exists an $i_\epsilon(\epsilon)$ such that
$$
|u(x,t_i) - u(0,t_i)| < \epsilon \quad \forall \ i > i_\epsilon(\epsilon).
$$
This means that $u(x,t_i)$ is constant of order $\epsilon$ with respect to $x$.

Therefore, $\lim_{i \to \infty} u(x,t_i)$ must actually exist, because otherwise $\lim_{i \to \infty} \int_0^a u^2(x,t) \, dx$ could not exist, which contradicts the Lyapunov properties of $V(t) = \int_0^a u^2(x,t) \, dx$.

From this and the average grey level conservation we conclude that
$$
\lim_{i \to \infty} u(x,t_i) = \mu
$$
and due to (32), this convergence is uniform on $\tilde{\Omega}$.

From part (a), we know that $\|u(t) - Mf\|_{L^p(\Omega)}$ is a weak Lyapunov function for $p \geq 2$. Thus,
$$
\|u(t) - Mf\|_{L^\infty(\Omega)} = \lim_{p \to \infty} \|u(t) - Mf\|_{L^p(\Omega)}
$$
is also decreasing in $t$. Hence, $\lim_{t \to \infty} \|u(t) - Mf\|_{L^\infty(\Omega)}$ exists and (33) implies
$$
\lim_{t \to \infty} \|u(t) - Mf\|_{L^\infty(\Omega)} = 0.
$$
The smoothness of $u$ establishes finally that
$$
\lim_{t \to \infty} u(x,t) = \mu
$$
uniformly on $\tilde{\Omega}$.

We have seen that for edge enhancing anisotropic diffusion we are faced with a competition between forward and backward diffusion. Theorem 5 is of importance, as it states that the regularization tames the backward diffusion in such a way that the forward diffusion wins in the long run. Moreover, the fight evolves the whole time in a certain direction: although backward diffusion may be locally superior, the global result – denoted by the Lyapunov functional – becomes permanently better for forward diffusion. So let us have a closer look at what might be the meaning of this global result in the frame of image processing.

Considering the Lyapunov functions associated with $r(s) := |s|^p$, $r(s) := (s - \mu)^2$ and $r(s) := s \ln s$, respectively, the preceding theorem gives the following corollary.

**Corollary 1 (Special Lyapunov functionals).**

Let $u$ be the solution of (P) and $\alpha$ and $\mu$ be defined as in (22) and (19). Then the following functions are decreasing for $t \in [0,\infty)$:
(a) \[ \|u(t)\|_{L^p(\Omega)} \quad \text{for all } p \geq 2. \]

(b) \[ M_{2n}[u(t)] := \frac{1}{|\Omega|} \int_\Omega (u(x, t) - \mu)^{2n} \, dx \quad \text{for all } n \in \mathbb{N}. \]

(c) \[ H[u(t)] := \int_\Omega u(x, t) \ln(u(x, t)) \, dx, \quad \text{if } a > 0. \]

Corollary 1 offers multiple possibilities of how to interpret nonlinear anisotropic diffusion filtering as a smoothing transformation.

As a special case of (a) it follows that the energy \( \|u(t)\|_{L^2(\Omega)}^2 \) is reduced by diffusion.

Part (b) gives a probabilistic interpretation of anisotropic diffusion filtering. Consider the intensity in an image \( f \) as a random variable \( Z_f \) with distribution \( F_f(z) \), i.e. \( F_f(z) \) is the probability that an arbitrary grey value \( Z_f \) of \( f \) does not exceed \( z \). By the average grey level invariance, \( \mu \) is equal to the expected value

\[ EZ_u(t) := \int_{\mathbb{R}} z \, dF_u(t)(z), \]

and it follows that \( M_{2n}[u(t)] \) is just the even central moment

\[ \int_{\mathbb{R}} (z - EZ_u(t))^{2n} \, dF_u(t)(z). \]

The second central moment (the variance) characterizes the spread of the intensity about its mean. It is a common tool for constructing measures for the relative smoothness of the intensity distribution. The fourth moment is frequently used to describe the relative flatness of the grey value distribution. Higher moments are more difficult to interpret, although they do provide important information for tasks like texture discrimination ([18], pp. 414–415). All decreasing even moments demonstrate that the image becomes smoother during diffusion filtering. Hence, local effects such as edge enhancement, which object to increase central moments, are overcompensated by a strong smoothing in other areas.

If we choose another probabilistic model of images, then part (c) characterizes the information-theoretical side of our scale-space. Suppose that the intensity of the image \( f \) is caused by photons being absorbed by some image recording device, and consider the location where the photon hits the image domain \( \tilde{\Omega} \) as an \( m \)-dimensional random variable \( Z_f \). If \( \int_\Omega f \, dx = 1 \), then \( f \) may be regarded as the density of this random variable. Then \( S[f] := -H[f] \) is nothing else but the entropy of \( f \). An exhaustive treatment of entropy ideas may be found in [10]. Relevant for us is the fact that entropy is a measure of uncertainty and of missing information. This means that the scale-space created by anisotropic diffusion filtering embeds the genuine image \( f \) into a family of subsequently likelier versions of it which contain less information. Moreover, for \( t \to \infty \), the process reaches the state with the lowest possible information, namely a constant image.

From these considerations, we observe that, in spite of its edge enhancing properties, anisotropic diffusion does really simplify the original image.

### 3.4 Examples

Figure 3 compares scale-spaces generated by isotropic linear diffusion, anisotropic nonlinear diffusion and the fundamental equation in image processing, respectively. The original image is taken from a magnetic resonance imaging (MRI) sequence of the human head.

It is observed that linear diffusion does not only blur all structures in an equal amount, but also dislocates them with increasing scale; for longer times, the head shape tends to a blurred disk. However, the average grey level is unaltered.
This is not true for the affine invariant scale-space: we observe that the image becomes more and more black as the time evolves. On the other hand, edges are not blurred as strong as in the linear diffusion case. This is due to the fact, that (7) smoothes anisotropically along level lines: indeed, it can be rewritten as

$$\partial_t u = \left| \nabla u \right|^2 u_{\xi\xi},$$

(34)

with $\xi$ representing the tangent direction. Moreover, (7) implies that the fundamental equation propagates level lines in order to reduce their curvature: low-curved object boundaries are less affected by this process, while high-curved structures (e.g. the nose) exhibit roundings at an earlier stage. In Figure 3 we recognize that level lines shrink to convex curves and tend asymptotically to ellipses before they finally disappear. This is also confirmed by the theory, see [1] and the references therein. Thus, although edges are easier detectable than in the linear diffusion case, the correspondence problem remains: structures which are identified at coarse scales do not give the correct location and must be traced back. A modification of the affine invariant flow avoiding the shrinkage problem for the evolution of a curve is proposed by Sapiro and Tannenbaum [42]. Nevertheless, for grey-scale images, the practical use of this modification is yet under research. Since the fundamental equation of shape analysis involves no additional parameters and offers numerous invariances, it induces an ideal scale-space for uncommitted image analysis and shape recognition. However, its grey scale invariance prevents it from being contrast enhancing.

Nonlinear anisotropic diffusion filtering does offer this option, as it can be observed at the chin. Due to its drastically reduced diffusion in normal direction, edges are preserved and even enhanced for a fairly long time. Their localization is hardly affected until they finally disappear, and roundings at corners are less pronounced than in the affine invariant scale-space. Thus, the correspondence problem is no more of significance. The tendency to produce piecewise constant regions demonstrates that this scale-space is a well-suited preprocessing tool for segmentation. Unlike diffusion-reaction models aiming to produce one segmentation-like result for $t \to \infty$, the temporal evolution of our model generates a complete hierarchical family of segmentation-like images. From Figure 3 we recognize that most of the depicted “segments” coincide with the semantically correct objects. As for linear diffusion filtering, the average grey level remains constant. The contrast and scale parameters allow an adaptation of the anisotropic diffusion scale-space to the desired purpose, in order to preserve characteristic features for a longer time. In this sense, the time $t$ is rather a parameter of importance, with respect to the specified task, than just a scale descriptor. Let us recall that this is exactly the basic idea of scale-spaces: to provide a family of subsequently simplified versions of the original image, in order to pick up the relevant information from a certain level and to get a hierarchy of structures. The fact that we use similar parameters for the very different images in Figure 1–3 demonstrates that, in practise, the parameter adaptation is not very critical.

Let us conclude this chapter with briefly discussing the difference between anisotropic diffusion and related morphological image-enhancement methods. Equation (34) indicates that anisotropic smoothing can also be obtained using morphological operators. A simpler example is given by the mean curvature flow (6), which can be written as

$$\partial_t u = u_{\xi\xi}$$

with $\xi$ as above. Thus, one may construct a filter which diffuses linearly inside regions and smoothes by mean curvature motion along edges [2]. This approach also provides a contrast and a scale parameter, but it is not clear whether it permits edge enhancement. Anyway,
due to the linear diffusion, morphological grey scale invariance gets lost. A combination
between mean curvature motion and hyperbolic shock filters is edge enhancing and gives ex-
perimentally nontrivial steady states [3]. It is intended as a pure restoration method without
scale-space ambitions.

4 Generalizations

The results discussed above can be extended to a more general setting. The following three
examples point out the directions, how this may be achieved.

4.1 Temporally varying kernel sizes

All previous considerations remain valid when allowing $\sigma$ to be a smooth function in time,
such that there exists some constant $\sigma_0 > 0$ with $\sigma(t) \geq \sigma_0$. This includes the idea
of Whitaker and Pizer [50] into our framework.

4.2 More sophisticated structure analysing methods

The edge detector $\nabla u_\sigma$ enables us to adapt the diffusion to magnitude and direction of
edges, but it cannot distinguish between edges and corners. Hence, anisotropic processes
which smooth preferentially along the edge contour (like those in section 2.2), may give some
undesired rounding at corners.

To identify corners, one can use second derivative descriptors like curvature or one may
investigate fluctuations of the first derivatives within a certain neighbourhood. In order to
illustrate the latter strategy, we may for instance average each component of the tensor
product (16) by convolving it with a Gaussian. The resulting matrix

$$J_\rho(\nabla u_\sigma) := K_\rho * (\nabla u_\sigma \otimes \nabla u_\sigma) \quad (\rho > 0)$$

is called moment tensor, scatter matrix or structure tensor. It is a useful tool for texture
description [39] and local structure analysis of spatio-temporal image sequences [23]. As an
application to image restoration, Nitzberg and Shiota [31] used the quadratic form induced
by the structure tensor to determine the shape of their anisotropic Gaussian kernel.

What makes the structure tensor so attractive for these applications? To understand this,
recall that the symmetric matrix $J_\sigma(\nabla u_\sigma)$ has one eigenvector $\nabla u_\sigma$ with corresponding eigen-
value $|\nabla u_\sigma|^2$ and all eigenvalues belonging to other eigenvectors are 0. Hence, the eigen-
values give just the contrast (i.e. the squared gradient) in the eigendirections. By convolving
$J_\sigma(\nabla u_\sigma)$ with a Gaussian $K_\rho$, the eigenvalues measure the variation of the grey values within
a window size of order $\rho$. In the interior of a region, all contrasts nearly vanish and, thus, each
eigenvalue is close to 0. At a hyperplane separating adjacent regions, we have $m-1$ orthogonal
directions with no contrast variation and one direction (normal to the hyperplane) with
large variation. Therefore, at (codimension 1) edges, one eigenvalue of the structure tensor
is large and all the others are close to 0. Strongly curved structures possess more than one
direction with large grey value variation within a certain neighbourhood. Thus, corner-like
features result in a structure tensor with multiple nonvanishing eigenvalues.

In order to use the structure tensor for constructing a diffusion tensor, we can take (17)
and replace $g(\sqrt{J_\sigma(\nabla u_\sigma)})$ by $g(\sqrt{J_\rho(\nabla u_\sigma)})$. Then the diffusion tensor possesses the same
eigenvectors as $\sqrt{J_\rho(\nabla u_\sigma)}$ and its eigenvalues are given by

$$\lambda_1 = g(\mu_1), \quad ..., \quad \lambda_m = g(\mu_m),$$

23
Figure 3: Comparison of scale-spaces. **Top:** Original image, $\Omega = (0, 235)^2$. **Left Column:** Linear diffusion, top to bottom: $t = 0, 12.5, 50, 200$. **Middle Column:** Fundamental equation, $t = 0, 20, 50, 140$. **Right Column:** Anisotropic diffusion, $\lambda = 3, \sigma = 1$, $t = 0, 150, 800, 2100$. 
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where $\mu_1, \ldots, \mu_m$ denote the eigenvalues of $\sqrt{J_{\rho}(\nabla u_\sigma)}$. Unlike at edges, diffusion at corners is now inhibited in more than one direction.

All our established results carry over when using the structure tensor instead of the edge detector $\nabla u_\sigma$.

4.3 Vector-valued images

Vector-valued images can arise either from devices measuring multiple physical properties or from a feature analysis of one single image. Examples for the first category are colour images, multi-spectral Landsat exposures and multi-spin echo MRI, whereas representatives of the second class are given by statistical moments or the jet space induced by the image itself and its partial derivatives up to a given order. Feature vectors play an important role for tasks like texture segmentation.

Isotropic vector-valued diffusion models were proposed by Gerig, Küber, Kikinis, Jolesz [17] and Whitaker [51, 52] in the context of medical imagery. Our results extend their work to the anisotropic case by taking into account the direction of the structures.

The simplest idea how to apply diffusion filtering to multichannel images would be to diffuse all channels separately and independently from each other. This is frequently not recommendable since edges may be formed at different locations for the different channels. In order to avoid this, one should use a common diffusion tensor which combines information from all channels. One approach is to sum up the structure tensors of each channel to a common tensor. This may be regarded as collecting the contrast information of all channels. (Of course, the channels should be normalized in such a way that all values lie in a comparable range.)

Thus, for a multi-channel image $(u_1, \ldots, u_q)^T$, the anisotropic diffusion equation is as follows:

$$\partial_t u_i = \text{div} \left( g \left( \sqrt{\sum_{j=1}^{q} J_{\rho}(\nabla K_\sigma * u_j). \nabla u_i} \right) \right) \quad (i = 1, \ldots, q).$$

It is evident that each channel of the diffusion process fulfils all properties of scalar-valued diffusion which we have investigated so far.

5 Conclusions

We have studied a class of regularized anisotropic nonlinear diffusion processes. Special representatives of them allow image enhancement by smoothing isotropically inside a region, while diffusing in an anisotropic way along edges. They can be applied in arbitrary dimensions, and the higher the dimension is, the stronger will the noise-eliminating capabilities at edges be, compared to the isotropic case.

The proposed class includes linear diffusion filtering and the nonlinear isotropic model of Catté, Lions, Morel, Coll [11] and Whitaker and Pizer [50]. It can be generalized to vector-valued images and may utilize more advanced structure descriptors than the gradient. For bounded initial images, there exists a unique smooth solution of the diffusion process which obeys an extremum principle and depends continuously on the initial data.

Due to their invariances and numerous information reducing properties, anisotropic diffusion filtering creates a scale-space representation of the original image. Unlike scale-spaces which can be uniquely classified (cf. (1), (6), (7)), it gives the user the liberty to incorporate a-priori demands concerning size and contrast of especially interesting features. Within the
scale-space hierarchy, these features are then rewarded by a stable location and an increased lifetime.

The theoretical results demonstrate that anisotropic diffusion is much more than an ad-hoc strategy for transforming a degraded image into a more pleasant looking one. It is a mathematically sound method which ties the advantages of two worlds: scale-space analysis and image restoration.
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