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Abstract

Interconnected, autonomously driving cars shall realize the vision of a zero-accident, low energy mobility in spite of a fast increasing traffic volume. Tightly interconnected medical devices and health care systems shall ensure the health of an aging society. And interconnected virtual power plants based on renewable energy sources shall ensure a clean energy supply in a society that consumes more energy than ever before. Such open systems of systems will play an essential role for economy and society.

Open systems of systems dynamically connect to each other in order to collectively provide a superordinate functionality, which could not be provided by a single system alone. The structure as well as the behavior of an open system of system dynamically emerge at runtime leading to very flexible solutions working under various different environmental conditions. This flexibility and adaptivity of systems of systems are a key for realizing the above mentioned scenarios.

On the other hand, however, this leads to uncertainties since the emerging structure and behavior of a system of system can hardly be anticipated at design time. This impedes the indispensable safety assessment of such systems in safety-critical application domains. Existing safety assurance approaches presume that a system is completely specified and configured prior to a safety assessment. Therefore, they cannot be applied to open systems of systems. In consequence, safety assurance of open systems of systems could easily become a bottleneck impeding or even preventing the success of this promising new generation of embedded systems.

For this reason, this thesis introduces an approach for the safety assurance of open systems of systems. To this end, we shift parts of the safety assurance lifecycle into runtime in order to dynamically assess the safety of the emerging system of system. We use so-called safety models at runtime for enabling systems to assess the safety of an emerging system of system themselves. This leads to a very flexible runtime safety assurance framework.

To this end, this thesis describes the fundamental knowledge on safety assurance and model-driven development, which are the indispensable prerequisites for defining safety models at runtime. Based on these fundamentals, we illustrate how we modularized and formalized conventional safety assurance techniques using model-based representations and analyses. Finally, we explain how we advanced these design time safety models to safety models that can be used by the systems themselves at runtime and how we use these safety models at runtime to create an efficient and flexible runtime safety assurance framework for open systems of systems.
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1. Introduction

1.1. Motivation

We live in a digital society. Using PCs, smart phones or any other kind of mobile device we are used to be globally connected – everywhere, every time. Digital systems have been the main driver for recent innovations that shaped the character of our society and economy. Besides the obvious world of smartphones and the internet, digital systems have been the key enabler for most product innovations of the last decade. Hidden from the user, embedded systems have enabled new product features like driver assistance systems in cars, new medical devices for cancer therapy, or precision farming in the agricultural domain.

Up to now, traditional IT systems and embedded systems have been rather isolated from each other. In general, embedded systems used to be isolated systems with a limited connectivity to other systems. In the near future, however, embedded systems will be open in the sense that they dynamically interconnect to other systems or the ‘cloud’. In order to manage such a permanently changing runtime context, they will dynamically adapt their structure and their behavior to optimize their functionality to the current runtime context. In recent years, the term ‘Cyber Physical System’ has emerged as a buzzword describing this new generation of embedded systems. In research such systems are often called ‘open adaptive systems’ reflecting their most important characteristics.

Regarding industry roadmaps across various application domains, such open systems of systems seem to be the technological answer to a series of societal challenges: Interconnected, autonomously driving cars shall realize the vision of a zero-accident, low energy mobility in spite of a fast increasing traffic volume. Tightly interconnected medical devices and health care systems shall ensure the health of an aging society. And interconnected virtual power plants based on renewable energy sources shall ensure a clean energy supply in a society that consumes more energy than ever before.

As a consequence, society and economy will depend on embedded systems more than ever before. This leads to an increasing importance of the systems’ safety and reliability. This is particularly true since most application scenarios can be found in safety-critical application domains. This means that a failure in such complex systems could easily lead to catastrophic consequences.

Assuring safety in open systems of systems is however a non-trivial task. Openness and adaptivity are key properties facilitating the economic potential of cyber physical systems. However, this flexibility in the context of cyber physical systems leads to unpredictability, which is a major challenge for safety assurance. Available safety assurance approaches on the one hand usually assume that all safety-relevant uncertainties have been resolved before the system is certified. Current safety research is still rather focused on development time assurance not considering runtime adaptivity. Engineering approaches supporting open connectivity and adaptivity on the other hand...
have considered safety only as one out of many non-functional properties without regarding the specific characteristics and challenges of safety assurance. Safety can therefore easily become a bottleneck impeding or even preventing the promising vision of cyber physical systems. Thus, new safety assurance approaches are indispensable to open the full potential of this new generation of embedded systems. Enabling the required flexibility without endangering the systems’ safety is therefore one of the most important research challenges today.

Considering that there is for example still no commonly accepted approach available that supports modular safety assurance at development time, it is obviously quite a long journey from traditional safety engineering to the safety assurance of open systems of systems. This thesis therefore introduces a framework for assuring safety in open systems of systems. To this end, it points out the major challenges and explains the major steps we have taken to advance traditional safety engineering approaches for supporting the safety assurance of open systems of systems.

This thesis summarizes the results of several years of research, which has led to more than fifty publications and six dissertations. Therefore, it provides an introduction to the required basic fundamentals and gives a detailed overview on the resulting overall safety assurance framework incorporating the different single constituents, which have been subject to our research over the last years. To this end, it describes the most important concepts we have developed and it particularly shows the big picture of how they work together in an integrated framework. Moreover, we elaborate key findings based on our overall research, which are of general importance for the safety assurance of open systems of systems.

1.2. Safety Challenges in Open Systems of Systems

Terms like cyber physical systems, internet of things or ambient systems helped to shape a new generation of embedded systems. From a scientific point of view, however, those terms provide no precise definition of a system class. Therefore, this section refines the research problem of assuring safety in open systems of systems. To this end, Section 1.2.1 first provides a more precise definition of the system characteristics that are of relevance for safety assurance. Based on these core characteristics, Section 1.2.2 analyzes the resulting challenges for safety assurance of such systems. Section 1.2.3 provides a solution overview how we addressed these challenges in the safety assurance framework we describe in this thesis. Based on this solution overview, section 1.2.4 explains the structure of the remaining document.

1.2.1. Open Adaptive Systems

Openness and adaptivity are key properties facilitating the business goals associated with cyber physical systems [1].
**Openness** is required to yield a *collective* functionality of the resulting system of systems. Collective means that each system contributes its specific capabilities in order to fulfill a superordinate functionality together with other systems. For example, cars dynamically interconnect to each other in order to collectively realize a cross road assistant – a functionality that could not be realized by a single system alone. Openness in this context therefore means that the systems can dynamically interconnect to other systems. Open systems of systems are able to handle the connectivity themselves - possibly with the support of end users like operators or drivers. In order to yield collective behavior, dynamic connectivity is not limited to interfaces and interoperability but it includes the behavioral level since the systems dynamically form a distributed algorithm, e.g., for a distributed cross road management.

In consequence this means that the prospective collaboration partners of a system and their specific characteristics are not known during development time. Additionally, cyber physical systems are used very flexibly in various different usage contexts, which cannot be predicted completely. This leads to significant uncertainties that cannot be resolved at development time, i.e. uncertainties impede a complete anticipation of the context. For this reason, open systems of systems must be *adaptive* so that they can dynamically adapt their behavior and/or structure to the given context at runtime.

It is important to note that there is a difference between adaptability and adaptivity. *Adaptability* refers to the property of the system that it can be easily adapted by someone to a new context. This means that adaptability requires the involvement of a person to modify the system (usually a developer). *Adaptivity* on the other hand refers to the property of the system that it is able to adapt itself to a new context – any involvement of persons is not required. In order to underline this important difference, research often talks about self-adaptive systems. When the terms adaptive or adaptivity are used in this document, they always refer to self-adaptive and self-adaptivity, respectively.

**1.2.2. Safety Challenges**

From a safety assurance point of view, the main challenge of open systems is given by their inherent uncertainties. All existing safety assurance approaches assume that the system is completely specified prior to a safety assessment and that the system exposes a completely predictable and deterministic behavior. Consequently, the dynamic integration of systems to systems of systems or the dynamic adaptation of the systems’ structure and behavior is not supported.

This basic principle of determinism and predictability is also reflected in safety standards. Thus, they prohibit any kind of intelligent solutions. For example, the use of artificial intelligence for fault correction is prohibited by the functional safety standard IEC 61508 [2]. Even less sophisticated approaches like the dynamic re-deployment of software in case of hardware faults is prohibited (prohibition of dynamic reconfiguration in [2]).
In general, safety standards demand a complete and deterministic system specification, following the reasonable paradigm that it is only possible to certify something that is completely known and understood. For example, standards demand that all possible hardware and software interactions are determined and evaluated in a software architecture specification [2], which is obviously not possible, if the interaction partners are not known during development time. Furthermore, safety standards demand that all modes of operation of the systems themselves and the modes of operation of all collaborating systems must be considered in all safety assurance activities. This demand presumes that all modes of operation can be determined at development time, which is not the case for open systems of systems. As a further aspect, if flexible self-adaptations at runtime ought to be supported, they must comply with the same normative demands like system modifications at development time in a traditional development process. This would mean that an impact analysis and a revalidation of modified elements or even of the overall system must be performed at runtime.

Though safety standards certainly reflect the commonly accepted state of the art, they are usually based on outdated methodologies and can obviously hardly be applied to leading edge technology like open adaptive systems. Nonetheless, the basic ideas underlying safety standards shape a corridor we cannot leave if we aim for accepted safety assurance approaches for open systems of systems. In consequence, this means that we have to show that the safety assurance of open systems leads to systems, which are at least as safe as conventional systems, today. To this end, it is first necessary to map runtime activities of open systems of systems to the corresponding development time activities. In the second step it is necessary to show that the runtime activities undergo a safety assurance that is comparable to the safety assurance as it is demanded by safety standards for the corresponding development activities:

In order to realize openness, systems dynamically connect with other systems to build a system of systems. This step is comparable to the integration of components at development time. Experience has shown that many problems do not arise within the single units of the system but during their integration. Therefore, the integration of safe systems does not necessarily lead to a safe system of systems. In fact, it is a challenging task to check whether or not the interaction of the components is safe. Answering this question at runtime requires sophisticated interface checks and possibly additional runtime verification mechanisms like integration tests.

In order to realize adaptivity, the system changes its structure and/or behavior. If adaptivity is limited to a dynamic reconfiguration, this runtime activity is comparable to a system configuration. If more flexible adaptations are required, this can be seen as a system modification at runtime. This leads to several challenges since any change of the system requires an impact analysis and a re-verification of modified parts, or – depending on the required safety integrity level— even a re-verification of the overall system. Today, both activities require a lot of human interaction making it very difficult to perform these steps automatically and autonomously at runtime.
As an additional aspect it must be considered that there is no superordinate root element during runtime integration, which has the knowledge about the overall system of systems and which could therefore coordinate the runtime integration. In fact, all systems are equal partners, which have been unknown during development time and which must build an ad-hoc collective in order to jointly coordinate the integration check. Instead of a hierarchy as it can be found in traditional systems, open systems of systems expose a heterarchical structure.

This also leads to a non-technical but nonetheless important challenge. In open systems of systems, there is no expert in the loop, who finally checks the systems’ safety. In fact, the systems themselves decide on whether or not they are safe. This means a change of a basic paradigm of safety assurance. The knowledge that a human expert checked the system is an essential prerequisite for societal acceptance. Without this trust, it is unlikely that a new product would be accepted by the market. For this reason, societal acceptance is an important issue, but it is not a technical challenge and will therefore not be considered in further detail in this thesis.

Summarizing, the main challenges for safety assurance arise from the uncertainty that is immanent to open and adaptive systems. As a consequence, it is not possible to completely assure the systems’ safety at development time, already. In fact, it is necessary to shift parts of the assurance process to runtime. In order to yield certifiably safe systems, it is however necessary that runtime assurance leads to a quality that is at least as good as that of development time assurance. Namely, this means that

1. the runtime integration of systems of systems must be as safe as systems integrated at development time.

2. system adaptations at runtime must be as safe as system modifications at development time.

1.2.3. Solution Overview

Regarding the challenges described in the previous section, there are various issues to be solved, which will certainly require a lot of further research. This document does not address all of those challenges. In fact, we focus on the safety engineering process since the latter builds the backbone of the development of safe systems. The general concepts of safety engineering lifecycles will be discussed in chapter 2. However, Figure 1-1 gives a coarse overview on the relation between the safety engineering lifecycle on the one hand and the development lifecycle on the other hand. A development can roughly be subdivided into the phases requirements, architecture, design, implementation and validation & verification. The safety engineering lifecycle is performed in parallel in close interaction with the development lifecycle. Starting with a hazard analysis based on the first requirements, the hazards are identified and the associated risks are assessed. As a result of this step, the safety goals are identified and added to the requirements specification as top level safety requirements. In order to identify required counter
measures, safety analyses such as FMEA or FTA are performed iteratively based on the system architecture and design specifications for identifying the cause-effect relationships potentially leading to a violation of the safety goals. Based on the analysis results, the safety requirements are step wisely refined and documented in a safety concept. The safety concept defines modifications of the requirements, architecture, or design of the system that are necessary to ensure the system’s safety. For example, it could demand plausibility checks, redundancy architectures, or specific validation activities. Once the safety requirements have been implemented, validation and verification activities are required to provide evidence that the implementation is correct. These evidences are attached to the according requirements of the safety concept in order to create a safety case, which provides a seamless argument on the system’s safety and therefore builds the basis for a safety certification.

Figure 1-1 Relation between development lifecycle and safety engineering lifecycle.

Obviously, the safety engineering activities build the backbone of safety assurance by identifying hazards and assessing the associated risks, identifying the causes and providing the final argument that all causes have been addressed by appropriate counter measures in order to sufficiently reduce the residual risk of the system. Safety assurance is impossible without these steps. Therefore, we focus on safety engineering activities that are required in order to support the safety assurance of open systems of systems. Certainly, there are further modifications of development and quality assurance activities that are required for the assurance of open adaptive systems. For example, there might be a need for runtime verification activities. Nonetheless, such extensions will not be considered in this document. Instead, we will refer to related work as far as such extensions are required. In fact, however, it should always be one of the main objectives to keep as many safety assurance activities as possible at development time and to avoid complex mechanisms like runtime verification in order to increase the likelihood that a safety assurance approach is accepted by certification bodies.
A first major step to overcome the challenges identified in the previous section is to consider a system not as a monolithic whole, but as a composition of sub systems and to adopt available safety engineering techniques to support modular safety assurance. More recent standards like the ISO 26262 [4] already define concepts like the so-called ‘safety element out of context (SEooC)’, which provide a normative basis for modular safety assurance. Though they do not provide concrete suggestions on how to realize modular safety assurance, we have developed a sophisticated set of modular safety engineering techniques over the last years, which build a sound basis for modular safety assurance. However, conventional modular safety assurance approaches assume that the systems are integrated at development time and they do not support runtime modifications in the sense of self-adaptivity. In order to extend these approaches for supporting open adaptive systems, we used approaches that are available in the field of software engineering for self-adaptive systems as it will be described in more detail later on.

Summarizing this means that the combination of modular safety assurance approaches with engineering principles for self-adaptive systems is a key to advance safety engineering techniques in order to support the safety assurance of open systems of systems. Following this basic idea, our research approach was structured as shown in Figure 1-2, namely we combined two threads of research:

![Roadmap of our research on safety assurance of open adaptive systems.](image)

Figure 1-2 Roadmap of our research on safety assurance of open adaptive systems.

First, safety assurance builds the basis for a safety assurance framework for open systems of systems. More precisely, modular safety assurance is an indispensable prerequisite for runtime safety assurance. Traditional safety analysis approaches, for example, are not modular and can only be applied to monolithic systems as a whole. The modular, compositional character of systems of systems can therefore not be reflected in
traditional safety assurance approaches. There are a few approaches available supporting modular safety assurance, which will be described in more detail in chapter 4. In the first step, we therefore modularized safety analysis techniques. As a starting point we used component fault trees [26], a modularization of the established fault tree analysis technique, which was introduced by Kaiser et al. In general, modular certification is a major ongoing trend in the safety engineering community, so that the assurance of open systems of systems profits from continuous results in this field. In addition, we modularized the failure modes and effects analysis in order to support the second important safety analysis technique. Since safety analyses are only one safety artifact, we additionally modularized safety requirements in form of safety concept trees [65][68].

Modularization is however not sufficient. Since safety assurance of open adaptive systems partially takes place at runtime without human interaction, the safety artifacts must be formalized so that a system is enabled to perform the assurance steps and to interpret the results at runtime. We therefore applied model-driven development principles to safety assurance activities, which is an ideal basis to provide a sufficiently formal basis (cf. box ‘model-driven safety engineering’ in Figure 1-2). First, models provide an intuitive yet sufficiently formal means to specify safety aspects. Second, model-driven development of embedded systems is gaining more and more acceptance in research as well as industry. And the seamless integration of development models on the one hand and safety models on the other hand provides several advantages. First, it improves the consistency between development and safety models. Second, the developers are used to the modeling notations so that it is easier for them to define safety models using similar notations. Third, safety aspects become an integral part of the model. If, for example, a component is reused, its safety model is reused, as well. And if components are to be connected, the safety models can be included in interoperability checks etc. Fourth, the seamless integration helps to improve the semantics of safety models. If, for example, a failure mode is associated with a signal, it can be formally mapped to the respective signal in the architecture model. This link therefore provides an additional semantic information for the analysis and interpretation of safety models, which is very important for automating single steps of the safety assurance process. Based on our work, all safety assurance artifacts are available as part of an integrated model-driven development process [64]. Most important are model-driven representations of safety analyses and safety assurance models incorporating safety concepts and safety cases. The former are available as so-called component-integrated component fault trees (C²FT), which we developed as an extension of CFTs [57]. Moreover, an extension of safety concept trees incorporates a model of safety requirements and safety cases [65][68]. The concepts of model-driven safety engineering will be described in detail in Chapter 4.

Model-driven safety assurance is a very important thread of research in the safety assurance community, in general. As regards runtime safety assurance, the underlying formalisms provide an essential basis, but they are not sufficient. Therefore, we advanced these results to runtime safety assurance approaches (cf. box ‘Runtime Safety Assurance’
in Figure 1-2). In order find an appropriate approach to transfer model-driven safety assurance approaches to runtime, we regarded a second thread of research from a completely different research community: the development of open self-adaptive systems.

In general, the modeling of the adaptation behavior of an adaptive system can be used as a basis to understand how dynamically adaptive systems work and how they can be systematically engineered. We developed sophisticated approaches for the modeling of adaptive systems [201] [202]. And we also derived approaches for performing probabilistic analyses based on models of adaptive systems [93], which can be used to support safety analyses for adaptive systems. Therefore, a broad basis for analyzing the adaptation behavior of adaptive systems is already available. However, the details of modeling adaptation will not be regarded in detail in this document. Instead, we will focus on the general underlying idea of Models@Runtime as one major paradigm for engineering open adaptive systems as it is shown in Figure 1-3.

In model-driven engineering, a developer uses models (e.g., safety models) to analyze and to optimize specific characteristics of systems (e.g., safety). To this end, she or he has to predict the system’s runtime context since system properties like safety depend on the system and its interaction with its environment at runtime.

![Figure 1-3 Principle idea of models at runtime](image)

For open and adaptive systems, however, the runtime context cannot be sufficiently predicted. Therefore, it is the idea of models at runtime to make important models available at runtime so that the system can perform model based analyses in order optimize itself autonomously to a given runtime context. This requires a) a more formal and more efficient runtime representation of the models and b) an additional specification...
how the system shall interpret the analysis results and how it should adapt to meet its optimization goals. To this end, a so-called adaptation model must be specified, which formalizes the developers’ knowledge on how to adapt the system in a given runtime context. Applied to safety assurance this means that safety assurance models have to be made available at runtime. We therefore applied the idea to define safety models at runtime (SM@RT) - so that the system can run simplified safety checks at runtime. In analogy to the adaptation behavior, an additional behavior specification is required that tells the system how it shall react to the runtime analysis results, e.g., how it shall decide on whether or not it is safe in the given context, or how it must adapt in order to assure its safety. Though this approach shifts parts of the safety assurance process to runtime, the usage of models in combination with an explicit specification of how the system will interpret the model-based analysis results minimizes the uncertainty of runtime safety assurance. Nonetheless, this approach leaves sufficient freedom to flexibly adapt the system at runtime. The idea of safety models at runtime is described in chapter 5.

In principle, all safety artifacts mentioned before can be shifted into runtime. But it is reasonable to leave as much responsibility as possible at development time in order to shift only a sufficient minimum of responsibility of safety assurance from a human being to the system. Therefore, we first focused on safety certificates at runtime. Namely, so-called Conditional Safety Certificates (ConSerts) provide a first step towards runtime safety assurance of open systems of systems. Using these safety certificates at runtime as a basic building block, we derived a generic safety assurance framework for open systems of systems. If each system of a system of systems provides a ConSert as black box safety interface, the ConSerts can be used to safely compose the systems. Additional information on how the safety is internally assured in the systems is not required. Therefore, ConSerts facilitate information hiding and enable a modular runtime safety assurance. In consequence, it is easily possible to flexibly integrate different, heterogeneous safety assurance approaches within the single systems. And due to the modularity the framework scales to very complex systems of systems.

Summarizing this means that we advanced safety assurance approaches from existing modular safety analyses to holistic modular safety assurance approaches. Then, we integrated these approaches seamlessly into a model-driven development setting, in order to increase the efficiency of safety assurance at development time and to provide an essential, sufficiently formal basis for runtime verification. In the final step, we merged the ideas of model-driven safety assurance and models at runtime for deriving a runtime safety assurance framework based on safety models at runtime (SM@RT) with a special focus on safety certificates at runtime.

1.2.4. Document Structure

As described in the previous section, the safety assurance of open systems of systems requires a combination of safety assurance approaches, model-driven development approaches, and models at runtime. To this end, the first part of this thesis introduces all
the basics on safety assurance and model-driven development as they are required for the realization of a runtime safety assurance framework. Chapter 2 therefore introduces the required knowledge about safety assurance before Chapter 3 describes the required concepts of model-driven development. Based on these fundamentals, Chapter 4 will then illustrate our research results how safety assurance approaches can be modularized and integrated into a model-driven design process. Finally, Chapter 5 will then present our research results on how the safety assurance concepts can be advanced to a runtime safety assurance framework.
2. Fundamentals of Safety Assurance

Experience in practice and academia shows that there are many misunderstandings regarding the intention and purpose of safety assurance. Therefore, this chapter provides an overview of the basic principles of safety engineering as a fundamental basis of safety assurance for open adaptive systems. To this end, Section 2.1 first introduces the basic terms and definitions before Section 2.2 gives an overview on the principle steps of safety engineering. The subsequent sections describe the single phases and the artifacts used in more detail, since these artifacts built the essential basis for safety models at runtime as they are used for the runtime safety assurance framework for open systems of systems. Finally, section 2.6 introduces fault tolerance mechanisms, which provide a further basis for runtime safety assurance based on error detection and handling.

2.1. Terms and Definitions

Often, there are misinterpretations of important terms that are relevant in the context of safety engineering. Terms like dependability, safety, reliability or availability are mixed up and used as synonyms. Therefore, this section introduces the most important terms that are of relevance for the safety assurance of open systems of systems.

Often, the confusion already starts with basic terms like dependability, availability, reliability, and safety. In fact, there are clear differences between the different terms. However, there are different sources providing different definitions that are inconsistent to each other. In the following, we refer to the widely used definitions of Laprie et. al [3] as well as different safety standards.

The term *dependability* covers a wide range of different aspects of system quality. It is a very generic term, which is used with very different meanings in different contexts. Following [3] it is defined as follows:

<table>
<thead>
<tr>
<th>Dependability</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
</tr>
</tbody>
</table>

The *dependability* of a computing system is the ability to deliver a correct service.

The *service* delivered by a system is its behavior as it is perceived by its user(s).

A *user* is another system (physical, human) that interacts with the former at the service interface.

The *function* of a system is what the system is intended for, and is described by the system specification.

**Correct service** is delivered when the service implements the system function.
Laprie et al. additionally gave a more complex definition of the term dependability by structuring the definition of dependability to different elements as they are shown in Figure 2-1.

![Figure 2-1 Definition elements of the term dependability](image)

They define the term in three dimensions, namely attributes, means, and threats. The attributes dimension in some sense refers to different sub properties that must be fulfilled in order to yield dependable systems. Therefore, dependability subsumes the quality properties availability, reliability, safety, confidentiality, integrity, and maintainability. Up to now, however, there is no common agreement about the completeness of this definition. Nonetheless, we agree with the idea that dependability is a term covering different important quality characteristics and that these terms can therefore not be used synonymously. For safety assurance, the terms reliability, availability, and safety are certainly the most important ones and will be regarded in more detail later on.

The means dimension includes possible measures that can be applied to ensure dependability. All counter measures available today can be classified to fault prevention, fault tolerance, fault removal, and fault forecasting. In fact, this classification also holds for all counter measures available in safety engineering including the counter measures as they are defined in safety standards.

The threats dimension actually classifies the possible causes endangering system dependability. In fact, this classification to faults, errors, and failures can be found in similar ways in many safety standards and definitions.

Coming back the first dimension, it is important to understand the meaning of the different terms, since they are often mixed-up and used with a wrong meaning:
**Availability** [3]

Availability $A$ is the property of a system, to fulfill its purpose at a given point of time.

$$A = \frac{\text{TotalTime} - \text{OffTime}}{\text{TotalTime}} = \frac{\text{MTBF}}{\text{MTBF} + \text{MTTR}}$$

with:
- MTBF: Mean Time Between Failure
- MTTR: Mean Time To Repair

Obviously, availability does not consider the fact how long a system has been running properly without any interruption. For IT-servers, for example, this metrics is often sufficient since a reboot can be tolerated as long as the server’s down time is much lower than its up time. For embedded systems, however, it is often important to have metrics that refers to the time a system is running properly without interruption. Therefore, system reliability is often more important for embedded systems.

**Reliability** [3]

Reliability $R$ is the property of an entity to fulfill its reliability requirements during or after a given time span under given application conditions. The reliability $R(t)$ is a function over the time $t$.

Safety is the third important quality property of embedded systems. Safety is defined in several norms. In the following, we use the definitions of the ISO 26262 [4], as it is one of the most recent standards.

**Safety** [4]

Safety is the freedom from unacceptable risk.

The risk associated with a system is defined as:

**Risk** [4]

Risk is the combination of the probability of occurrence of harm and the severity of that harm.

Usually, however, it is not possible to directly assess the harm that is potentially caused by a system. Instead, safety managers identify the hazards of a system.

**Hazard** [4]

Hazard is a potential source of harm.

In many domains, this vague definition is further refined. In the automotive domain, for example, ‘hazards shall be defined in the terms of conditions and events that can be observed at the vehicle level’ [4].
Regarding the probability of occurrence of harm, it is important to note that harm is only caused when a hazard, a specific environmental situation, and a specific operation mode of the system coincide. This coincidence is called *hazardous event*. The probability of occurrence of harm therefore depends on various different factors. In the automotive industry, the occurrence probability is determined by the probability of the relevant driving situations and the probability that a driver would be able to control the car in spite of a system failure.

In fact, hazards could be anything ranging from choking hazards of small parts to exothermic reactions of batteries in electric vehicles. Particularly for the development of embedded systems, however, the focus lies on hazards caused by malfunctions of the system. This subset is defined as functional safety:

**Functional Safety** [4]

*Functional Safety is the absence of unacceptable risk due to hazards caused by malfunctional behavior of electric/electronic systems.*

In the context of functional safety, the focus lies on hazards that are caused by failures of an electric/electronic system. Based on these system level failures, safety engineers identify the cause-effect relationships in order to define appropriate counter measures. To this end, it is necessary to have a precise understanding of the different terms describing ‘problems’ in a system. The most relevant terms in this context are *mistake, fault, error,* and *failure* (cf. [3]). As illustrated in Figure 2-2, these terms can be related in a cause-effect relationship. If a developer makes a mistake, this may lead to a fault in the system, e.g., a non-initialized variable. At runtime, this fault may lead to an *error*, e.g., the variable takes a wrong value thus leading to an erroneous state of the system. An error may in turn lead to *failure*, e.g., a component sends an erroneous value to an actuator.

![Figure 2-2 Relationship between Mistake, Fault, Error, and Failure](image)

It is, however, important to note that the terms are sometimes used in exchanged meanings. Whereas, for example, the definition of Laprie et al. (cf. Figure 2-1) and the automotive safety standard ISO 26262 use the definition as described above, the avionics standard DO 178C [5] uses the terms fault and error in exchanged meanings. This means that in the avionics domain, a non-initialized variable would be called an error, whereas its manifestation at runtime would be called a fault.
In the remainder of this thesis, we will use the terms as defined in the ISO 26262:

**Failure** [4]
Termination of the ability of an entity to perform a function as required.

**Error** [4]
Discrepancy between a computed, observed or measured value or condition and the true, specified or theoretically correct value or condition.

**Fault** [4]
Abnormal condition that may cause a reduction in, or loss of the capability of an element to perform a required function.

Although it is not explicitly considered in most safety standards, it is important to include the developers’ mistakes as well, in order to yield a complete picture. Therefore, we define a *mistake* as follows:

**Mistake**
A mistake is made by a human during development time, for example, due to non-attention, and may lead to a fault in the system.

Once safety engineers have identified the hazards and analyzed the cause-effect-relationships leading to these hazards, they have to identify appropriate counter measures. As it was shown in Figure 2-1, Laprie et. al. identified four principle classes of counter measures: *fault forecast, fault prevention, fault removal,* and *fault tolerance.* Regarding the counter measures used in practice as well as the respective demands in safety standards, these four classes cover all possible measures.

---

![Figure 2-3 Relation between possible Counter Measures](image-url)
A safety engineer has to select a set of necessary and sufficient measures leading to a sufficiently high probability that these measures will interrupt the fault-error-failure cascade before a hazard can occur. Figure 2-3 provides an overview of the different classes and shows at which point in the fault-error-failure cascade they can be applied.

*Fault forecast* approaches build the backbone for controlling the overall safety engineering process by supporting the identification of cause-effect-relationships and a quantitative or at least qualitative prediction of the system’s safety. Typical examples are fault tree analyses (FTA), failure modes and effects analyses (FMEA), or generalized stochastic petri nets (GSPN). Obviously, such safety analysis techniques are of utmost importance in safety engineering.

### Fault Forecast
Fault forecast approaches enable the identification of hazards, their causes, the related cause-effect-relationships as well as a quantitative and/or qualitative estimation of the expected system safety.

In order to increase system safety, it is obviously reasonable to prevent faults before they are created. To this end, the class of *fault prevention* techniques includes rigorous development processes, coding guidelines, modeling guidelines etc. By this means, the developer shall be strictly guided in order to prevent that developers’ mistakes result in system faults. For example, if coding rules prohibit the use of pointers, it will be more unlikely to find any pointer-related faults in the system.

### Fault Prevention
Fault prevention measures have the purpose to prevent the introduction of system faults through mistakes of developers.

In practice, rigorous development processes and additional means like coding rules are commonly accepted state-of-the-practice. In fact, fault prevention measures play a central role in most safety standards. Obviously, it is however impossible to prevent all possible faults just by the means of fault prevention measures. Therefore, it is essential to identify and remove system faults before the system’s commissioning. To this end, the class of *fault removal* measures is used.

### Fault Removal
Fault removal measures have the purpose to identify and to remove faults that have been introduced into a system. *Static fault removal* measures do not require an execution of the system. They directly analyze the development artifact and identify faults in the analyzed artifact. *Dynamic fault removal* measures observe the executed system in order to identify failures. Based on the failures observed, the engineer must identify and remove the causing faults.
Today, it is common practice to use static code analyses like abstract interpretation (static fault removal) as well as different testing approaches (dynamic fault removal). Liggesmeyer gives a very good overview on available approaches in [6].

In spite of the various available fault removal approaches, it is however not possible to completely avoid faults in the system. First, today’s systems are often too complex to ensure freedom from faults. Second, also hardware faults like bit flips may cause software errors. Therefore, it is essential to detect and handle errors at runtime in order to avoid the occurrence of hazards. To this end, the class of fault tolerance measures can be applied.

---

**Fault Tolerance**

Fault tolerance measures have the purpose to identify and to handle errors at runtime.

Following the definition of [3], fault tolerance measures consist of *error detection* and *recovery*.

---

**Error Detection**

Error detection originates an error signal or message within the system. *Concurrent error detection* takes place during service delivery. *Preemptive error detection* takes place while service delivery is suspended.

**Recovery**

Recovery transforms a system state that contains one or more errors and (possibly) faults into a state without detected errors and faults that can be activated again. Recovery includes the following elements:

**Error handling**

eliminates errors from the system state:

a) rollback: system state is set back to a previously saved checkpoint
b) roll forward: system is set to a new, error-free state

**Fault handling**

prevents located faults from being activated again

**Fault diagnosis**

identifies and records the cause(s) of error(s)
Fault isolation
performs physical or logical exclusion of the faulty components from further participation in service delivery

System reconfiguration
either switches in spare components or reassigns tasks among non-failed components

System reinitialization
checks, updates and records the new configuration and updates system tables and records.

For safety engineering, it is often sufficient if recovery mechanisms bring the system to a safe state, e.g., in the simplest case by switching it off. In this case, it is not necessary to identify and isolate the causing faults.

2.2. Safety Engineering in a Nutshell

While the previous section introduced the definitions of the most important terms, it is very important to understand them in the context of a safety engineering lifecycle. Therefore, this section gives a brief overview on the basic steps of safety engineering from the hazard analysis to the final safety case.

Engineering a safety critical system includes various different aspects. As illustrated in Figure 2-4, safety standards define the basic demands on the development of safety-critical systems. These requirements can be subdivided into three types:

Figure 2-4 Elements of safety-related development
The first type of requirements addresses the development process as one of the most important fault prevention measures.

The second type of requirements addresses the development methodologies and techniques that have to be used. This includes requirements on fault prevention, fault removal, as well as fault tolerance measures. Fault prevention measures could be coding guidelines, limitations in the use of programming and modeling languages, or concrete demands on which aspects have to be defined in a software architecture. Fault removal measures are addressed by defining detailed requirements on testing and static analysis approaches that have to be applied in order to ensure the quality of safety-critical systems. As regards fault tolerance measures, these requirements further define demands on runtime error detection and handling mechanisms that have to be implemented in the system.

The third type of requirements addresses the actual safety assurance activities. This mainly includes all fault forecasting approaches that have to be used during development, i.e. all approaches necessary to identify the hazards, to assess the resulting risk, to analyze the cause effect relationships, to define a safety concept, and to eventually derive a safety case. As described above, these activities build the backbone of every safety-related development. Understanding the cause-effect relationships that lead to hazardous situations is the prerequisite for selecting appropriate counter measures and for proving the fulfillment of safety goals.

If we have a closer look at the safety engineering lifecycle, safety engineers have to identify all relevant hazardous events and to assess the associated risks as the first step of the lifecycle. This step is called ‘hazard analysis and risk assessment (HRA)’ as shown in Figure 2-5. This step is performed during the very early phases of the development process, at the latest when the system requirements are available.

As a result of this step, safety goals are defined as top-level safety requirements, which build an extension of the system requirements. In the subsequent steps, a safety manager must incrementally refine the safety goals. Usually, any safety requirement consists of a functional part and an associated integrity level. The functional part defines what the system must (not) do, whereas the integrity level defines the rigor demanded for the implementation and verification of this requirement. The integrity level depends on the risk associated with the hazardous event, which is addressed by the safety goal. For example, ISO 26262 defines so-called automotive safety integrity levels (ASIL).

Once the safety goals have been defined, the system development continues through different phases like the definition of a network of functions, the system and software architecture, the design, and finally the implementation of the system. The subsequent steps in the safety engineering process should be performed in parallel with the development activities (though this is often not the case in practice). To this end, the available development artifacts are used as input to safety analyses at different abstraction levels in order to identify potential causes of the identified system failures. A
A wide range of different safety analysis techniques is available. Failure Modes and Effects Analysis (FMEA) and Fault Tree Analysis (FTA) are certainly the most widely used safety analysis techniques in practice.

Based on these results, a safety manager derives a safety concept. Following the idea of ISO 26262, a safety concept can be defined as

**Safety Concept** [4]

A specification of the safety requirements, their allocation to architectural elements and their interaction necessary to achieve the safety goals, and information associated with these requirements.

In the same way as developers incrementally refine the system over the different development phases, the safety manager analyzes the refined development artifacts step by step and refines the safety concept accordingly. In the beginning, the safety concept is focused on purely functional aspects and will be step wisely refined to a technical concept at system and software level. The safety concept plays a very important role in safety engineering. It defines which countermeasures have to be applied and how the measures in combination shall ensure the fulfillment of the safety goals.
Finally, the safety manager has to define a safety case, which forms the basis for the certification or a final assessment of the systems’ safety. A safety case can be defined as

**Safety Case [4]**

An argument why an item is safe supported by evidence compiled from work products of all safety activities during the whole lifecycle.

To this end, the safety manager uses the safety concept as a basis and tries to prove the fulfillment of each and every safety requirement with so-called evidences. Evidence can be anything supporting an argument in the safety case. The results of validation and verification activities as well as safety analysis results are of particular importance. Since a safety case compiles all evidences that are relevant for proving the system’s safety, it is an efficient basis for safety certification or assessment.

Depending on the application domain, today, these steps are performed rather informally. Hazards analyses and risk assessments are usually based on simple spreadsheets and safety concepts as well as safety cases are described as informal text documents or requirements databases. Mainly for safety analyses, dedicated formal approaches and tools for performing FTAs and FMEAs are used. As a further important aspect, most safety approaches used today assume the overall system as a static, monolithic item, i.e. they hardly support modularity and variability.

Such an informal, monolithic approach is used since it seems to be more efficient from a practitioner’s point of view. And indeed, using informal documents like spreadsheets and text documents is often faster than obeying to the stricter rules of more formal approaches and the according complex tools. However, embedded systems are not developed as static monolithic systems from the green field. There are many changes already during development. Usually systems are not built from scratch, but by reusing and adapting existing components and systems. Moreover, they are characterized by a very high variability. For example, for an engine control software more than one thousand variants have to be derived per year. And each variant has to undergo a safety assessment. Considering these aspects, the informal approaches used today do not scale and easily become very inefficient.

Regarding open systems of systems, the approaches used today cannot be used. Assuring their safety requires modular concepts in order to be able to modularly assess the safety of the single systems in order to be able to safely compose them to systems of systems at runtime. To this end, the safety artifacts must be described in a more formal way so that they can be interpreted and validated by the systems at runtime.

For these reasons, current safety assurance approaches must be extended. Modular, model driven approaches as they are described in the subsequent chapter are emerging as promising new way of safety assurance – in practice as well as in research. First, such approaches are interesting for increasing the efficiency of safety assurance in the context
of the fast increasing complexity and variability. Second, these approaches build an ideal basis for assuring the safety of open adaptive systems since they are modular, and since the models are sufficiently formal to be used at runtime.

Before the modularization and formalization of the safety artifacts is described in the subsequent chapter, the following sections provide a more detailed introduction to the single artifacts in order to provide a more detailed basic knowledge.

2.3. Hazard Analysis and Risk Assessment

Any safety engineering lifecycle starts with a hazard analysis and risk assessment (HRA). The concrete HRA approach varies from domain to domain, but the core concepts are very similar. In almost all domains, the HRA can be subdivided into two basic steps. The first step is the identification of hazards. In the second step, the associated risk is assessed for each of the identified hazards.

2.3.1. Hazard Identification

In the context of functional safety, hazard identification is identical to the identification of system-level failures. This is a very creative process, which can be supported by different safety analysis techniques. In principle there are two main approaches to hazard identification.

The first approach has a focus on the system’s interface. This approach is based on the assumption that any hazard can only occur at the direct interface between a system and its environment. To this end, it is however necessary to consider the complete interface. This means that it is not sufficient to consider explicitly defined interfaces like steering or brake actuators. In fact, there are additional implicit interfaces like for example electricity that could cause an electric shock if the power supply of a xenon lighting system is not switched off after an accident. Once the interface is defined, safety managers use approaches like the hazard and operability study (HAZOP, cf. Section 2.4.2). To this end, different guidewords are applied for identifying potential hazards at the interface. If we for example consider the interface steering, we could apply the guidewords like too high or too low leading to potential hazards like ‘The steering sets a higher steering angle than it was desired in the current situation’. Such formulations build the basis for a systematic brainstorming. Relevant hazards are then further refined to yield more precise and thus more useful definitions. For example, in the example it would be necessary to define when exactly a steering angle is considered too high etc. Although it is not possible to anticipate all possible hazards that will occur in the field, applying a predefined list of guidewords to an interface leads to a systematic approach making it more unlikely to omit hazards. Alternatively, often approaches based on a failure modes and effects analysis (FMEA, cf. Section 2.4.1) are used.

However, the focus on the interface might lead to the omission of hazards that are caused by specific interactions of different actuators. As an example let us consider an
electric power train with two separate e-machines driving the rear wheels. One important hazard is that the two e-machines create different torques at the different wheels, which in turn causes an undesired yaw torque. In a strictly interface-based approach, both machines would be analyzed separately making it very unlikely to identify hazards like an undesired yaw torque. Therefore, it is alternatively reasonable to analyze the functions of a system instead or in addition to its interface. This is the typical approach in the avionics domain, where this approach is called Functional Hazard Analysis (FHA). To this end, a complete list of specifications of the system’s functions is required. Using approaches like HAZOP or FMEA again, safety managers try to identify possible hazards. In the avionics domain, there are special lists of possible failures modes available that can be applied as guidewords to different functions. If we, for example, consider the function torque vectoring of the electric car and apply the guideword high, this could lead to the hazard ‘the torque vectoring creates a higher yaw momentum than desired’.

2.3.2. Risk Assessment

Once the potential hazards are identified, safety managers have to identify the associated risks. To this end, different assessment parameters must be defined. Following the definition of risk given in Section 2.1, one parameter specifies the severity of the harm that might be caused by a hazardous event. A set of further parameters specifies the probability that a hazard, i.e. a failure at the system border, actually leads to a hazardous event. Which concrete parameters have to be used depends on the application domain and the relevant safety standards. In most approaches, however, at least two parameters are used: Hazards often only cause harm if they occur in a certain environmental situation. Therefore, the probability of an environmental situation must be defined. In the automotive domain, this is done by specifying the likelihood of driving situations. Moreover, it might be possible that harm can be prevented by persons or external safety measures. In the automotive domain, the controllability parameter is used to define the likelihood that the driver or any other person involved can prevent the hazardous event in spite of a system failure.

In order to derive an integrated risk assessment, safety engineers must integrate all of these parameters to single criticality classes. To this end, most risk assessment approaches used today follow a risk graph approach, as it is for example described in the IEC 61508 [2] (cf. Figure 2-6).
A risk graph is used to determine the risk of a hazardous event based on different parameters as they also have been defined above:

- The $C$-parameter reflects the consequences, i.e. the severity of harm, on an ordinal scale (e.g., $C_1$: minor injuries to $C_4$: very many people killed).
- The $F$-parameter reflects the frequency of exposure in the hazard zone (e.g., $F_1$: rare exposure to the hazardous zone and $F_2$: frequent to permanent exposure in the hazardous zone).
- The $P$-parameter reflects the possibility of avoiding the hazardous event (e.g., $P_1$: possible under certain conditions and $P_2$: almost impossible)
- The $W$-parameter reflects the probability of the unwanted occurrence. However, this parameter does not reflect the probability of a failure within the embedded system and does not consider safety measures implemented in the system. But it is used to reflect different risk reduction measures like for example covers, cages, or mechanical pressure valves (e.g., $W_1$: A very slight probability that the unwanted occurrences will come to pass and only a few unwanted occurrences are likely to happen. $W_3$: A relatively high probability that the unwanted occurrences will come to pass and frequent unwanted occurrences are likely to happen)

Based on these parameters, it is easily possible to determine the related risk and the related safety integrity level that is required to mitigate the analyzed hazardous event. In contrast to the ISO 26262, as it was described before, the IEC 61508 defines safety integrity levels ranging from SIL1 to SIL4 with SIL4 reflecting the highest possible integrity level.
In the first step, the consequences are assessed. In the case of $C_1$, for example, no special risk reduction measures are required as only minor injuries are possible. In case of very critical consequences ($C_4$), it is not possible to have a lower integrity level than SIL 3 and neither the exposure nor the controllability can reduce the risk. Only the occurrence probability based on external risk reduction measures has an impact on the integrity level. The “X” in this case means that a single safety system is not sufficient to reduce the risk to an acceptable level, i.e. further external risk reduction measures are required (in order to reduce the $W$-parameter) or redundant safety systems are required. Depending on the path taken based on the evaluation of the $C$-parameter, the exposure $F$ is regarded in the second step and the controllability $P$ in the third step. Finally, the occurrence probability $W$ is considered.

Figure 2-7 Instantiation of the risk graph approach for the automotive industry based on ISO26262
This generic approach has to be tailored to each application domain and possibly to each system. The identification of the acceptable risk and the associated risk graph parameters is a non-trivial step and will not be considered in this document. In order to release developers from this difficult step, the ISO 26262 predefines a simplified risk graph including all parameters for automotive systems. The resulting instantiation of the risk graph for the automotive industry is shown in Figure 2-7. As mentioned earlier, the ISO 26262 defines the integrity levels as automotive safety integrity levels (ASIL) A to D, with ASIL D being the most critical one. The ISO26262 considers only three risk parameters:

- S: severity, which maps to the consequence parameter C of the IEC 61508
- E: exposure, which maps to the exposure/frequency parameter F of the IEC 61508
- C: controllability, which maps to the controllability parameter P of the IEC 61508
- The W-parameter as it is considered in the IEC 61508 is not considered in the ISO 26262

As shown in detail in Table 2-1, each of the risk parameters can have four different values. The parameter values S0 (no injuries) and C0 (controllable in general) are not explicitly considered in the risk graph, as obviously no harm would be caused in this case.

<table>
<thead>
<tr>
<th>Class</th>
<th>S0</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No injuries</td>
<td>Light and moderate injuries</td>
<td>Severe and life-threatening injuries (survival probable)</td>
<td>Life-threatening injuries (survival uncertain), fatal injuries</td>
</tr>
<tr>
<td>Class</td>
<td>E1</td>
<td>E2</td>
<td>E3</td>
<td>E4</td>
</tr>
<tr>
<td></td>
<td>Very low probability</td>
<td>Low probability</td>
<td>Medium probability</td>
<td>High probability</td>
</tr>
<tr>
<td>Class</td>
<td>C0</td>
<td>C1</td>
<td>C2</td>
<td>C3</td>
</tr>
<tr>
<td></td>
<td>Controllable in general</td>
<td>Simply controllable</td>
<td>Normally controllable</td>
<td>Difficult to control or uncontrollable</td>
</tr>
</tbody>
</table>

Table 2-1 Risk parameters defined in ISO 26262 [4]

At first sight, the risk graph of IEC 61508 seems to be more rigorous since for example a high severity immediately leads to at least a SIL 3. However, it must be considered that the ISO 26262 considers different parameter classes. For example, the severity value $S_4$ in the ISO26262 means “life-threatening and fatal injuries”, which can be seen between the consequence classes $C_2$ und $C_3$ of the IEC 61508, which mean “serious permanent injuries to one or more persons; death to one person” and “death to several people”, respectively. As a further aspect, the acceptable risk might be defined differently in different application domains.
Though the parameters and the parameter values used for the risk assessment must be adjusted to the different application domains, the risk graph approach is applied across various different application domains and can therefore be seen as (one of) the major risk assessment techniques.

2.4. Safety Analysis Techniques

Once the risks have been identified and assessed, a safety engineer must understand the potential causes and the cause-effect-relationships. To this end, she or he uses different safety analysis techniques. This section gives a brief overview on the most important analysis techniques used today.

Usually, it is required to combine different analysis techniques. At least, most standards demand the combination of so-called deductive analyses with inductive analyses. Deductive analyses like a fault tree analysis (FTA) use the effect, e.g., the hazard, as starting point and try to deductively derive possible causes that might lead to the analyzed effect. Inductive analyses like the failure modes and effect analysis (FMEA) on the other hand start from potential failure modes of a system element and try to identify potential effects.

2.4.1. Failure Mode and Effects Analysis (FMEA)

The Failure Mode and Effects Analysis (FMEA) was originally developed by NASA for the quality assurance of the Apollo projects in the 1960ies. During the course of the following decades it was increasingly used in a wide range of application domains. In Germany, the FMEA was first standardized in 1980. Today, it is used in almost any application domain.

Since the FMEA is applicable to nearly each problem and at each system level, different specializations of the FMEA have been derived. The construction-FMEA which is also named product- or design-FMEA regards the constructive specification of the characteristics of a system part like a capacitor or a microcontroller. The process-FMEA is focused on the analysis of processes like for example manufacturing or maintenance processes. The result of a FMEA is usually documented in tables.

Methodology

A FMEA is conducted by a team of all relevant stakeholders and experts, whose knowledge and expertise is required to complete the analysis. A trained FMEA moderator leads the meetings for ensuring a systematic analysis process. A FMEA is applied to single elements of a system at different hierarchy levels. In the first step, the team tries to identify potential failure modes of the component. Then the possible effects of a failure mode have to be identified. Furthermore, the team has to identify potential causes that could lead to the failure mode. After they have identified failure modes, the related effects and possible causes, the team describes already existing counter measures and assesses whether or not further actions are required in order to ensure the element's quality. To
this end they define necessary actions with a deadline and directly assign them to a responsible person.

In order to have a possibility to assess the criticality of a failure mode and to prioritize the usually long list of identified failure modes, the original FMEA was extended to a Failure Modes, Effects and Criticality Analysis (FMECA). Today, the term FMEA usually refers to an FMECA. In an FMECA, the team has to define different parameters that classify the criticality of the single findings: First, they have to define an Occurrence Probability (O) of the failure mode. Usually this is done using an ordinal scale ranging from 1 (very unlikely) to 10 (very probable). As a second parameter they have to define the severity (S) of the expected effect – again using an ordinal scale with 1 being the lowest severity. The third parameter describes the probability that the corresponding error can be detected (D) in order to prevent the effect. For this parameter, the ordinal scale ranges again from 1 (very likely to be detected) to 10 (very unlikely to be detected). These three parameters are then combined to a risk priority number (RPN), which is usually derived by multiplying the single parameters, so that it can range from 1 to 1000. Based on the RPN, the team can assign a priority to the single entries in an FMEA table.

As a further extension, the FMECA has been extended to the FMEDA (Failure Modes, Effects and Diagnostics Analysis). The FMEDA aims at defining a quantitative failure rate for a failure mode, a diagnostic coverage (DC) and a safe failure fraction (SFF). The diagnostic coverage indicates the probability that dangerous errors can be detected. The SFF is defined as the ratio between the average rates of safe errors plus the average rate of dangerous, but detectable errors, over the entire average error rate of an element. To this end, a conventional FMECA is conducted first. Then, all identified failure modes are subdivided into safe, detectable-dangerous and non-detectable-dangerous errors. Afterwards the DC and the SFF are calculated.

Advantages and disadvantages

The FMEA is an inductive safety analysis, since it identifies failure modes of system elements and tries to derive the related effects. It can be used on nearly any problem and at any system level in order to completely determine the risks of a system. By its team-oriented approach, it integrates specialized knowledge from different perspectives. Conducting an FMEA usually requires only little knowledge of methods and also a wide range of supporting tools is available. As a disadvantage, the FMEA does not support the analysis of error combinations. Except for some limited capabilities of the FMEDA, FMEAs do not support quantitative analyses.

Further References

In Germany the FMEA is standardized by the DIN 25 448 [12]. The IEC 60812 [21] describes both the FMEA, and the FMECA. The latter is also addressed in detail by the MIL-STD-1629A [34]. The conduction of a FMEDA is standardized in the IEC 61165 [23]. The System-FMEA is described in detail in [46] and in [9]. Moreover, there are two additional standards from the Society of Automotive Engineers, which describe further
adjustments of the FMEA for different applications. The J1739 [43] is a specialization for the automotive domain whereas the ARP5580 [42] should be used for other application domains.

2.4.2. Hazard and Operability Analysis (HAZOP)

The Hazard and Operability Analysis (HAZOP) originates from the chemical industry and was developed during the 1960ies and 1970ies. The goal of a HAZOP is the identification of possible hazards of an industrial plant or industrial process. Today, the HAZOP is applied in a wide range of different application domains.

Methodology

Ideally, the HAZOP is conducted by an interdisciplinary team consisting of five to seven persons, as soon as first drafts of a design of the system or component are available. In order to identify potential hazards, the HAZOP is based on a set of guide words as they are shown in Table 2-2. All components are successively analyzed by applying the guide words for identifying possible deviations from the expected behavior.

The guidewords describe hypothetical deviations from the expected behavior. To this end, they are combined with different parameters that are relevant for the analysis (like for example temperature or pressure) in order to define questions that support the analysis team in identifying possible failure modes. For each identified failure mode, the team tries to identify possible causes and effects and derives required counter measures. In some sense, a HAZOP is therefore similar to an FMEA and the main advantage is given by the guidewords.

<table>
<thead>
<tr>
<th>Guide Word</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO OR NOT</td>
<td>Complete negation of the design intent</td>
</tr>
<tr>
<td>MORE</td>
<td>Quantitative increase</td>
</tr>
<tr>
<td>LESS</td>
<td>Quantitative decrease</td>
</tr>
<tr>
<td>AS WELL AS</td>
<td>Qualitative modification/increase</td>
</tr>
<tr>
<td>PART OF</td>
<td>Qualitative modification/decrease</td>
</tr>
<tr>
<td>REVERSE</td>
<td>Logical opposite of the design intent</td>
</tr>
<tr>
<td>OTHER THAN</td>
<td>Complete substitution</td>
</tr>
<tr>
<td>EARLY</td>
<td>Relative to the clock time</td>
</tr>
<tr>
<td>LATE</td>
<td>Relative to the clock time</td>
</tr>
<tr>
<td>BEFORE</td>
<td>Relating to order or sequence</td>
</tr>
<tr>
<td>AFTER</td>
<td>Relating to order or sequence</td>
</tr>
</tbody>
</table>

Table 2-2 HAZOP - guide words
For example, the application of the HAZOP to a vehicle brake system leads to the following breakdown conditions [6]: System does not brake, brakes more than normal, brakes less than normal, accelerates (reverse). Not all guidewords lead to reasonable questions. Since a brake system can usually not cause acceleration, the application of the guideword reverse does not result in a reasonable question. Nonetheless, the team should consider as many guidewords as possible in order to reduce the likelihood of omitting possible failure modes.

The result of the HAZOP is finally a table including all identified deviations, the identified causes and consequences as well as a list of appropriate counter measures. A possible form of the table is defined in the IEC 61882 [21] as it is shown in Figure 2-8.

Advantages and disadvantages

The main advantage of the HAZOP is given by the guidewords, which systemize the creative process of failure mode identifications. Despite the guidewords, the HAZOP is quite similar to an FMEA. As the FMEA is more widely used in many domains, it is often common practice to use an FMEA as basic analysis technique and to enhance it by applying guidewords as it is described for the HAZOP. This is particularly true, since the guideword idea can be easily adapted.

For example, different variants for the identification of human failures or the analysis of software systems have been defined by Leveson for software safety analyses (Software Hazard Analysis and Resolution in Design - SHARD [71]). As an even more sophisticated extension, we have extended the idea of guide words to guide phrases which further increase the completeness of hazard and failure mode identification in the SafeSpection analysis technique [98].

References

The first manual describing the application of the HAZOP was provided by the Chemical Industries Association [17] in 1977. A short description of the analysis, including the advantages and disadvantages can be found in [31]. Detailed descriptions of the HAZOP can be found [30], [40] and [47]. The SHARD method is described in [71]. More details on SafeSpection can be found in [98].
### Figure 2-8 HAZOP-Table from the standard IEC 61882 [21]

<table>
<thead>
<tr>
<th>No.</th>
<th>Guideworld</th>
<th>Element</th>
<th>Deviation</th>
<th>Design intent</th>
<th>Source</th>
<th>Material</th>
<th>Activity</th>
<th>Destination</th>
<th>Possible causes</th>
<th>Consequences</th>
<th>Safeguards</th>
<th>Actions required</th>
<th>Action allocated to</th>
</tr>
</thead>
</table>
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2.4.3. Event Tree Analysis (ETA)

The Event Tree Analysis (ETA) is used for the analysis of the consequences of an initial event [31]. In contrast to a fault tree analysis, the ETA is an inductive analysis, as it starts from a failure mode and step wisely identifies different effect scenarios.

Methodology

Event trees are usually defined as binary decision trees. The analysis starts with an initial event that has to be analyzed. The initial event could be a system or component failure or an external event affecting the system (e.g. an operating mistake). In the subsequent steps, possible event sequences are determined, which can occur as reactions to the initial event. For each event, the analysis distinguishes between the cases that the event occurs or that the event does not occur. By this means, a tree is created and each path from the root to the leaves describes one potential effect scenario. As the events often refer to counter measures, the two paths describe success and failure of the measures. The leaves of the tree usually describe the successful avoidance or the occurrence of a hazardous event, respectively.

![Figure 2-9 Structure of an event tree](image)

For a quantitative analysis, it is additionally possible to assign probabilities to each branch of the tree and to multiply all probabilities along a path. The probabilities of all paths leading to the same hazard type can be combined to an overall probability that the according failure type will occur in spite of the implemented counter measures.

Variants

As described above, event trees are usually represented as binary decision trees with a branch for success and failure at the individual branch points. However, different extensions enable the definition of more than two branches. The methodology, the notation as well as the evaluation of the Event-Tree-Analysis are standardized in the German standard DIN 25419 [11]. As a further extension, the DIN 25419 defines exclusive OR-gates, which enables analysts to join different paths in an event tree for reducing the complexity of larger trees. Moreover, special gates like transmission gates...
simplify the modeling of more complex event trees. An example of a DIN 25 419 event tree is shown in Figure 2-10.

![Figure 2-10 Example of an event-tree according to DIN 25 419 [11]](image)

**Advantages and disadvantages**

Event trees are usually used to analyze the effectiveness of already existing multi-level counter measures. However, this presumes that the protective mechanisms are already known, so that Event-Tree-Analyses are often used relatively late in the development process [31]. In contrast to other methods like for example the HAZOP, event trees are usually conducted by one or two persons, who consult further experts if necessary. The definition of an event tree becomes difficult, if different temporal sequences of events lead to different failure types.

**References**

A short description of event trees is given in [6]. A more detailed description is given in [31]. The latter describes the advantages and disadvantages of event trees as well as the classification within the development process. Further useful information on the application of event tree analyses can be found in [47]. The DIN 25419 [11] standardizes the event tree analysis notation.

**2.4.4. Fault Tree Analysis (FTA)**

The Fault Tree Analysis (FTA) was developed in 1961 by the Bell Telephone Laboratories for the ‘Minute Man Launch Control System’, a rocket launching system. It was extended in 1966 by Boeing for computer-assisted applications. Up to now, it has emerged to one of the most widely used safety analysis techniques across all safety-relevant application domains. An example of a fault tree is shown in Figure 2-11.
**Methodology**

A fault tree analysis starts with an undesired top event, such as a system failure. In moderated team meetings, the analysts then try to deductively identify necessary and sufficient combinations of potential causes. To this end, *gates* can be used to define the required combinations of causes. The events that represent an elementary cause are called *basic events* and build the leaves of the fault tree.

It is however not the idea of a FTA to identify basic causes in as few steps as possible. It is rather the intention to step wisely derive a traceable and seamless cause-effect-chain. Without such a systematic approach, the discussions within the analysis team often lose their focus – leading to unstructured and mostly incomplete results. The FTA is therefore an efficient means to structure the analysis. In fact, the guided analysis process as such is much more valuable to understand and improve the system’s safety than the pure analysis result. Therefore, it is important that the analysis is performed manually. The automatic generation of fault trees is technically possible, but impedes the actual intention of a guided analysis process.

The FTA cannot be used to identify the top events, but the top events must be given as input and are used as starting point of the analysis. The analysis is then first focused on immediate causes of the top-event, only. This means that only faults are considered that are the immediate predecessor of the top-event in a cause-effect-chain. Then the approach is recursively repeated for each identified cause by identifying potential combinations of immediate sub-causes. In principle, a fault tree can be derived in a depth-first or in a
width-first approach. Today, a width-first approach is preferred, i.e. it is common practice to analyze all events at one abstraction levels first, before the identified causes are further refined. It is, however, not necessary to define a balanced tree. This means that it is possible that certain sub trees are refined to a higher level of detail than others. By this means, the effort can be reduced without decreasing the analysis’ quality, as usually not all sub trees have the same impact on the top event so that it is not necessary to analyze them in detail. Usually, it is nonetheless an important question at which refinement level the analysis can and should be stopped. As this question cannot be answered in general, it is a rule of thumb to refine the analysis until the analysts are either able to define a concrete, sufficient counter measure to an identified cause or if there is sound evidence that the regarded sub tree has no substantial impact on the top-event.

In fault trees it is possible to define combinations of causes that lead to the event under consideration. To this end, it is possible to use **AND-Gates** and **OR-Gates**. An **AND-Gate** means that all incoming events must occur to cause the outgoing event. An **OR-Gate** means that one of the incoming events is sufficient to cause the outgoing event. The fault tree standards as well as current analysis tools support a variety of additional gates. An overview of basic gates that are used in fault trees is shown in Table 2-3.
Based on this formal structure, the tree can be analyzed qualitatively as well as quantitatively. An important qualitative analysis is the calculation of so-called \textit{minimal cut sets} (MCS). A minimal cut set is a set of events that are necessary and sufficient to cause the top-event. Sufficient means that the coincidence of the events in a MCS directly causes the top-event. If we, for example, regard the fault tree shown in Figure 2-11, we yield the minimal cut sets highlighted in grey in Figure 2-12. The \textit{AND}-gate’s output events only occur if both input events occur, therefore \textit{Intermediate Event 1} as well as \textit{Intermediate Event 2} must occur in order to cause the top event. In order to cause \textit{Intermediate Event 2}, it is necessary that \textit{Basic Event 3} and \textit{Basic Event 4} must occur. In order to cause \textit{Intermediate Event 1}, however, it is sufficient if \textit{Basic Event 1} or \textit{Basic Event 2} occur. In consequence, there are two possible combinations of basic events whose occurrence leads to the occurrence of the top-event.

![Minimal Cut sets](image)

**Figure 2-12 Minimal Cut sets of a Fault Tree**

In order to provide quantitative analysis reports, a probability distribution must be assigned to each basic event. This probability distribution describes the probability that the event occurs over the mission time of the analyzed system or component. To this end, typically exponential distributions and Weibull-distributions are used. Based on the probabilities of the basic events, it is possible to derive the probability that the top event occurs using the following calculation schemes for the different gates:

**AND-Gate:**

For two inputs: $i_1$ and $i_2$, Output: $o$

$$P(o) = P(i_1) \cdot P(i_2)$$

For $n$ inputs: $i_1, \ldots, i_n$, Output: $o$

$$P(o) = \prod_{k=1}^{n} P(i_k)$$
**OR-Gate:**

For two inputs: \(i_1\) and \(i_2\), Output: \(o\)

\[
P(o) = P(i_1) + P(i_2) - P(i_1) \cdot P(i_2) = 1 - ((1 - P(i_1)) \cdot (1 - P(i_2)))
\]

For \(n\) inputs: \(i_1, \ldots, i_n\), Output: \(o\)

\[
P(o) = 1 - \prod_{k=1}^{n} (1 - P(i_k))
\]

**Extensions and variants**

Various extensions to fault trees have been developed in order to increase their expressiveness. The most important extensions are briefly presented in the following.

*Dynamic Fault Trees - DFT*

A problem of fault trees is that all events must be stochastically independent from each other. In many cases, however, it is necessary to model stochastically dependent events, as well. To this end, *Dynamic Fault Trees (DFT)* [48] have been developed, which extend fault trees by additional gates supporting stochastic dependencies.

The *Functional-Dependency-Gate* can be used to express that a single trigger input event can release a set of dependent entrance events. The *Cold-Spare-Gate* is used to express typical cold stand-by architectures, which consist of several redundant channels. In contrast to conventional redundancy, however, a redundant channel is not activated until the main channel fails. This creates an obvious dependency between failures in the different channels that can be expressed using the cold spare gate. The latter considers that an input event can only occur after the preceding input event occurred. As a further special gate, the *Sequence-Enforcing-Gate* can be used to model that input events must occur in a certain sequence to cause the output event. Therefore, all input events must occur in the order from left to right to trigger the output event. A comparable behavior can also be achieved using a *Priority-AND-Gate*. The latter is however limited to two input events.

**Advantages and disadvantages**

The FTA offers the possibility to structurally identify a seamless cause-effect chain leading to the analyzed top-event. Fault trees provide a clear notation to specify the cause-effect relationships, but at least as important is the related methodology that enables engineers to analyze even complex systems. Moreover, fault trees support qualitative and quantitative analyses including the analysis of complex fault combinations. In combination with the various existing extensions, fault trees are certainly one of the most important safety analysis techniques available today. As the top-event must already be known before an FTA can be performed, the application of the FTA presumes that the hazards have already been identified. The FTA as such cannot be used to identify hazards.
References

The FTA is standardized by [10] and [24]. A more detailed description can be found in [37] and [36]. Dynamic fault trees are introduced in [48].

2.4.5. Reliability Block Diagrams (RBD)

Reliability Block Diagrams (RBD) is a further important safety analysis technique. It uses blocks to model elements of the system that might fail. The cause effect relationship is modeled by connecting the single blocks. The methodology, the graphical notation as well as the possibilities for the analysis of reliability block diagrams are standardized in the international standard IEC 61078 [18].

Methodology

For defining a reliability block diagram, a first system structure definition must be available. Using this structure as template, the regarded system is subdivided into individual functional blocks that have an impact on system success or failure. Though a reliability block diagram is modeled following the system structure, the RBD structure is not necessarily identical to the system structure, since additional blocks might be required to model the cause-effect relationship. Also it is possible that some system elements are not represented as blocks if they do not contribute to a system failure.

Once the blocks are defined, a failure probability is assigned to each block, defining the likelihood that the according element in the system fails. The probabilities that are assigned to the single blocks must be stochastically independent from each other. Furthermore, it must be considered that a block can only be in one of the two states ‘ok’ or ‘failed’. More detailed failure modes or aspects like operation modes cannot be modeled using RBDs.

By connecting the blocks, these probabilities can be used to calculate the overall failure probability of the system. Basic RBDs support two kinds of connections: a serial connection and a parallel connection. If blocks are modeled in parallel, this means that all parallel blocks must fail to cause a system level failure. If blocks are modeled in a serial connection it is sufficient if one block fails to cause a system failure. An example is shown in Figure 2-13. In this example, the system fails if component A fails or if components B and C fail: A OR (B AND C).

Figure 2-13 Example of a Reliability Block Diagram
In addition to these basic elements, RBDs have been extended by further modeling elements. The most important extension is given by the \textit{k-out-of-n} node as it is shown in Figure 2-14. A \textit{k-out-of-n} node has \textit{n} edges leading into it. The outgoing path is considered to have failed if more than \textit{k} of the incoming \textit{n} paths have failed. For example, the RBD shown in Figure 2-14 specifies a system that fails if component \textit{A} fails or at least two of the components \textit{B}, \textit{C}, and \textit{D} fail.

![Figure 2-14 Example for a k-out-of-n element](image)

**References**

A short description of reliability block diagrams can be found in [6]. A more detailed explanation is given in [7].

### 2.5. Safety Concepts and Safety Cases

Once the hazards have been identified and the safety manager has analyzed the possible causes and the resulting error propagation within the system, he or she can define the safety concept. Following the idea of ISO 26262 [4], a safety concept is a ‘specification of the safety requirements, their allocation to architectural elements and their interaction necessary to achieve the safety goals, and information associated with these requirements’. Based on the hazard analysis and risk assessment, the safety manager can define the top level safety goals. Using safety analyses, he gets a better understanding of the underlying cause-effect-relationships potentially leading to the hazards. Using this information, he can step wisely refine the safety goals to more fine grain requirements until he reaches a level, where he is able to define concrete, i.e., implementable, and testable safety requirements, which can then be assigned to the systems’ components. Safety concepts are used to model this systematic break-down of requirements. This includes arguments that ‘prove’ that the fulfillment of all identified refined requirements implies the fulfillment of the superordinate requirement. Usually, this is not done based on techniques like formal proofs. Instead, textual qualitative argumentations are used. For the final safety assessment, the safety manager includes so-called evidences, which prove...
that the safety requirements have been fulfilled. Evidences can be anything that provides convincing arguments that the respective requirement has been fulfilled. In most cases, evidences are given by documents like test reports, review protocols, or safety analysis results. By attaching evidences, the safety concept seamlessly evolves to a safety case. Such a safety case includes (a) a systematic decomposition of safety requirements, (b) the arguments why these requirements are sufficient, and (c) the evidences showing that the requirements have been met. Therefore, this meets the ISO 26262 definition of a safety case being an ‘argument why an item is safe supported by evidence compiled from work products of all safety activities during the whole lifecycle.’

Today, safety concepts are defined in a quite informal way. Since they cover safety requirements, they are often integrated into an existing requirements management workflow. Therefore, the safety requirements are defined in typical requirements databases. In addition, safety managers write reports describing the big picture of the safety concept including the rationales that lead to the concept.

As regards the safety case, however, the goal structuring notation (GSN) has evolved as an accepted alternative to simple text documents. Though the GSN is yet not widely used in industry, it is continuously gaining acceptance and importance. It is nonetheless the most important and most widely used dedicated notation for safety cases. Therefore, the following subsection gives a brief overview on the GSN and its fundamental modeling elements.

2.5.1. Goal Structuring Notation

It is the main goal of the goal structuring notation (GSN) to provide an efficient means to describe arguments in safety assurance cases. According to the GSN community standard [49], an assurance case is ‘a reasoned and compelling argument, supported by a body of evidence, that a system, service or organization will operate as intended for a defined application in a defined environment.’ Such an argument is defined as ‘a connected series of claims intended to establish an overall claim.’ This usually requires a hierarchy of claims. It is the aim of the GSN to efficiently support the definition and the graphical notation of such hierarchical claims. To this end, the GSN includes the following core elements:

- Goals
- Strategies
- Solutions
- Contexts
- Assumptions
- Justifications

These elements can be related to each other using the following relationships:
The graphical notation and the principle meaning of these core elements is summarized in Table 2-4.

<table>
<thead>
<tr>
<th>Graphical Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>{Goal Identifier}</td>
<td>A goal, rendered as a rectangle, presents a claim forming a part of the argument.</td>
</tr>
<tr>
<td>&lt;Goal Statement&gt;</td>
<td></td>
</tr>
<tr>
<td>{Strategy Identifier}</td>
<td>A strategy, rendered as a parallelogram, describes the nature of the inference that exists between a goal and its supporting goal(s).</td>
</tr>
<tr>
<td>&lt;Strategy Statement&gt;</td>
<td></td>
</tr>
<tr>
<td>{Solution Identifier}</td>
<td>A solution, rendered as a circle, presents a reference to an evidence item or items.</td>
</tr>
<tr>
<td>&lt;Solution Statement&gt;</td>
<td></td>
</tr>
<tr>
<td>{Context Identifier}</td>
<td>A context, rendered as a rounded rectangle, presents a contextual artifact. This can be a reference to contextual information, or a statement.</td>
</tr>
<tr>
<td>&lt;Context Statement&gt;</td>
<td></td>
</tr>
<tr>
<td>{Justification Identifier}</td>
<td>A justification, rendered as an oval with the letter ‘J’ at the bottom-right, presents a statement of rationale.</td>
</tr>
<tr>
<td>&lt;Justification Statement&gt;</td>
<td>J</td>
</tr>
<tr>
<td>{Assumption Identifier}</td>
<td>An assumption, rendered as an oval with the letter ‘A’ at the bottom-right, presents an intentionally unsubstantiated statement.</td>
</tr>
<tr>
<td>&lt;Assumption Statement&gt;</td>
<td>A</td>
</tr>
<tr>
<td>Undeveloped entity</td>
<td>Undeveloped entity, rendered as a hollow diamond applied to the center of an element, indicates that a line of argument has not been developed. It can apply to goals (as below) and strategies.</td>
</tr>
</tbody>
</table>

A goal, rendered as a rectangle, presents a claim forming a part of the argument.

A strategy, rendered as a parallelogram, describes the nature of the inference that exists between a goal and its supporting goal(s).

A solution, rendered as a circle, presents a reference to an evidence item or items.

A context, rendered as a rounded rectangle, presents a contextual artifact. This can be a reference to contextual information, or a statement.

A justification, rendered as an oval with the letter ‘J’ at the bottom-right, presents a statement of rationale.

An assumption, rendered as an oval with the letter ‘A’ at the bottom-right, presents an intentionally unsubstantiated statement.

Undeveloped entity, rendered as a hollow diamond applied to the center of an element, indicates that a line of argument has not been developed. It can apply to goals (as below) and strategies.
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Table 2-4 Core Elements of the GSN (based on [49])

<table>
<thead>
<tr>
<th>Graphical Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Undeveloped Goal Identifier" /></td>
<td>An <strong>undeveloped goal</strong>, rendered as a rectangle with the hollow-diamond ‘undeveloped entity’ symbol at the center-bottom, presents a claim which is intentionally left undeveloped in the argument.</td>
</tr>
<tr>
<td><img src="image2.png" alt="SupportedBy Relationship" /></td>
<td>The <strong>SupportedBy</strong> relationship, rendered as a line with a solid arrowhead, allows inferential or evidential relationships to be documented. Inferential relationships declare that there is an inference between goals in the argument. Evidential relationships declare the link between a goal and the evidence used to substantiate it. Permitted SupportedBy connections are: goal-to-goal, goal-to-strategy, goal-to-solution, strategy to goal.</td>
</tr>
<tr>
<td><img src="image3.png" alt="InContextOf Relationship" /></td>
<td>The <strong>InContextOf</strong> relationship, rendered as a line with a hollow arrowhead, declares a contextual relationship. Permitted connections are: goal-to-context, goal-to-assumption, goal-to-justification, strategy-to-context, strategy-to-assumption and strategy-to-justification.</td>
</tr>
</tbody>
</table>

The possibility to define claim hierarchies is a key purpose of the GSN. To this end, a safety manager can refine Goals using the SupportedBy relationship. In the example shown in Figure 2-15, the top level goal $G_1$ can be fulfilled if the sub goals $G_2$ and $G_3$ are fulfilled.

Often, it is however not sufficient to simply break down a goal into sub goals. Instead, it is necessary to describe the underlying rationale, why the developer believes that this decomposition is valid. To this end, he can define a strategy, which describes why and how this breakdown of the goals is valid. To this end, he can use the strategy element of the GSN as shown in Figure 2-16.
In order to argue why it is necessary and sufficient to refine goal $G_1$ by its sub goals $G_2$ and $G_3$, the engineer defines strategy $S_1$. In principle such strategies do not provide any formal proof and they do not even follow a formal syntax. In fact, strategies are defined as informal text providing a qualitative argument. Nonetheless, it is of course possible to combine the GSN with more formal approaches in order to facilitate more formal proofs of the safety case’s correctness and completeness. The GSN as such, however, only supports informal safety cases.

In fact, it is often necessary to refine a goal using various different strategies. Therefore, the GSN supports the refinement of goals using several strategies as it is shown in Figure 2-17. The top-level goal $G_1$ is refined by four sub goals $G_2$ to $G_5$. The refinement to $G_2$
and G3 is argued using strategy $S1$ whereas the refinement to the goals $G4$ and $G5$ is argued using strategy $S2$.

As a further aspect Figure 2-17 also shows the use of solutions. As mentioned above, solutions provide a link to evidences ‘proving’ that the associated goals have been achieved. In the example, the achievement of goal $G2$ is shown by solution $Sn1$, the achievement of $G3$ by solution $Sn2$ and so on.

![Figure 2-17 Goal refinement using several strategies (based on [49])]()

Figure 2-18 shows a generic safety case using the GSN as a summarizing example. The generic top level goal defines that the system is demanded to be acceptably safe. In order to refine this goal, the system definition is given as context information. The refinement of this top level goal is based on the strategy that the system is acceptably safe if the occurrence of all identified hazards is sufficiently unlikely.

Obviously, this strategy only holds if an acceptably complete set of hazards has been identified. This limitation is documented as an assumption that is assigned to the strategy. Based on this strategy, a maximum failure rate goal is defined for each hazard. In order to show that these sub goals have been fulfilled, the according fault tree analysis is referenced as evidence. In general, safety analyses like fault trees are important evidences in order to prove that the refinement of requirements is complete.
Figure 2-18 Example of a generic safety case using the GSN

Usually, the goals must be further refined since a direct quantitative proof is not possible for rather abstract safety goals. Therefore, the safety case has to be step wisely refined until all derived goals are concrete enough to provide sound evidence that the goals have been fulfilled. This means, for example, that it must be possible to provide sound test results showing that the goals have been fulfilled. If, for example, a plausibility check is defined being an efficient means of error detection, the results of a fault-injection test are required to provide that the error detection provides a sufficiently high diagnostic coverage.

Besides the basic notational elements described above, the GSN provides different extensions in order to support alternative strategies and refinements, or to support modular safety cases. All available extensions as well as detailed guidelines on the usage of the GSN can be found in [49].

2.6. Software Fault Tolerance Mechanisms

As described in section 2.1, fault tolerance is one of the major possibilities to assure safety. Particularly for open systems, fault tolerance mechanisms can be very important. As long as failures can be reliably detected and handled at runtime, the system’s safety can be assured. If there is a good fault tolerance monitor in place, the safety demands on
the monitored main functionality can be significantly reduced. This creates some freedom for using more advanced technologies for the development of open adaptive systems.

Therefore, this section provides a brief introduction to the most important fault tolerance mechanisms. To this end, sub section 2.6.1 gives an overview on available mechanisms based on a general classification scheme. The subsequent sub sections will then introduce the single classes of fault tolerance mechanisms.

2.6.1. Overview

Despite various different approaches to avoid or to remove any kind of faults in a system, fault-free systems are very unlikely to become reality. From a safety point of view, however, software faults are not critical as long as the resulting errors are detected and handled, before safety-critical failures can occur. To this end, any safety-critical system must implement fault tolerance techniques. In fact, fault tolerance can be realized at various levels of abstraction. Ranging from hardware mechanisms to redundant system designs. Software implemented fault tolerance (SWIFT) has a very long history and many publications introduce and evaluate a long list of different approaches. All of them follow the basic ideas shown in Figure 2-19.

![Figure 2-19 Overview on Fault Tolerance Mechanisms](image)

For obvious reasons, error detection is a basic constituent of any fault tolerance mechanism. Therefore, this aspect is dedicatedly described in sub section 2.6.2. Once an error is detected, appropriate counter measures must be taken to avoid a resulting failure. In principle, there are two ways of realizing such handling mechanisms. First, single-version fault tolerance techniques do not implement any kind of redundancy. They can be used to detect errors and to bring the system to a safe state. Therefore, they are important for fail-safe and fail-silent system, which can be switched off in the case of errors. According programming techniques are introduced in sub section 2.6.3.

If the system needs to be fail-operation, i.e. if it must continue operation in spite of errors, it is usually necessary to implement multi version fault tolerance. This means that redundant channels must be implemented. This could also be required in order to realize an error detection by comparing two independently computed result values. Multi-version fault tolerance can be implemented using design diversity and / or data diversity. Design
diversity means that the actual behavior is realized in multiple versions. Data diversity means that data is stored in redundant representations. Approaches belonging to the class of design diversity will be introduced in sub section 2.6.4. Data diversity approaches will be introduced in sub section 2.6.5.

In fact, however, fault tolerance mechanisms can be classified in multiple dimensions and there is no commonly accepted classification available. Therefore, Table 2-5 shows the fault tolerance mechanisms introduced in this section in relation to different classification criteria.

<table>
<thead>
<tr>
<th></th>
<th>Single-/Multi-Version</th>
<th>Data-/Design Diversity</th>
<th>Serial/Parallel Execution</th>
<th>Backward / Forward Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic Actions</td>
<td>✓/-</td>
<td>na</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>Checkpointing</td>
<td>✓/-</td>
<td>na</td>
<td>na</td>
<td>✓/✓</td>
</tr>
<tr>
<td>Consensus Recovery Blocks</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/✓</td>
<td>✓/-</td>
</tr>
<tr>
<td>Distributed Recovery Blocks</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/✓</td>
<td>✓/✓</td>
</tr>
<tr>
<td>Exception Handling</td>
<td>✓/-</td>
<td>na</td>
<td>na</td>
<td>✓/✓</td>
</tr>
<tr>
<td>N-Copy Programming</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>N-Self-Checking Programming</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>N-Version Programming</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>Recovery Blocks</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>Retry Blocks</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>t/(n-1)- Variant Programming</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
<tr>
<td>Two-Pass Adjudicators</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
<td>✓/-</td>
</tr>
</tbody>
</table>

Table 2-5 Classification of software implemented fault tolerance techniques

In addition to the criteria described before, it is possible to distinguish between serial and parallel execution of redundant channels. Parallel execution does not necessarily
mean that different channels are executed concurrently, but that all redundant channels are executed and only then the results are compared to each other. Whereas in serial execution approaches only one channel is executed and an error detection checks the result. Redundant channels are only executed if an error of the result is detected. This safes computation power, but then redundancy cannot be used for error detection. And there will be an execution delay in the case of an error, which is sometimes not tolerable in real time systems.

As a further criterion, it is important to distinguish the recovery direction. Backward recovery means that a system is set back a previously stored, correct state if an error is detected. The system is then restarted in this state. In the case of forward recovery, the system is set to a new correct state in case of an error.

2.6.2. Error Detection

Error detection is an indispensable constituent of any fault tolerance mechanism. In the case of multi-version fault tolerance, error detection can be realized by comparing the results of the different channels. In the case of single version fault tolerance, serial execution mechanisms, or if the single channels are additionally monitored, explicit error detection mechanisms are required.

As illustrated in Figure 2-20, error detection mechanisms can be applied in different combinable ways to single version systems. First, it is possible to realize self-protection mechanisms. This approach is used to protect a component against erroneous input values, which might corrupt the component’s functionality. To this end, only the input values and their semantics can be used to implement a check. Including any information about the algorithms used to calculate the input values or any other white box information about the component creating the input values must not be considered when defining the checks in order to preserve the component’s modularity. Otherwise any change in one component might invalidate self-protection checks implemented in other components.

---

**Figure 2-20 Principle Application of Error Detection in Single Version Systems**

---
Alternatively or in addition, error detection mechanisms can be used to realize self-checking mechanisms. In this case, input values, output values and the detailed knowledge about the implemented functionality are used to check the correctness of the calculated output values, i.e., the correctness of the monitored function is checked. In a defensive design, self-protection and self-checking are combined in order to provide self-contained fault-tolerance concepts. This means, the component does not assume to get correct input values from the context and avoids to send incorrect output values to the context.

In both cases, error detection only detects runtime errors. In addition, an error handler is required to react to detected errors. In some cases, intra-component error handlers might repair the component or they shut down the component to a safe state and set an error flag, which is processed by a superordinate error handler.

In addition or alternatively to error detections within a component, an external monitor can be used to monitor a component or several components at once. In principle, a monitor works like a self-checking mechanism. Often, however, external monitors do not include so much internal white box information, but the detection is usually based upon the black box specification of a component. Monitors have the advantage to be independent from the monitored component. Therefore, an error in the component does not influence the monitor. Moreover, the monitor can be used to monitor unprotected third-party components. As a further advantage, a monitor can cover several components in a more complex data path. First, this leads to more efficient solutions. Second, more global semantic information about the data flow allows for better error detection algorithms.

In any way, error detections must always be tailored to the monitored functionality. Therefore, error detection mechanisms found in literature mainly provide patterns on how to realize a detection, in general. Table 2-6 provides a brief overview on the most important error detection mechanisms and explains widely used terms in the context of error detection. Moreover, it lists references for each of the mechanisms, which can be used for further reading to get more detailed information on the different approaches.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time checks</td>
<td>Time checks are used, if modules have to keep clear time conditions as for example deadlines or response times. An example for the realization is a watchdog timer, which can be realized in hardware or software. In this case, the monitored software has to actively reset the watchdog timer. If this does not happen in time, e.g., because of an erroneous endless loop, the timer runs out and triggers a counter action. Often, an embedded micro controller is reset to reboot the</td>
<td>[103], [114], [121], [126], [127], [197]</td>
</tr>
<tr>
<td>Name</td>
<td>Description</td>
<td>References</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td></td>
<td>system. There are various different extensions of watch dog mechanisms available.</td>
<td></td>
</tr>
<tr>
<td>Inverse functions</td>
<td>Inverse functions are used to calculate the inputs of a module by taking the module’s outputs as input values for the inverse function. An error is detected, if the computed inputs do not correspond to the actual inputs. This approach is obviously only applicable if the inverse function of the module can be determined easily.</td>
<td>[102]</td>
</tr>
<tr>
<td>Check Codes</td>
<td>In this approach, redundant check codes are used to detect errors. For example, data errors can be detected by cyclic redundancy checks (CRC). Arithmetic codes such as AN-codes or Residue-codes are applied to the input data of an arithmetic operation in such a way that also the result must be correctly coded. With AN-codes, for example, both operands of an addition are multiplied by a constant $A$. After executing the addition, the result must be divisible by $A$ in whole numbers.</td>
<td>[107], [148]</td>
</tr>
<tr>
<td>Plausibility checks</td>
<td>Plausibility checks are used to check the semantic characteristics of data. This includes, for example, checking value ranges, gradients, value sequences etc. In principle, the idea of plausibility checks is very generic, since the check must always be tailored to the monitored function. For example, physical signals like the longitudinal acceleration of a car must follow certain physical constraints, which can be checked in plausibility checks. Therefore, it is rather a general pattern than a concrete error detection mechanism.</td>
<td>[103], [148]</td>
</tr>
<tr>
<td>Structural Checks</td>
<td>Structural checks are used to check known, invariant properties of data structures. For example, the number of elements or the correct linking of pointers can be checked. It is also possible to store redundant data within data structures, such as the length of lists, in order to dynamically check them at runtime. By this</td>
<td>[103], [177], [178], [179], [180]</td>
</tr>
<tr>
<td>Name</td>
<td>Description</td>
<td>References</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Hardware implemented error detection</td>
<td>As a further possibility, it is possible to implement error detection checks in hardware. Due to the caused effort and cost, these checks must be independent from the monitored application in order to be reusable for different functionalities. Typical well-known examples are division by zero, overflows, or underflows.</td>
<td>[103], [147].</td>
</tr>
<tr>
<td>Control Flow Monitoring</td>
<td>Control flow monitoring is used for detecting errors in the control flow of instructions. To this end, the software is subdivided into basic blocks. This means that a set of instructions without branches is bundled in one basic block. For each of these blocks a deterministic signature is calculated. At runtime, this signature is recalculated and compared to the static signature. By this means, a corruption of the program memory can be detected and undesired jumps can be avoided. Control flow monitoring is a well-established concept, which is often demanded by safety standards. Various different realizations and optimizations of the approach can be found in the references.</td>
<td>[114], [121], [127], [129], [130], [132], [135], [136], [141], [142], [195]</td>
</tr>
<tr>
<td>Duplication of data and instructions</td>
<td>A further possibility for error detection is duplicating data as well as the program. To this end, the program can be stored in different memory locations, to execute it concurrently and to compare the results. Alternatively, an orthogonal redundancy can be created. In this case, the operations are executed redundantly by using different hardware units. Regarding the state of the art, the duplication is automated as part of the compiler or as code-to-code translators, which use predefined transformation rules to extend the source code with error detection code. In those approaches, software and hardware tolerance mechanisms are combined in hybrid approaches.</td>
<td>[115], [119], [123], [127], [135], [136], [140], [157], [158], [171], [196]</td>
</tr>
<tr>
<td>Name</td>
<td>Description</td>
<td>References</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Software-Hardening</td>
<td>Software-Hardening is often used as term to describe approaches applying an automated duplication of data and instructions.</td>
<td>[115], [119], [158], [171]</td>
</tr>
<tr>
<td>Acceptance test</td>
<td>The term acceptance test refers to a generic idea on how to check computation results, as it is for example done for recovery-blocks [165]. Therefore, there are no concrete techniques or checks defined. It is rather necessary to define application-specific checks for each particular functionality. The primary problem with acceptance tests is to define them as simple as possible, in order to prevent faults in the test itself and to ensure an efficient execution at runtime. On the other hand, however, the diagnostic coverage must be sufficiently high. To this end, often the fulfillment of specifications is checked (also called self-check). For example, for checking a sorting algorithm it is not necessary to redundantly sort the data. Instead, it is possible to check if the result values are sorted and if the sum of the output values is equal to the sum of the input values. Obviously, some errors cannot be detected by this check, but it is sufficiently unlikely that a hardware or software fault leads to an incorrect result that is not detected by this acceptance test. A methodology for defining acceptance tests and self-checks can be found in [145].</td>
<td>[145]</td>
</tr>
<tr>
<td>Assertions</td>
<td>Assertions are provided by programming languages in order to detect arbitrary error conditions during program execution. By this means, it is for example possible to check pre-conditions, post-conditions, and/or invariants of a function. In the same way as most error detection mechanisms, assertions must be specifically defined for a concrete application. [193] introduces an approach for deriving assertions in the context of embedded systems.</td>
<td>[111], [112], [138], [141], [193], [194], [195], [197], [198], [199], [200]</td>
</tr>
</tbody>
</table>

Table 2-6 Overview on Error Detection Mechanisms
2.6.3. Programming Techniques

Before the different fault tolerance approaches based on design and data diversity are introduced in the following sub sections, this section introduces two important programming techniques, which are applied in the development of fault tolerant systems. One the one hand, they directly improve the systems’ fault tolerance if single-version systems are developed. On the other hand, they are an important basis for realizing fault tolerance in general, since they are a prerequisite for enabling system recovery in the case of errors.

Checkpointing means that different check points are inserted into the source code, when the current system state (e.g. variables, register values, etc.) is stored. In case of an error, the last stored state can be restored to restart the system. In this case, checkpointing is only applicable to transient errors, since it is assumed that simply repeating the code execution leads to a correct result. This is for example true in the case of bit flips due to transient electromagnetic radiation. In the case of distributed systems as well as process and task duplications, checkpointing can also be used for forward recovery. The system state can be stored in different ways. Either the complete system state is stored at each check point, or only delta information is stored, i.e. the differences to the last system state. Checkpoints can be stored in fixed or in variable time intervals. More information on checkpointing can be found in [102], [131], [147], [158], [159], [167], [182], and [191].

Another programming technique is Atomic Actions. In this case, all of those commands are encapsulated into one block, if either all or none of these commands must be executed at a time. Atomic Actions are particularly important in multi-threaded-applications in order to coordinate the cooperation between different threads. In the case of an error, it must be possible to roll back all effects of all commands of an atomic action. This is a prerequisite for error handling at runtime. More information on atomic actions can be found in [102], [155], [159], [169], [173], and [183].

2.6.4. Design-Diversity

In order to realize fail-operational systems, it is necessary to provide any kind of diversity. Design diversity is the most commonly used approach for designing redundant systems. In this case, fault tolerance is achieved by having several different versions of a program or a program fragment, respectively. The different versions are developed based on a common specification. However, the versions are developed by different teams who should not know each other. And the different teams should use different technologies like different programming languages or compilers etc. In spite of this independence, it has nonetheless been shown that diverse software is not necessarily free of common cause failures. Therefore, it is reasonable to combine design diversity with other techniques, e.g. by additionally monitoring the single channels and applying rigorous fault avoidance and fault removal approaches.

There are four important design diversity approaches available, which will be briefly described in the following.
N-Version Programming

In the case of N-Version Programming (NVP), N different versions of a program are developed based on a common specification. The single versions are then executed in parallel or sequentially and the different results are compared to each other. If all results are equal to each other, the result is output as a correct result. Otherwise a voting mechanism like a majority voter is required. A majority voter selects that output which has been provided by the majority of the versions. If there is no majority providing the same output value, an error is raised. In any way, an error flag is set in order to inform the superordinate system that at least one of the versions seems to be defect.

Obviously, the number of errors that can be tolerated depends on the number N of different versions. If N=2, it is only possible to detect errors since it cannot be decided which of the versions provided the correct result. If N=3 one error can be tolerated. If two versions have the same result, this value is assumed to be correct, and the third version is assumed to be erroneous. The number of tolerable errors increases by increasing N. Usually an odd number of versions is realized in order to ensure a majority for the voting mechanism.

More details on N-version-programming can be found in [109], [115], [116], [117], [135], [151], [152], [154], [162], [182], and [187].

t/(n-1)-Variant Programming

t/(n-1)-variant programming assumes that a failure diagnosis happens at system level. Comparable to N-Version-Programming, n versions of a program or program fragment are developed, which are executed in parallel at runtime. Under the assumption, that at most t of these n versions could produce an error at the same time, the erroneous versions can be isolated in a set of the maximal size of n-1. This means that there is at least one error-free version left, whose output value can be used.

The identification of the erroneous versions and the construction of the according system architecture is based upon a decision mechanisms based on the t/(n-1) diagnosability theory. More information on this concept can be found in [158], [182], [185], [186], and [188].

N-Self-Checking Programming

N-Self-Checking Programming means that several versions of a program are implemented and usually concurrently executed on different processors. Two versions are combined into a group and the results of the versions within the groups are compared with one another. If the versions of a group provide different results, an error flag is set and the group is ignored in the further steps. The results of the error-free groups are afterwards compared again with one another. If all of the groups provide the same result, the output is used. Otherwise an error flag is set, or if there are enough groups available, a voting mechanism can be applied to select the correct result. More information on N-Self-Checking can be found in [144], [152], [153], [159], and [182].

**Recovery Blocks**

For recovery blocks, several versions of a program are implemented. In contrast to N-Version-Programming, however, the single versions are executed sequentially. After a version was executed, the result is checked using an error detection mechanism. If no error is detected, the output is used and no further versions are executed. In case of an error, the system state is rolled back to the state it had before the first version was executed. Then the next version is executed and the same procedure is repeated until a valid result is rendered by one of the versions. If none of the versions leads to a valid result, the execution exits with an error message.

Recovery blocks provide a comparably efficient means since only one version needs to be executed in the best case. In the worst case, however, there is a long delay if a version outputs an erroneous result. Nonetheless, recovery blocks are an important fault tolerance approach, which is described in more detail in [109], [145], [146], [151], [152], [154], [162], [164], [166], [182], and [185].

*Distributed Recovery Blocks* are an extension of recovery blocks. In this case, two versions of a program or program fragment are implemented and they are executed concurrently on two different processors. Comparable to conventional recovery blocks, the results of the single versions are checked using error detection mechanisms, i.e. the results are not compared with each other to detect errors. If the result of the first processor is correct, this output is used. If not, the output of the second processor is used if the error detection found no error. If both processors provide erroneous results, their state is rolled back to the state they had before the versions were executed. Then the versions are exchanged between the processors and executed again. If again no correct solution is provided, the execution of the program or program fragment exits with an error message. More information on distributed recovery blocks can be found in [143], [148], [149], [150], [159], [166], and [186].

As another extension, *consensus recovery blocks* are a mixture of N-Version-Programming and recovery blocks. In this approach, N versions of the same program or program fragment are executed like in N-version-Programming. Using a decision algorithm like a majority voter, it is tried to find a correct result. If this is not successful, the results of the single versions are checked using acceptance tests in order to identify a correct result. Alternatively, the single versions can be executed again following the idea of recovery blocks. More information on consensus recovery blocks can be found in [159], [171], [172], [181], and [182].

**2.6.5. Data-Diversity**

Besides design diversity, data diversity provides another possibility for realizing redundancy in fault tolerant systems. Data diversity means that data is stored in diverse representations. To this end, the input data of a program or program fragment are modified using data transformation algorithms prior to the program’s execution.
**N-Copy-Programming**

N-Copy-Programming is very similar to N-Version-Programming. N different data transformation algorithms are defined to transform a program’s input data into another representation or value. It is important that the result value can be consistently transformed back to the original representation. Then, N copies of the program are executed using the different transformed data representations, the results are transformed back to the original representation and compared to each other like in N-version-programming. Either a correct result can be determined using a decision algorithm like majority voting, or the program exits with an error message. More information can be found in [106], [107], [108], and [159].

**Retry-Blocks**

Retry Blocks are a similar concept to recovery blocks. The program is called several times in sequence, but before each call, the input data is transformed into a different representation. Just like for N-copy-programming, this requires several different data transformation algorithms. After each execution, the results are checked using an acceptance test. If a program execution leads to a valid result, the result is used as output and no further program calls are required. If no data representation leads to a valid result, the program exits with an error message. More information on retry-blocks can be found in [106], [107], [108], [159], and [162].

**Two-Pass Adjudicators**

Two Pass Adjudicators are a combination of N-version-programming and N-copy-programming. Therefore, they combine the ideas of design diversity and data diversity. The program is executed in two phases. In the first phase, N versions of a program are executed using the original input data. After that, the results are compared to each other and a result is selected or an error message is raised just like in N-version-programming. If a valid result is available, this is used as output value and the execution is stopped. If no valid result can be found, the second phase is executed. In the second phase, the input data is transformed into N different representations using data transformation algorithms. Then, the N different program versions are executed using the N different data representations. The results are again transformed back and compared to each other. And a result is selected or an error message is raised if no valid result can be found. More information on two-pass-adjudicators can be found in [159], [160], and [161].
3. Fundamentals of Model-Driven Engineering

As described in the introduction, the models@runtime paradigm builds a promising basis for the development of open systems of systems with predictable qualities. Obviously, models play a central role in this context. In some sense, models@runtime can be seen as the next evolution stage of model-driven development. Consequently, understanding the basic idea of model-driven development is a major prerequisite for understanding the concept of models@runtime.

Therefore, this chapter gives an introduction to the basic concepts of model-driven development. To this end, Section 3.1 first introduces the basic idea of model-driven engineering (MDE) before Section 3.2 describes the principles of models and their definition based on meta-models. Section 3.3 introduces the Model Driven Architecture (MDA™) standard, which provides a reference for many MDE approaches available as of today. The MDA, however, has its origin in the development of IT-systems so that approaches for embedded systems have to be adopted as it is described in Section 3.4.

Although model driven engineering approaches are mainly associated with automated model transformations ultimately aiming at the efficient code-generation, models are useful for many other development aspects. First of all, models are used to analyze and to predict system (quality) properties and to optimize the systems already in very early development phases based on model-driven prognostics. This aspect is very important for the idea of models@runtime. Instead of using models at development time, in models@runtime, runtime representations of the models will be used to dynamically optimize systems to a given runtime context. Therefore, the idea of model-driven optimizations will be briefly discussed in Section 3.5.

3.1. The Model-Driven Engineering Paradigm

The complexity of embedded software systems is growing even more rapidly than ever before. Already today, most embedded systems are much too complex to be directly implemented in C code. Many companies had to experience this fact by tremendous quality problems, drastically increasing time-to-market, and exploding development costs.

The main principle that is applied to get this complexity under control is the very same as it has been applied for the shift from assembly code to high level programming languages: Modelling languages introduce more powerful and expressive means for specifying software systems. Using generators, the code is generated automatically, i.e. the models are not an inconsistent documentation but a central development artifact. Already today, such code generators often create very efficient code.

Figure 3-1 illustrates this aspect based on a very simple example. Figure 3-1 a) shows a simplified state chart model specifying the behavior of a DVD player. Obviously, the state chart is not very complex and even without having a deep understanding of state charts, the semantics is quite intuitive. Based on this state chart, it is possible to generate
source code as it is shown in Figure 3-1 b). However, Figure 3-1 b) does not show the complete source code but only the method headers. Both, model and code, specify the very same behaviour, but obviously shifting from source code to state charts tremendously reduces the complexity of the representation developers have to work with.

![State chart and generated Java method headers](image)

Figure 3-1 Comparison of a state chart and the generated Java method headers

The abstraction that can be achieved by applying model-based development is obviously a key to managing the ever-increasing complexity of embedded software systems. Already today, many systems are developed using model-based tools and languages like Matlab/Simulink®, ASCET, LabView, or UML® - to name only a few examples. The applications range from aerospace to automotive systems to medical devices. In the future, coding will probably be replaced by modelling for the application-level development just like high level programming languages have almost completely replaced assembly code.

The idea of using models instead of code for the development of embedded systems has been around for more than a decade now. The key for the current success of the approach is the combination of abstraction and semi-automated refinement of the models using model-transformations as it is illustrated in Figure 3-2.

Using formal models and automated model transformations, model-driven engineering supports the step-wise refinement of the system. A developer starts with more abstract models abstracting from different implementation details. Once the system is defined at this level, he defines some additional information to refine the model. Based on this information, the model can be automatically transformed to a more detailed model. This process can be repeated step by step until the last transformation generates code.
This means particularly that models enable the developer to specify the systems using concepts of the problem domain instead of the implementation domain. For example, it is easily possible to specify even complex digital filters by using a single modeling element, which can be used to define the transfer function of the filter. The implementation of this filter, which leads to a complex algorithm, can be generated automatically.

Moreover, it is possible to abstract from the concrete execution platform. For example, aspects like the microcontroller, operating system, or used scheduling strategies need not to be regarded in the early development phases. First, this further reduces the complexity since the developer can concentrate on the functionality of the system through intuitive, graphical modeling languages and does not need to deal with technical details. Second, this enables the platform independent engineering of systems, i.e. it is easily possible to change the execution platform later on without changing the platform-independent models.

In order to further clarify the special characteristics of model-driven engineering, Figure 3-3 illustrates the relation of model-driven engineering to ad-hoc implementation and non-model driven software engineering approaches.

In ad-hoc coding (cf. Figure 3-3 a) the requirements are directly transformed to code. This is obviously a purely manual process performed by the developer. Abstract concepts of the problem domain have to be mapped to a code-based implementation in one step. All technical details have to be considered from the very beginning (e.g., multi-threading, semaphores, data structures, detailed algorithms, etc.). In the domain of IT-systems, many companies had to experience that this approach leads to problems for the development of
complex systems more than two decades ago. With the increasing complexity of embedded systems, however, also many companies in embedded systems domains already have encountered or are currently encountering comparable challenges.

Figure 3-3 Relation between traditional development approaches and model driven engineering

For this reason, it is an established approach to engineer software instead of programming it. The system specification is refined step-wisely from the requirements to architecture to design and finally to code (cf. Figure 3-3 b)\textsuperscript{1}. Although this approach already decreases the development complexity, the manual transformation of the models requires additional effort and a rigorous development discipline in order to not consider everything above the code as inconsistent documentation and not to focus on the source code, only.

In the model-driven engineering approach, the same development artifacts are created as in conventional software engineering approaches. However, the model transformations are automated. In contrast to non-model-driven approaches, this requires that the specified models follow a formally defined syntax and have an unambiguous semantics. Using semi-automated model transformations, it is possible to tap the full potential of software engineering. The indispensable abstraction and information hiding using different modeling artifacts can be combined with automated transformations in order to shorten the development time and to further increase the quality of the developed systems. Particularly, this means that MDE made models to the central development artifact.

\textsuperscript{1} There are various different software engineering approaches with different development phases and artifacts available. The chosen phases are based on a possible derivative of the V-product-model since the main purpose is to illustrate the relation to model-driven engineering.
Therefore, model driven engineering approaches rapidly gained importance and acceptance.

### 3.2. Meta-Modeling

Models are the key ingredient of model-driven development. Models provide an abstract specification of a system’s structure and behavior. Though programs specified using textual programming languages could be considered to be models, as well, model-driven development usually refers to graphical models. The main intention of models is the reduction of complexity by abstraction. As described in the previous section, a single model element can represent a complex behavior, which could only be specified by a complex program if textual programming languages were used. In some sense, a key principle of models is therefore to abstract from the implementation domain to the problem domain. Implementation domain means that programs have to be written using concepts dictated by the underlying hardware and the principles of software programs (e.g., loops, branches, basic commands etc.). In contrast to that, MDE abstracts from these implementation concepts by providing modeling languages that reflect concepts of the problem or application domain (e.g., fast fourier transformations, PID-controllers etc.). The transformation from this problem or application domain to a software-based implementation is then done using automated code generation.

In order to provide a formal means to software development, models have to follow a clear syntax and must have an unambiguous semantics. In the same way as grammars are used to define the syntax of textual programming languages, the syntax of models is defined using meta-models. A meta-model defines all modelling elements that are part of the language as well as the valid interconnections between these elements.

For example, the meta-model shown in Figure 3-4 defines a modeling language for data flow models. It consists of the flow model that contains flow elements (processing nodes, which are comparable to Simulink blocks), and flow links between the blocks. A model may contain any number of flow elements and links, each flow element and link is assigned to exactly one flow model. The flow element meta-class is abstract, which means that it may not be instantiated directly. Therefore, there will be no FlowElement language element in the resulting modeling language. Language elements are defined by specializations of the flow element meta-class. Two specializations are defined: Ports represent input and output ports, similar to Simulink ports. Add blocks define blocks that process data. This data is delivered through flow links, which implement data flows. Therefore, each flow link provides one value. Add blocks sum up all of these values and provide the result of this calculation as output flow.
Meta modeling is supported through different approaches by current tools. Most UML tools do not support true meta-modeling, but UML profiles enable the creation of new modeling languages. Meta models may be transformed into UML profiles. For example, Figure 3-5 shows the meta-model from Figure 3-4 implemented as UML profile. With this profile, the data flow modeling language will be supported by any UML tool that is able to load profiles.
The difference between a meta-model and an UML profile is that UML profiles define no entirely new meta-classes, but specializations of existing meta-classes, which inherit all members of their base classes. Through profiles, it is therefore not possible to create entirely new classes. The base class that will be specialized is shown in brackets, e.g. \[\text{Model}\] indicates that a stereotype specializes the meta-class \text{model}. Available UML meta-classes are defined in the UML meta-model, which is part of the UML language specification. This means that profiles cannot be used to define completely new languages, but only to extend and to refine the UML.

Other tools like Eclipse, on the other hand, support true meta-modeling with the Eclipse Modelling Framework (EMF). EMF defines the following core elements:

- Classes implement meta-classes that will become language elements. EMF classes may be concrete or abstract.
- Specializations define inheritance hierarchies between meta-classes.
- Properties define relations between meta-classes.
- Packages group classes into logical groups.

Figure 3-6 shows the example meta-model from Figure 3-4 realized as EMF model. Based on this model, the Eclipse Graphical Modeling Framework (GMF) provides generated graphical editors that are tailored to this language. Further information regarding EMF and GMF is available in [50].
system that has been defined using the respective modeling language. By this means, models can be easily processed by automated code generators and analysis algorithms.

A meta model as shown above is usually referred to as the abstract syntax of a modeling language as it only describes the available modeling elements and their interrelationships. In order to enable developers to use this language, a concrete syntax must be defined. This mainly means that the graphical representation of the modeling elements and interconnections must be defined.

Obviously, the definition of meta-models also requires a kind of a modeling language—in the same way as the EBNF is used to define grammars of programming languages. In model-driven engineering, this is called a meta-meta modeling language. In fact, there is an abstraction hierarchy of different meta-models:

- **M3**: On M3 level, the basic meta-meta modeling language is defined. This language is used for defining modeling languages for developers. For example, the Meta Object Facility (MOF), as it is standardized by the OMG, defines the core meta-meta-model of several modeling languages. It defines primitives like classes, attributes, and packages.

- **M2**: On M2 level, meta models define modeling languages that are used by developers, for example, the UML. These meta models are based on the MOF that resides on M3 level. UML profiles and their stereotypes therefore do extend the meta model of the UML on the M2 level. Meta models describing non MOF-conforming languages, e.g. the meta model describing Simulink models, also reside on the M2 level. If meta models of several modeling languages are built on top of each other, all of these meta-models do exist on M2 level.

- **M1**: Models of (software) systems that are created using modeling languages do reside on M1 level.

- **M0**: Instances of the software system, i.e. the executed system in memory, do reside on M0 level.

### 3.3. The Model Driven Architecture – MDA®

Although there are different approaches available to realize model-driven software development and the idea has been the vision of many developers and researchers for a very long time, the Model Driven Architecture (MDA® [51]) of the OMG defines a de-facto standard. Although MDA is not focused to a specific domain, one of its main applications is enterprise business systems. It was one of the major original goals of the MDA to separate the business logics and functionalities from fast changing implementation technologies. Nonetheless, MDA is often used as a reference for any model-driven development approach including embedded systems development.
The concept of MDA is illustrated in Figure 3-7. Implementing the general idea of model-driven engineering, as it was introduced above, the MDA considers four different types of models.

The most abstract model is the Computation Independent Model (CIM). These models mainly capture the requirements on a system defining what the system has to do and how well the system has to do this. At this level, there are usually however no details defined on how the system has to realize these requirements. Moreover, the CIM is used to define the environment the system is embedded into.

The Platform Independent Model (PIM) is used to define the system independently from the target execution platform. At the PIM level, the actual application is defined, i.e. in the case of the MDA origin this means modeling the business logics and functionalities. Technology specific details are only modeled in the Platform Specific Model (PSM).

Different execution platforms in the context of the MDA could be CORBA, .NET, or J2EE to name a few examples. The execution platforms are described in Platform Models (PM), which can be used as an additional input for the transformation of a PIM to a PSM.

3.4. Model-Driven Engineering of Embedded Systems

Regarding the development of embedded systems, the idea of model-driven engineering has originally been driven independently from the MDA®. Many vendors of development tools for embedded systems came up with different model-based design tools like Matlab/Simulink®, Labview, or ASCET. One of the most important objectives of these tools was to shift the focus from programming to modeling embedded systems.
Based on these models, it is therefore possible to specify software using models and to create production code using code generators. It is often necessary to manually modify the code for performance reasons and to integrate it manually into the execution platform. Nonetheless, the code generated by most tools has already a very high quality. After the MDA® has rapidly gained visibility and acceptance, the tool vendors in the embedded systems domain aligned their products to the MDA®. Regarding the origin of the tools, they are obviously focused on the very next level above the implementation. Although sometimes propagated otherwise by tool vendors, it is therefore currently not possible to cover the complete software engineering lifecycle with a single tool.

This tool vendor driven approach in the embedded systems domain, on the one hand, lead to very concrete, but pragmatic and proprietary solutions implemented in professional tools. The MDA® approach, on the other hand, lead to a more systematic and unified understanding and definition of the model driven engineering paradigm, but without providing concrete, professional implementations. The merge of these two approaches in the embedded systems domain therefore lead to a further progress towards the model-driven engineering of embedded systems. Because of this process, most vendors meanwhile agree that it is necessary to provide an appropriate tool chain with an appropriate model exchange. On the one hand, this has pragmatic reasons since the various different tools are already available. Regarding the diversity of the different development tasks in the overall lifecycle on the other hand, it is obviously reasonable to provide a set of tools -each one specialized to a certain lifecycle phase- rather than trying to cover all of these different tasks in a single development tool.

Based on these preliminary remarks, Figure 3-8 illustrates a possible model-driven software development lifecycle. The lifecycle is related to the MDA® on the one hand and available model-based design tools on the other hand.

The requirements (and thus the computation independent model – CIM) are usually captured using special requirements engineering tools such as DOORS™. Depending on the modeling languages used to describe requirements, alternatively or in addition the UML can be used to model requirements.

The transformation from requirements to architecture (and thus from CIM to PIM) is today mainly a manual step since the definition of an architecture is a very creative process. Therefore, the link between requirements and architecture is usually limited to traceability links.

An architecture definition consists of various different views. Supporting various different diagrams and being easily extendable, the UML is an appropriate modeling language for architecture specification. Data-flow oriented modeling tools like Matlab/Simulink® do not provide the required language concepts and flexibility and are therefore in most cases not applicable to the modeling of architectures.
Once the architecture of a system is defined, it must be refined in the design. In the first step, the design leads to an executable, but still platform-independent model. Therefore, the platform-independent design also belongs to the platform independent model in the context of the MDA. During this first step of the design, the different components and connections that have been identified during the architecture specification are refined to obtain an executable system. To this end, further sub components must be identified and the actual behavior of the basic components must be modeled. The design can be done using UML-based tools and/or data-flow-oriented modeling tools like Matlab/Simulink®. Although there are various different approaches available, there is a trend to use the UML for modeling the refined structure of the system. Matlab/Simulink® is used to model the behavior of components, particularly if it is necessary to model continuous or hybrid behavior like closed-loop controllers or signal processing. Already today, commercial tools support this combination of UML and Simulink.

In principle, these models are already sufficient to generate executable code. Usually, however, it is necessary to further refine / extend the models in the platform-specific design in order to support the generation of efficient code for the target platform. In relation to the MDA, the platform specific models are created in this phase. Examples for these tasks are the transformation of the behavior models from floating-point to fix point arithmetic or the integration of the generated application code to the platform. This task covers issues like the connection of the application software to the I/O interfaces of the platform (e.g., analog-digital-converters, digital I/O, communication busses etc.) as well as the scheduling of the application code.

Although it is not possible to seamlessly cover the complete development lifecycle using model-driven engineering paradigm, today, tool integration makes rapid progress.

Figure 3-8 Relation of model-based design tools to MDA and the software development lifecycle
and particularly for the design phase the automated transformation from design models to code is possible already today.

3.5. Model Driven Optimization

Often, model-driven engineering is reduced to a series of model-transformation eventually leading to automatically generated code. In fact, however, using models has many further advantages. As one of the most important advantages of models, they enable and facilitate the analysis and simulation of systems already in very early design phases. This approach is comparable to early model-based analyses and simulations as they are used in mechanical engineering. For example, the wings of a new aircraft are modeled, simulated, and optimized before the first wing prototype is actually built. By this means, valuable time and cost can be saved. Comparable to the models used in mechanical engineering, the software system models used for early design evaluations abstract from the actual implementation but preserve the relevant characteristics of the system. Often, early evaluations are based on specifications, i.e. they do not measure the concrete quality properties the systems will finally have, but they rather provide a prognosis on the probable quality the system can have if its implementation will follow the given specification. Therefore, such simulations are not used to verify the systems’ implementation but they are used to validate their specification prior to its cost-intensive and time-consuming implementation.

Usually, embedded systems must be optimized with respect to various different, often conflicting quality properties. In the context of a model-driven engineering process, developers do therefore not only define models concerning the actual behavior, but additional models specify the systems’ (intended) timing behavior or safety models can be integrated in order to systematically reason about the systems’ safety. In combination with the existing design models, this enables the early automated analysis and optimization of systems. As shown in Figure 3-9, the formal syntax of models and the semantics of the underlying models of computation are used to perform automated analyses and simulations in order to determine or to anticipate relevant system properties. Based on these properties, engineers can evaluate the system’s quality with respect to different quality properties in order to identify the system’s weak spots. Those build the basis for the subsequent optimization step.

In principle, a model-driven optimization makes use of the primary advantage of models: Since models use more abstract specification concepts of the application domain, it is possible to yield formally specified, executable system specifications, which facilitate the early analysis and simulation, very early in the development process. Certainly such models still abstract from many implementation details. For many optimization goals, however, they sufficiently preserve the relevant characteristics. To this end it is however reasonable to choose or extend the modeling language in order to facilitate the modeling of important characteristics.
An example of a model-driven optimization is shown in Figure 3-10. Two models are used. One model defines the E/E-architecture of an aircraft (top-left) including the computers’ geometric positions within the aircraft. A second model specifies the available functions that are realized by software including interface requirements (e.g. access to certain sensors, peripherals, memory, CPU-performance etc.). It is now a typical design task to deploy these functions, i.e. to assign them to available computers with the goal to optimize different properties like cost, weight, timing, safety and reliability etc. In order to support this design decision, a model-driven optimization approach takes these two models as input and generates for example an ILP (integer linear programming)-formulation that can be used as input for an ILP-solver in order to identify an optimal deployment.

Usually, however, this is no fully automated step. In fact, the developers define certain constraints (e.g. due to an independence that is required from a safety perspective). Then, the optimizer provides a first solution. Developers take this solution and adopt and extend their models and constraints and start the optimizer again. Using such an iterative approach, the design space exploration can be significantly simplified and important decisions in early development phases can be based upon sound evidence. The developers’ experience is very valuable and therefore included in such an iterative process. But due to the immense complexity of such optimization problems, only relying on experience often leads to costly wrong decisions.
Actually, using models for optimizations is the primary use case of models at runtime as we want to use it for runtime safety assurance: Since system qualities heavily depend on the system’s runtime context, an appropriate anticipation of the latter is indispensable for reasonable optimizations. For open adaptive systems, however, it is almost impossible to predict the runtime context with a sufficient precision. It is therefore the idea of models at runtime to shift models to runtime so that the optimization can take place at runtime when the concrete context is known. The runtime safety assurance framework described in the subsequent chapters applies this idea to the use of safety models at runtime in order to optimize the available system functionality without violating any safety goal.
4. Model-Driven Safety Engineering

The complexity of embedded software systems is rapidly increasing. Since most embedded systems are used to implement safety related functionalities, this trend also affects the safety assurance of these systems. In practice this means that safety engineers have hardly a chance to assure the systems’ safety with the required rigor in the time given. In spite of the increasing complexity, the available resources for safety assurance are not increased. In fact, the resources for safety engineering are even step wisely reduced in some application domains. In consequence, the efficiency of safety assurance approaches must be improved.

In order to manage the rapidly increasing development complexity, model-driven engineering has emerged as a new paradigm for embedded systems development. In the same way, by creating model-driven safety engineering approaches, we aim at a reduction of the complexity of safety assurance and therefore to increase the efficiency of safety engineering. It is the idea to profit from the same benefits of model-driven engineering, where

- full modularity,
- more abstract, intuitive, and expressive graphical notations, and
- a sufficient formality to support automation

significantly improved the development efficiency. To this end, safety assurance approaches are set-up based on the principles of model-driven engineering. Though there might be different approaches to improve the efficiency of safety assurance, model-driven safety engineering has the invaluable advantage to be seamlessly integrated into model-driven development approaches, which are more and more used for the development of embedded systems.

As regards the safety assurance of open systems of systems, advancing conventional safety assurance towards model-driven safety assurance has two main advantages. First of all, models provide a sufficiently formal means to represent safety-relevant information. Second, model-driven safety assurance is based up on modular assurance concepts, which are essential for integrating safety assurance with modular development approaches. Therefore, modular safety models provide a sound starting point for the runtime composition of single systems to systems of systems. Model-driven safety assurance does not only improve the efficiency of assuring the safety of conventional systems. But is particularly a very important intermediate step towards the safety assurance of open adaptive systems using safety models at runtime as they will be described in the subsequent chapter.

For these reasons, this chapter introduces model-driven safety engineering. To this end, section 4.1 first gives an overview on the current status quo, analyzes the problems, and shows how we try to use model-driven safety engineering approaches to address these problems. Section 4.2 introduces basic fundamentals of model-driven safety assurance,
before Sections 4.3 and 4.4 introduce our approaches for model-driven safety analyses and safety concepts, respectively.

4.1. Motivation

Before we introduce the main principles of model-driven safety engineering and our concrete approaches, this section describes the big picture of model-driven safety engineering. To this end, we analyze the current challenges and show how model-driven safety engineering can provide appropriate solutions.

4.1.1. Problem Analysis

If we regard the status quo today, the systems’ complexity is a major challenge for safety engineers in practice. In order to solve this problem, practitioners see a huge potential in reusability. And indeed, most systems are not developed from the green field but they are based upon already existing systems. Therefore, it is self-evident to think that reusing available safety assurance artifacts from previous projects is a powerful leverage to reduce the safety engineering effort. Reality, however, looks different: For example, the effort that is required for the recertification of an avionics system after a modification may be even higher than the certification effort that was needed for the original system [52]. Considering that about 70% of the total development cost is allocated to verification and certification illustrates the economical dimension of this challenge.

The reasons for this effect are manifold. In general, however, it is not surprising since the approaches used for safety assurance like Fault Tree Analysis (FTA) or Failure Modes and Effects Analysis (FMEA) still follow the basic principles that were developed for non-software systems several decades ago. In consequence, they neither address the specific characteristics of software systems nor do they scale to the rapidly increasing complexity.

We identified four main causes that make safety assurance inefficient and that impede the efficient reuse of safety assurance artifacts:

(1) Inappropriate Architecture

In practice, a main reason for complexity can be found in inappropriate system architectures. Often developers complain that their systems would be too complex to apply safety analysis or quality assurance techniques with the required rigor. Regarding the architecture of real world systems, however, they often look like the example shown in Figure 4-1, which was created by reverse engineering source code of an automotive system. For obvious reasons, it is hardly possible to perform any kind of analysis or modification in such a system. Therefore, the first reason of complexity is rather the system architecture than the complexity of safety assurance approaches. And it is important to note that no safety assurance approach can compensate a bad system architecture.
Figure 4-1 Architecture of one out of 20 sub-systems of a real-world embedded system.

(2) **Modularity**

But even if we assume there was a sound, modifiable and extendable architecture available, the essential modularity of this architecture could not be represented in traditional safety assurance approaches. For example, neither conventional Fault Trees Analyses nor Failure Modes and Effects Analyses support modularity. Traditional safety analyses, for example, only consider one-dimensional error propagation paths, which is a valid assumption for mechanical systems, where a fault of a sub system propagates to the superordinate system. Regarding electronic or software-systems, errors propagate along data paths (e.g., erroneous signals), hardware resources (e.g., shared busses, memory etc.), or physical interactions (e.g., temperature, radiation etc.). The resulting error propagation is multi-dimensional: from sub components to super components, along the signal path between components at the same hierarchy level, between hardware and software, or between the system and its physical environment etc. When this n-dimensional problem is mapped to a one-dimensional safety analysis approach, it is not possible to modularly define all safety aspects that are related to one system component.

(3) **Misalignment between Architecture and Safety Artifacts**

For the reasons mentioned above, missing modularity leads to a misalignment between system architecture on the one hand and the structure of safety assurance artifacts on the other hand. For example, the faults of a single component can be scattered to several sub trees of a fault tree. In consequence, major parts of a safety analysis can be affected even though only a single component in the system architecture is modified. This problem becomes even worse, since not only safety analyses, but also all other safety artifacts like safety concepts and safety cases are affected. Identifying all required changes of safety artifacts therefore becomes a very time-consuming and error-prone task.
(4) Decoupled Design and Safety Assurance Approaches

This problem is even further aggravated since design and safety assurance are decoupled approaches. Safety engineering artifacts are created in a manual process based on design artifacts like system requirements or architecture. But there is no formal link between them. In consequence, even smallest changes in the design artifacts cause inconsistencies and therefore invalidate the related safety artifacts. In consequence, all of the steps of an impact analysis must be performed manually. And even worse, many inconsistencies are not even detected directly since there is no means to check the consistency automatically. And developers are often not aware that their modifications have an impact on safety so that the safety engineers are not even informed in the case of seemingly minor modifications. The later the inconsistencies are detected in the development lifecycle, the more effort is caused by their correction.

4.1.2. Advantages of Model-Driven Safety Engineering

In order to address these challenges, we applied the idea of the model-driven development paradigm to safety assurance models, namely safety analyses, safety concepts, and safety cases. To this end, all safety artifacts are represented as models in a semi-formal way as it is done in model-driven development. This means that the modeling notation follows a meta-model that formally defines the syntax of the models whereas the semantics is defined using informal text. But nonetheless different analysis and model-transformation algorithms can be implemented to unambiguously realize the semantics in the same way as for example code generators are used to formally implement the informal semantics description in conventional model-driven development approaches.

Generally speaking, using model driven safety engineering closes the gap between design documents and safety documents in order to improve the alignment and the coupling between design and safety assurance. Therefore, model-driven safety assurance improves consistency, simplifies modifiability and reusability, and furthermore increases the degree of automation by using additional information from the design models for safety analyses.

In principle, model driven safety engineering provides several potential advantages, which build upon each other:

Aligned Modularity

In the first step, it is necessary to provide sufficient concepts of modularity for the safety engineering approaches, before the actual model-driven safety engineering concepts can be used beneficially. It is however important to note that the modularity must be aligned with the concepts of modularity as they are used in the system design in order to improve the modifiability and reusability of the safety models. For example, if the architecture is decomposed into components whose interface is defined by signal ports, the decomposition of the safety models should follow the component structure as
well, and the interfaces of the modular safety models should be related to the components’ signal ports. As an example, Figure 4-2 shows how the concepts of modularity of model-driven fault trees seamlessly follows the modularity of the system architecture. A single safety model, in this case a modular fault tree, is seamlessly associated with the component. In model-driven development, modular safety analyses are an integral part of the component’s model-based specification. This one-to-one relationship significantly improves the understandability of the relation between safety models and design models, since all faults of the component are defined in its own single safety model.

Figure 4-2 Example of integrated safety models based on component fault trees

The self-evident this aspect might seem, the important it is to be considered since different safety approaches support modularity but do not consider the alignment of safety models with the system’s architecture. For example, safety case approaches like the goal structuring notation GSN provide their own concepts of modularity [53]. The modularization might however be based on the chain of argumentation. The resulting safety case structure is modular but hardly shows similarities to the system structure.
Therefore, this would again lead to a misalignment between architecture and safety models with all the problems described earlier. Though using modular concepts, the modifiability and reusability would hardly be improved.

**Traceability**

Aligned modularity is a prerequisite for simplified modifiability and improved reuse. Without the latter, an isolated change in the system may easily impact major parts of the safety assurance models. In order to improve the modifiability of the system, it is additionally important to have an efficient means to identify all parts of the safety models that are impacted by system modifications. This is a major advantage of model-driven safety engineering since a sufficiently formal integration of safety models and design models enables intelligent traceability links. Therefore, model-driven safety engineering as an integrated ingredient of model-driven development provides the ideal basis to efficiently realize complete traceability.

For example, the safety models and design models shown in Figure 4-2 are based upon the same meta-model and refer to the same modeling elements. Thus, they formally refer to the very same ports of a component. Based on this formal link, a change of the component’s interface automatically affects the safety model, as well, and inconsistencies can be detected and partially removed automatically.

As a further example,
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Figure 4-3 shows how the model-driven integration of different safety models and design models enables a seamless traceability based on our model-driven safety analysis.
tool iSafe [64]. The safety requirements defined in a safety concept are formally linked to the failure modes that are covered by the requirement as well as to the architectural elements like components, ports, or signals they are referring to. By this means, the impact of changes in the architecture on the safety models can be identified automatically. In the same way, it is possible to identify modifications of the architecture that are required to implement the requirements. Furthermore, it is, for example, much easier to analyze the completeness of the safety requirements with respect to the failure modes that need to be addressed.

**Levels of Reusability**

Aligned modularity and traceability are prerequisites for reusability. Modularity provides the basis to define self-contained reusable entities. If the safety models are aligned with the architecture, reusing a component means that its safety models are reused automatically, as well. All safety-related information concerning this component is a seamlessly integrated part of the component’s specification and can be reused much more easily than separated safety information that is scattered across various unlinked documents. Additionally, it must be easily possible to check whether or not reused safety artifacts are still valid in a new context. To this end, traceability is required. Simple traces enable checks, whether or not all components or signals that are required to implement the reused safety measure are still available in the new system.

![Figure 4-3 Seamless integration between different safety and design models](image)
Reusing components and their associated safety models is however only one of different possible levels of reusability that are supported by model-driven safety engineering. In addition to reusing components, it is also possible to reuse more generic knowledge and parts of the safety assurance as additional advantages of model-driven safety assurance:

For example, the concrete structure of a system often varies from one product to another one, but the relevant signals like the vehicle speed or the lateral acceleration are very stable within a specific domain like vehicle dynamics. Therefore, all the safety-related information concerning these signals is reusable. Such information may include failure modes and possible error detection or handling mechanisms including an argument why those measures are appropriate for the given failure mode. Such information can be reused for semi-automatically generating safety analyses and even safety concepts. Independent from the concrete structure of the component that creates or uses this signal, it is very likely that its safety model has to identify the failure modes of this signal, which can then be reused in order to speed up the process and to enhance the completeness, since the knowledge about potential failure modes increases with each and every product. In addition, it is very likely that the knowledge about possible counter measures for the different failure modes can be reused including potentially available assurance cases for the counter measure.

As a further aspect, counter measures such as the three-layer monitoring architecture ‘e-gas’, as it is often used in the automotive industry, usually affect a series of components. From an architectural point of view, such counter measures can be reused in form of design patterns. With extending model-driven engineering approaches to safety, also the concept of patterns can be extended accordingly. This means that it is not only possible to reuse a typical measure in form of a pattern to modify the architecture, but the pattern can also define the according modifications of related safety models. For example, applying an e-gas pattern would then not only modify the architecture, but it could also modify the corresponding safety analyses in order to include the measure, and it could be used to modify the safety concept / safety case, including already available evidences why the e-gas pattern is appropriate to handle a given set of failure mode types.

As a further extension, so-called aspects have gained importance over the last decade. Comparable to patterns, aspects can be used to specify typical, reusable system behavior that is scattered to different components. A typical example is application level communication protocols that are centrally defined as an aspect, which is then automatically weaved at certain joint points into the system. This means that at every part of the system where signals with specific characteristics are sent or received, the protocol-relevant behavior is integrated automatically. By this means, a cross-cutting aspect like a protocol can be easily modified and reused although its implementation is scattered across different components of the system. Again, this concept can be extended to safety. For example, such mechanisms could be used to model application-level end-to-end communication protocols that ensure a safe communication over untrusted
communication stacks and media as it is done in the AUTOSAR technical safety concept. The aspect will then not only change the system, but it will also be included at all relevant places in the safety analysis models as a counter measure for communication errors. It is then only necessary to model the aspect once in a safety concept as a counter measure for communication problems and it is automatically applied to all untrusted communication channels.

As these examples show, only reusing components including their associated safety models would by far not tap the full potential of model-driven safety engineering. Instead, it is possible to reuse more generic, partially domain-specific but application-independent know-how, which is robust with respect to structural changes of the system. Regarding practice, reusing a lot of knowledge from previous projects does not necessarily lead to similar architectures. As the examples described above show, it is possible to efficiently reuse valuable safety know-how, even though not a single component would be reused unchanged in a new product context. If we, for example, regard the safety concept of a sunroof, the clamping protection has many similarities with that of a power window. Although the architecture of the two systems might look completely different, the failure modes are comparable and can be reused. In the same way the patterns that have been used to assure a clamping protection can be reused and applied to the new architecture. In addition to the knowledge about the pattern as such, for example, all available safety assurance documents can be reused for the safety case, as well.

**Automation**

All of the advantages described above already increase the efficiency of safety engineering if they are used manually. The main potential, however, lies in the automation of many activities based on the formality of the models. For example, if safety analysis models are given for single components, the resulting analysis model for the overall system can be automatically composed using the design structure as it is defined in the architecture models. Therefore, a manual specification of the system’s structure and a network of functions as it has to be done in current FMEA tools, is not required. This information is already defined in design models and can be reused automatically. This example illustrates a main principle of model-driven development: The formality of models in combination with automation ensures that all information that has been defined once is automatically and thus efficiently reused wherever it is required. This approach reduces effort, but also avoids inconsistencies. As another example, consistency checks or impact analyses can be automated in order to increase the efficiency and to improve the model quality.

Particularly regarding the different levels of reuse, automation provides a leverage to significantly improve efficiency. The validity of reusing a component or even the identification of reusable components can be automated. Based on safety-related information about signal types, different parts of safety analyses can be generated automatically. And for obvious reasons, the automation of safety pattern applications or the weaving of safety aspects significantly reduces the required effort.
As regards the safety assurance of open adaptive systems, all of these aspects are of relevance. Of particular importance are the increased degree of formalization enabling an interpretation of the models at runtime as well as the supported modularity, which is an indispensable ingredient enabling runtime safety assurance.

### 4.2. Safety Modelling

As illustrated in the previous section, model-driven safety engineering provides a series of advantages. The basis for increasing the efficiency lies in the aligned modularity of the safety models as well as the seamless integration into a model-driven development approach. Therefore, this section provides some general information on how we achieve modular safety assurance, and it introduces the fundamental ideas of meta-modeling as they are required for model-driven safety engineering.

#### 4.2.1. Modular Safety Assurance

The idea of modular development is an established key principle in software and systems engineering. Therefore, modular safety assurance can be based upon the basic principles of component based development, which is the most recent and most advanced approach towards modular embedded software and systems engineering.

Regarding component based software development as a basis, a software component can be defined as ‘a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties.’ [54].

This definition points out different important characteristics of a component. The first important characteristic is that a component must have contractually specified interfaces. This means that it must be completely and formally specified which services are provided and which services are required by the component. For example, using pre- and post-conditions, a contract defines what is required by a component and what the component provides if all of the defined preconditions are fulfilled. These pre-conditions may include required input data, but also further (non-functional) requirements such as the required quality and timing properties of the data used, required memory, CPU-time, special I/Os, or temperature requirements. In this context, it is very important that a component has explicit context dependencies only. This means that a component must only interact with the usage context using the explicitly defined interfaces. Unspecified side effects, for example caused by communication mechanisms like global variables or shared memory, are not allowed.

As a further important property, a component can be deployed independently. This means a component is a completely independent sub system that can be developed (completely) independently without knowing anything about the usage context except for the information that is given in the interface specification. Consequently, a component can be deployed as a standalone product with all binaries and documents that are required.
to integrate the component into a system. Since a component is subject to composition by third parties, it must be defined in such way that it can be integrated into a system without knowing anything about its internal realization except for the information given in the component’s interface specification.

In order to enable modular safety assurance, the same principle ideas can be adopted for safety assurance approaches. According to the ideas of component based development, modular safety assurance means that it must be possible to completely assure a components safety without knowing anything else about the usage context than the information that is specified in the component’s interface. This characteristic is crucial to preserve the component’s modularity since any specific relations on the context that go beyond its interface creates a context dependency, which means a violation of the principle of modularity. Moreover, it must be possible to include the component’s safety assurance artifacts in the safety assurance case of a superordinate system without requiring any internal white box information about the component. As soon as it is necessary to understand the component’s internals in detail, the intended complexity reduction would be impeded. And it would become difficult for a component supplier to protect its intellectual property.

**Interfaces**

For these reasons, interfaces are a central element of modularity. In general, an interface should define which types of information are required and provided by a component, respectively. To this end, type systems are used to unambiguously define the components’ interface, for example, by defining the service types that are required and provided by a component, respectively. For software components it is not sufficient to define which kind of information is exchanged, but also how this information is exchanged. To this end, it is for example possible to define so-called protocol automata or sequence charts, which specify the protocols, e.g., the sequence of signals, that must be implemented to use the component. As a simple example, such automata could specify that the component requires its input data periodically in specific constant periods.

Applied to safety assurance this means that it is necessary to extend existing type systems with safety specific information. Considering safety analyses and safety requirements as the mostly used safety artifacts, there must be according interface specifications for both of these artifacts.

For safety analyses, we do this by specifying the possible failure modes of the data that is exchanged between components. If, for example, the functional interface of a component is defined using ports that send or receive signals of a certain type, these signals types can be analyzed in order to identify potential failure modes of the signals. By this means, it is for example possible to automatically connect modular safety analyses, if the components’ modular safety models are based upon the same failure type system. This is a very efficient approach, since the failure modes have to be defined only
once for a domain when the signal type system is defined. Usually this can be done using existing safety analysis techniques like HAZOP guidewords. As the types should be valid independently from the implementation of the algorithm providing the signals, the analysis can be performed without knowing anything about the component’s implementation. Once the failure modes of the signal types are defined, they provide a very efficient means to specify safety interfaces in a sufficiently formal means. The failure modes can then be used to extend the signal types, facilitating an efficient composition of modular safety models since type checks are quite easy to realize but nonetheless allow for unambiguous compliance checks.

In order to extend this idea to modular safety concepts, i.e. to safety requirements, it is necessary to define a kind of unambiguous safety requirement types in order to specify which safety requirements are required, i.e. demanded by the component, and which safety requirements are provided, i.e. guaranteed by the component. Though this is a difficult challenge for requirements in general, a straightforward solution for safety requirements can be derived from the failure modes: For example, the requirements can be typed as detection or mitigation of specific failure modes. If this is not sufficient, it is possible to define acceptable counter measures for the signals’ failure modes. In the same way as the signal failure modes can be derived independently from a component’s implementation, it is also possible to identify potential counter measures independently from a component’s realization. The signal failure mode types can then be extended by appropriate counter measures. It is then sufficient to reference the according counter measure types in a requirement in order to demand or guarantee its implementation. By this means, even complex requirements can be reduced to types. And checking the compliance of requirements can be reduced to type checks.

In contrast to functional interfaces, it is usually not necessary to extend such a type-based interface with something comparable to protocol automata. Requiring and providing safety requirements is purely static and temporal sequences of requirement fulfillment are not considered in practice. The same is true for safety analyses, since mostly time-independent analyses like fault trees or FMEAs are used in practice, whereas analyses like stochastic petri nets, which can be used to model temporal dependencies, are hardly found in practice.

This basic idea of safety interfaces will be seized again in Sections 4.3 and 4.4 in order to explain its concrete realization for safety analyses and safety concepts, respectively.

**Mapping**

In addition to the pure interface of a component, it is necessary to have a basic understanding from a black box point of view of how the component’s outputs depend on its inputs. In system and software engineering, this is nothing else than a black box behavior specification of the component. For safety engineering this means that we must define a mapping from input failure modes to output failure modes, and from safety requirements that are required, i.e. demanded by the component, to safety requirements
that are provided, i.e. guaranteed by the component. In order to support heterogeneous safety models, this mapping should abstract from concrete safety models that are used internally within the component. To this end, it is important to choose a mapping that is expressive enough so that all relevant safety models can be easily transformed into this general mapping specification.

As regards safety analyses, the mapping specification therefore depends on the required expressiveness. As long as it is not necessary to consider the temporal order of events, quite simple mappings are sufficient. For example, minimal cut sets are an efficient and sufficient means to define which input failure modes and which internal failure modes lead to which output failure modes. Besides the qualitative dependencies, cut sets can also be used to quantitatively calculate the failure probability distributions of the output failure modes based on the probabilities of the input and internal failure modes. All time-independent analysis techniques like FTA and FMEA can be easily transformed into a cut set notation. If temporal dependencies shall be considered, it is necessary to use more expressive notations like generalized stochastic petri nets (GSPNs) [55]. This aspect will be discussed in more detail in Section 4.3.

While the typical mappings are quite well established for safety analyses, there are no established approaches for the mapping of requirements available. Nonetheless, we defined first concepts, which could be understood as ‘positive trees’, i.e. they are comparable to fault trees with the difference that they do not consider faults and their consequences, but they consider the success case. By this means it is possible to model which combination of demands must be fulfilled so that a guarantee will be fulfilled [65][66][67][68]. This aspect will be discussed in more detail in Section 4.4.

4.2.2. Meta-modeling

As described in more detail in the previous chapter, meta models are one of the core foundations of model-driven development. Just like grammars are used to define new programming languages, meta-models are the basis to define new modeling languages. To this end, they define the syntax of the language, i.e. which modeling elements can be defined and how the single modeling elements can be connected. In addition, it is essential to define the language’s semantics. This means that it must be defined how the system will behave based on the model-based specification. The semantics is therefore the indispensable basis for automated analyses and transformations based on the models. Formal languages define the semantics using formal specification techniques, which provide the basis for sophisticated analyses like formal proofs. In practice, so-called semi-formal modeling languages like the UML are more widely used. In this case, the syntax is formally defined, whereas the semantics is unambiguously described but not formally specified. Nonetheless, the semantics is eventually implemented in model transformations (e.g., code generators) and model-based analyses. Usually this leads to a sufficiently formal realization of the semantics from a practical point of view.
In order to integrate safety models into a model-driven development approach, it is therefore indispensable to extend the underlying modeling language. To this end, the modeling elements that are required for specifying safety artifacts must be integrated into the underlying meta model.

In order to illustrate this aspect, Figure 4-4 shows exemplarily the integration of model-based fault trees into the meta-model of an UML-based modeling approach. The underlying modeling approach provides modeling elements to model components, to specify the components’ interfaces using ports, and to define the interaction of components using connections between ports. In order to be able to model failure modes that can occur at certain ports, this modeling element must be extended in the meta-model as it is shown in Figure 4-4.
Figure 4-4 Meta-Model Integration of Design Models and Safety Models
Semantics of Safety Models

Additionally, it is important to define the semantics. For safety analyses this is often possible quite easily since model-driven safety analysis approaches are based upon existing analysis techniques like fault trees. Since the semantics of the analysis techniques is usually mathematically and thus formally described, it is sufficient to specify a mapping between the modeling elements and the corresponding concepts of the existing analysis approach. If no new concepts are introduced in the modeling language, this step is usually quite straightforward. For example, the modeling element ‘BasicEvent’ in the metamodel of a model-driven fault tree can be directly mapped to the established (mathematical) meaning of a basic event in fault tree analysis. If new modeling elements are introduced, like for example failure ports in component fault trees, it is necessary to extend this semantics. To this end, it is reasonable to describe the semantics by extending the underlying mathematical analysis model. For example, the mathematical semantics of component fault trees including the port concept is described mathematically in [27]. Knowing the semantics is very important for safety engineers. Otherwise they would not be able to ensure that the safety models actually express the intended meaning of the modeler. For obvious reasons, the semantics is even more important for engineers who would like to extend the model-driven safety engineering approach with their own analyses or generators.

As regards safety concepts, it is a little bit more difficult to express their semantics in a sufficiently formal way, since no established underlying formalisms exist. As described in the previous section, it is however possible to define the semantics of safety concept interfaces based on extended type systems. As regards the mapping, it is often based upon a simple logical mapping between demanded and guaranteed requirements comparable to fault trees. In this case, the semantics of the mappings could be defined using predicates. Obviously, it is often not necessary to use highly sophisticated and thus complex formalisms, but rather simple solutions are often sufficient and even more recommendable.

4.3. Model Driven Safety Analyses

In order to realize model-driven safety analyses, it is first necessary to understand the basic principle of modularizing safety analyses. Today, most of the available modular safety analysis approaches follow the idea of failure logic modeling as it is introduced in sub section 4.3.1. As a concrete implementation, sub section 4.3.2 briefly introduces our model-driven safety analysis approaches.

4.3.1. Failure Logic Modeling

Aligned modularity is a key to model-driven safety analyses. Conventional safety analyses such as fault tree analyses or failure modes and effects analyses are not modular by default. Conventional fault trees, for example, are real trees and therefore only allow
for defining sub trees, but no real modules are supported that could be assigned to architectural components.

In order to ensure the alignment of the modularity used in design and safety, the modularization concepts used for the safety models should be similar to those used in development. Regarding typical modeling approaches for embedded systems, they follow an actor-oriented development approach [56]. Superficially explained this means that different concurrently executed components (called actors) are modelled, whose interfaces are defined using ports and who communicate with each other using connections between the ports. In other words, this means that modularity is achieved by port based interfaces, and the composition is realized by connecting the ports.

A similar concept for modularizing safety models can be found in failure logic modeling [69]. Based on failure logic modeling (FLM) we define a general concept for modular safety analyses as it is shown in Figure 4-5. A modular analysis model defines how failure modes at a component’s input interface in combination with failure modes inside the component propagate to failure modes at the component’s output interface. In principle, the interface can include any kind of interaction between a component and its context. Besides the functional interactions such as the exchange of signals, this might also include physical aspects such as heat, radiation, or power consumption.

![Figure 4-5 Principle Idea of Modular Safety Analysis Modeling](image)

In a simplified understanding, a modular safety analysis model can be seen as a tuple

$$MSAM = (\Phi_i, \Phi_c, \Phi_o, M)$$

with

- $\Phi_i \in \Phi$: set of input failure modes
- $\Phi_c \in \Phi$: set of internal failure modes
- $\Phi_o \in \Phi$: set of output failure modes
- $\Phi$: set failure types
- $M: \Phi_i \times \Phi_c \mapsto \Phi_o$
For each component, a set of input failure modes $\Phi_i$, a set of internal failure modes $\Phi_e$, and a set of output failure modes $\Phi_o$ must be defined. In order to ensure the compositability of two components, it is necessary to type the failure modes. This means that in contrast to traditional analyses, it is not sufficient to simply define failure modes using a string, but all failure modes must have a type. Otherwise, it would not be possible to unambiguously map the output failure modes of one component to the input failure modes of a connected component. In consequence this means that at least the modular safety analysis models of each pair of connected components must be based upon the same set of failure types $\Phi$.

In order to define the failure propagation inside the component, it is necessary to define a mapping $M$, which specifies how input and internal failure modes are mapped to output failure modes.

In principle, any modular safety analysis approach follows this idea and defines specific realizations for the single elements of the tuple. This means that any modular safety analysis approach must provide a means to specify

- a failure type system
- typed input failure modes
- (typed) internal failure modes
- typed output failure modes
- a mapping between input/internal failure modes and output failures modes.

The first modular approaches such as the failure propagation and transformation notation (FPTN) [70] introduced new notations for defining failure modes and the mapping between them. Therefore, they are hardly found in practice, today. Papadopoulos et al. introduced the Hierarchically Performed Hazard Origin and Propagation Studies (HiP-HOPS) in [203]. HiP-HOPS have been the basis of the error annex of EAST-ADL. Based on EAST-HDL, HiP-HOPS have also been integrated into model-driven tool chains. HiP-HOPS play an important role in research and industry. A further approach was introduced by Hawkins and McDermid for object oriented systems, which is based on contracts for modular safety analyses [204].

In practice, more established analysis approaches have gained more importance. For example, the fault tree analysis has been advanced to a modular approach by the introduction of component fault trees (CFT) [26], as it will be introduced in more detail in Section 4.3.2. Analogously we extended the failure modes and effects analysis (FMEA) following the idea of modular safety analysis modeling.

### 4.3.2. Safety Analysis Meta-Models

In order to realize a model-driven modular safety analysis model, it is necessary to define a meta-model, which specifies a modeling language, a safety engineer can use to model the failure mode propagation. The first modular safety analysis approaches used their own notation and have not found acceptance in practice. Established approaches like
fault tree analyses or failure modes and effects analysis on the other hand did not provide sufficient concepts of modularity. With the introduction of component fault trees (CFT) [26] by Kaiser et al., fault trees as an established safety analysis approach had been extended by a sufficient concept of modularity. Component fault trees were further matured and a sound underlying mathematical concept was defined [27]. Component fault trees provided the means to model them following the systems’ structure. But they were still defined independently from architecture models. Moreover, CFTs did not support failure type systems. Therefore, we have extended the concept in order to seamlessly integrate it into a component-based development approach: Component-Integrated Component Fault Trees C²FT [57][58][59]. In order to particularly support the analysis of software-based systems, we further extended the concept by a semi-quantitative analysis approach based on second-order-probabilities [60]. As a further step towards model-driven safety analysis, we seamlessly integrated C²FTs as a profile into the UML [61]. We then integrated C²FTs into a standardized approach for the model-based engineering of embedded systems [62].

In practice, however, different analysis techniques are used for safety engineering. Therefore, we defined an approach enabling the combination of different established safety analysis approaches, namely fault tree analyses and failure modes and effects analyses as it will be described in this thesis. This generalized approach will be briefly introduced in the following.

**Generic Failure Propagation Meta-Model**

Particularly considering the modularization of development, it is quite likely that different analysis techniques are combined within one system. While one component might be analyzed using an FTA, another one might be analyzed using an FMEA. Nonetheless, it should be possible to analyze the resulting overall failure propagation throughout the overall system. Therefore, we defined an analysis framework facilitating the combination of different analysis techniques.

To this end, it is necessary to first define a generic failure propagation meta-model as it is shown in Figure 4-6. This provides a generic abstraction from a concrete safety analysis technique. If the meta-models of different analysis techniques like FTA and FMEA are then derived from this common failure propagation model, they can be easily combined in an integrated safety analysis.

In this meta-model, all model elements are derived from the base class FpModelElement. A basic modeling element that is required in any failure propagation model are failure modes, which are represented by BasicFailureMode. Moreover, this basic meta-model defines that any FailurePropagationModel has to define InputFailureModes as well as OutputFailureModes, which are specializations of a generic super class InterfaceFailureMode.
In fact, the failure propagation model represents a basic modular safety analysis model. Following the idea described in the previous section, it defines a typed interface of input and output failure modes. Basic failure modes provide the basis for internal failure modes. In addition to the elements shown in Figure 4-6, a simple mapping based on minimal cut sets is supported as a common basis for the different heterogeneous safety analysis models.

**Failure Type System**

In order to connect different failure propagation models, it is necessary to ensure that they have the same meaning of failure modes. To this end, we use a failure type system providing a lightweight mechanism to formally specify failure modes [63]. Although there are different approaches available, which aim at defining a common failure type system including failure modes like omission, commission, too late, too early, etc., practice shows that failure modes are very system, component and signal-specific. Therefore, it is important to enable safety engineers to define a failure mode type system for a system, which lays the common basis for all modular failure propagation models. The meta model of the failure mode type system we have defined is shown in Figure 4-7. A `FailureTypeSystem` consists of a list of different `FailureTypes`, which are related to each other as `subTypes` and `superTypes`. 

![Figure 4-6 Failure Propagation Meta-Model](image1)

![Figure 4-7 Failure Type System Meta-model](image2)
An example is shown in Figure 4-8. The example shows a generic failure type classification as it was defined by McDermid et al. [72]. Following this commonly accepted classification, a failure type can be refined to timing failures, value failures, and provision failures. Provision failures are refined to commission failures and omission failures, respectively. As regards value failures, McDermid distinguishes between magnitude failures and logical failures. The former is refined to ‘too high’ and ‘too low’ failure modes, respectively. The latter is refined to ‘false positive’ and ‘false negative’ failure modes, respectively. As regards timing failures, he defines the refined failure modes ‘too early’ and ‘too late’.

As mentioned before, this example is based on a generic failure classification scheme. But many modular analysis approaches only allow to use such generic failure types. Experience in practice, however, has shown that it is reasonable and often indispensable to have more specific failure types. Nonetheless, this generic classification often provides a good starting point for deriving product-specific failure type systems.

In fact, dedicated failures types contain a lot of reusable knowledge. As an example, let us consider a wheel speed signal $v_{Wheel}$ of a car. If we apply the generic failure type system shown in Figure 4-8, the failure mode that the value is higher than it should be would be represented by the failure type ‘too high’. There are, however, various different reasons why the value can be too high, each of which requiring different counter measures and being of a different criticality. For example, the value can be too high due to a sensor failure. But since the wheel speed is measured based on rotation pulses, a wrong...
calibration of the wheel’s diameter could also lead to too high a value of $v_{Wheel}$. A further reason could be that the wheels are spinning, i.e. wheel slip, which is not an actual error, but is a nominal result based on the limitations of the principle of measurement. All of these failure modes require different counter measures. For sensor failures, a sensor self-test can be used to check the sensor value, or a plausibility check using other wheel speed values could be used to implement an error detection. As regards a wrong estimation of the wheel’s diameter, however, this sensor check would be useless, since even a correct sensor would nonetheless lead to a wrong value. Therefore, different checks and recalibration algorithms are required to detect and potentially to correct wrong diameter estimations. Lastly, spinning wheels are no real failure mode, but nonetheless this situation causes too high a wheel speed value leading to similar effects in depending components like a faulty signal. In this case, however, the actual functionality, i.e. the nominal behavior must be adjusted instead of defining an error detection and handling mechanism.

Explicitly defining these different failure modes in a type system with an according explanation obviously contains a lot of valuable domain knowledge, which has been gathered over years of experience in a series of safety analyses. It is hardly possible to regain the same maturity of failure mode definitions in a simple safety analysis. Therefore, it is very reasonable to explicitly define those failure modes in a type system. Moreover, obviously completely different counter measures are required. Storing this knowledge about appropriate counter measures is very valuable, as well. More importantly, however, this shows that simply defining a failure type ‘too high’ is not sufficient since it is not detailed enough to define an adequate counter measure. Nor is it sufficient for implementing a check whether or not an implemented counter measure is appropriate since, for example, a sensor check does not cover a wrong diameter calibration. Moreover, a failure type check based on a simple type such as ‘too high’ easily leads to wrong results. While, for example, the analyst of the providing components thinks of a calibration problem, when defining a ‘too high’ failure, the analyst of the consuming component might consider the same failure type being a sensor failure. As a consequence, the safety analysis models would be inconsistent to each other and their composition would lead to wrong analysis results.

Even this very simple example shows, why we believe that defining dedicated type systems is not only reasonable in the sense of storing valuable and reusable domain knowledge. But that it is particularly necessary to avoid wrong analysis results if independent modular safety analysis models are composed based on the failure type systems. For this reason, failure type models play an essential role in modular safety analysis approaches.

**Structural Propagation Meta-Model**

In order to enable an aligned modularity supporting heterogeneous analysis models, it is necessary to provide some generic representation of the structure as part of the safety meta-model. Usually, the structure follows the structure of the architecture of the
analyzed system. But the interfaces of the structural elements do not represent the data interface, but the failure mode interface of the single components. This is necessary, since a signal usually has more than one failure mode. And in order to compose the modular safety analysis models, it is necessary to have the possibility to unambiguously connect the single failure modes. Figure 4-9 shows the structural propagation meta-model as we defined it for supporting general structural failure propagation models.

![Figure 4-9 Structural Propagation Meta-Model](image)

All elements of a structural propagation model are derived from the basic class `SPModelElement`. A component defined in a structural propagation model is nothing else than a special failure propagation model. Therefore, the meta-model element `SPComponent` is derived from `FailurePropagationModel`, which was defined before. Each `SPComponent` contains an instance of another failure propagation model (`FailureModelInstance`), which could be another structural propagation model in case the component is structurally refined. Or it could be another propagation model like an FTA or an FMEA. The interfaces are defined using `FailurePorts`, which are specialized to `FailureOutports` and `FailureInports`.

This generic structural failure propagation model is very important. Just like behavior models are often only defined for the atomic components, i.e. components without sub components, safety analyses are often also only defined for atomic components. Nonetheless, the propagation obviously spans across all hierarchy levels. Structural failure propagation models therefore provide the essential means facilitating aligned modularity, i.e. a one-to-one relationship between architectural components on the one hand and the structural elements used in the safety analysis model on the other hand.
Figure 4-10 Example of a structural failure propagation model.
Figure 4-10 shows an example of a structural failure propagation model. The upper part of Figure 4-10 shows the logical architecture of a control system of an electric drive drain consisting of six connected components. The lower part of Figure 4-10 shows the failure propagation model. Each component of the architecture is represented by one structural failure propagation component. Instead of signal ports, however, the interfaces in the structural propagation model are defined by failure types propagating from one component to another one.

At this level of the hierarchy, no failure propagation models like fault trees are defined for the single components. Instead, it is sufficient to model the propagation following the system structure. As a result, the structure of the safety analysis model is completely aligned to the system structure defined in the architecture model.

**Component Fault Tree Meta Model**

Once the safety analysis has been refined to the lowest level of the hierarchy that ought to be considered, it is necessary to define a concrete modular safety analysis model for modelling the failure propagation. It is, however, often not necessary that the analysis model replicates all hierarchy levels of the architecture. In fact, it is often reasonable to not further refine a component from a safety point view and to directly define the failure propagation model even though the architectural component is further refined to sub components.

A very important concrete modular safety analysis model is component fault trees. Figure 4-11 shows the meta model of component fault trees. In order to support heterogeneous safety analysis models, they are defined as a specialized failure propagation model. In fact, our meta model integrates the concept of basic fault trees,
which are used to model the failure propagation as such, with component fault trees, which extend fault trees by the concept of failure mode interfaces and hierarchy.

The fault tree model as such is quite simple, since a fault tree mainly consists of BasicEvents and Gates. All other required elements are inherited from the generic failure propagation models. A ComponentFaultTree is then a specialization of a fault tree. A component fault tree might contain SubCFTs in order to model hierarchical fault trees. Since component fault trees additionally inherit all elements of a structural propagation component (SPComponent), they also provide all concepts required to model input and output failure modes.

Defining component fault trees as a specialization of conventional fault trees has several advantages. Most importantly, converting component fault trees to conventional fault trees prior to analysis opens a wide range of possibilities since already existing analysis techniques can be easily adopted to model-driven fault trees without requiring a modification of the analysis algorithm to modular component fault trees. Moreover, it is then possible to export the models to established tools in order to run the analyses provided by these tools. First, this increases the range of possible analyses. Second, and more importantly, this enables the use of qualified analysis tools. Since safety analysis results are used as evidences in safety cases, it is necessary to prove that the analysis provides correct results. Such a proof is very difficult and requires a lot of effort. Using existing proven-in-use tools therefore avoids this need for a proof, which is very important for the practical application of model-driven safety analyses.

As an example, the lower part of Figure 4-12 shows the component fault tree of the architectural component DriverController of a drivetrain control system. Component fault trees are very similar to traditional fault trees, but there are two main differences. First, a component fault tree can have several inputs and outputs, i.e. it may have several top events. Second, C²FTs are seamlessly integrated into the architectural component. This means that the fault tree is an inherent part of the component. If the component is reused, its fault tree is reused as well. Furthermore, the input and output failure modes of the C²FT are semantically and syntactically assigned to the according ports of the architectural component. By this means, the failure propagation can be determined automatically by using the system architecture. And it is possible to detect inconsistencies automatically, for example, if ports are modified, added, or removed. Moreover, it facilitates completeness checks, since it is for example possible to detect ports, which are not considered in the failure model.

Even though the example is rather simple, it shows some typical aspects of modular failure propagation models. Failure modes of the outputs depend on internal failures of the component as well as on failures of the input signals. The component calculates a phase current for controlling an electric motor. In this simplified example we use the generic failure type system introduced before. Therefore, the most important failure mode of the according output signal is ‘too_high’.
Figure 4-12 Example of a component fault tree
This happens only, if there is a commission failure of the signal ‘DriverSupply’, i.e., the signal is received due to an error although it should not be received. Additionally, the phase current calculation must be erroneous. This could happen if there is an internal calculation error (‘Erroneous phase current computation’), or if the PWM input signal is already ‘too high’.

These two branches of internal problems as well as external problems resulting from faulty input values is a typical pattern found in almost any modular safety analysis models as it was described before.

**Failure Modes and Effects Analysis (FMEA) Meta-model**

Besides fault trees, the failure modes and effects analysis (FMEA) is one of the most widely used safety analysis techniques in practice. A conventional FMEA is not modular since it is usually applied to a monolithic system design. For example, assume a system with two components A and B and that A sends a signal to B. If we now analyze component A using a conventional FMEA, we would first define a failure mode. If we now define the effect of this failure mode, we would have a look at component B, since B depends on a signal from A. More precisely, the effect defined for a failure mode in A, would be a failure mode defined in component B. Vice versa, if we analyze the causes of the failure mode in component B, we would identify the failure mode of A as one potential cause. Therefore, the FMEA of A depends on the FMEA of B and vice versa. In consequence, they cannot be modularly defined.

![Figure 4-13 FMEA Meta-Model](image-url)
Therefore, we first needed to modularize the FMEA in order to provide an FMEA notation as modular safety analysis model. This result is shown in Figure 4-13. In the same way as component fault trees, the FMEA is also realized as a failure propagation model.

In principle, a modular FMEA contains the same elements as any FMEA, namely *FailureModes, Causes, Effects*, and *Measures*. In a traditional FMEA, however, the effect is related to a failure mode of a depending component (e.g., the super component) and the cause is related to the failure mode of a used component (e.g., a sub component). As a consequence, a conventional FMEA is not modular, but it strongly depends on the overall system structure and the relationships between the single components. In order to overcome this limitation, a modular FMEA only refers to elements of the analyzed component. To this end, the cause is refined to an *ExternalCause* and an *InternalCause*. The internal cause refers to a fault or error inside the analyzed component. The external cause refers to an input failure mode, e.g., a failure mode of an input signal, and can thus be specified based on the component’s interface without any knowledge about the superordinate context. In the same way, we distinguish between a *LocalEffect* and a *GlobalEffect*. The local effect relates to an output failure mode, e.g., a resulting failure mode of an output signal. Again, this effect can be specified based on the component’s local interface. The global effect is only informal text, which is not used for any formal analysis, but it helps safety managers to document any ideas on additional effects that go beyond the local interface (e.g. potential effects at system level, which can be cross-checked during the system level analysis).

As an additional aspect, a *Measure* is not informally defined as in a conventional FMEA. Instead, it must be assigned to the element it addresses, i.e., a measure may address a single cause, the failure mode as such, or one of its effects. This is necessary for determining the failure propagation model. By this means, such a modular FMEA can be easily translated into a fault tree following a simple worst case estimation. The effects form the top events of the fault tree. All failure modes of an effect are combined in an or-gate, since a single failure mode is sufficient to cause the effect. In the same way, all causes of a failure mode are connected using an or-gate. Only the measures are connected using an and-gate.

As an example Figure 4-14 shows the graphical representation of a modular, model-driven FMEA. Causes, failure modes, effects, and measures are assigned to different compartments in order to keep a clear structure. As mentioned above, the measures are assigned to the element they address. For example, the *PlausibilityCheck* detects all possible erroneous calculations independently from the cause, whereas the *InputGradientCheck* only detects errors in the input *PhaseCurrents*, i.e. it covers only a single cause of the failure mode. In the same way as component fault trees, the input causes and effects of the FMEA are syntactically and semantically assigned to the according ports of the associated architectural component.
4.4. Model-Driven Safety Concepts and Safety Cases

In addition to modular safety analyses, the modular definition of safety requirements as modular safety concepts as well as modular safety cases, i.e. the proof that requirements have been fulfilled, play an increasingly important role. Regarding approaches summarized in terms like modular safety certification - as they are also described in safety standards - mainly consider modular safety cases. Defining a safety case is in principle a decoupled process, which can run after or in parallel to other safety assurance activities summarizing the main outcomes in order to compile a qualitative proof that the system meets its safety goals. Just like any other validation and verification activity, however, a safety case should be strongly related to the safety requirements, since eventually it shall proof that the safety requirements are fulfilled by the system.

Therefore, it is reasonable to use similar approaches for safety concepts containing the safety requirements and safety cases. Starting with a safety concept, the latter will be step wisely extended by evidences that the requirements have been fulfilled, like test reports etc. In consequence, a safety concept and a safety case are the same development artifact, which evolves with the progress of the project. For this reason, we provide an integrated model-driven approach for modular safety concepts and modular safety cases.
Before our approach is described in section 4.4.2, section 4.4.1 gives a short overview on currently available modular certification approaches.

### 4.4.1. Modular Certification Approaches

The international standard ISO 26262 for the functional safety of road vehicles defines the concept of a Safety Element out of Context (SEooC) [4]. A SEooC is defined as a component for which there is no single predestinated application in a specific system. Therefore, the SEooC developer does not know the concrete role the product has to play in the safety concept. Subsystems, hardware components, and software components may be developed as SEooCs. Typical software SEooCs are reusable, application-independent components such as operating systems, libraries, or middleware in general.

The standard does not provide any suggestions or methods on how to identify safety requirements or how to increase the chance that demanded and guaranteed requirements match. Neither does the standard provide information on how to perform the verification of the guaranteed requirements during integration of the SEooC.

The DO-297 [73] standardizes the modular certification of components in an Integrated Modular Avionic (IMA) system in the avionics domain. In the avionics domain, the term incremental acceptance is used instead of modular certification. Acceptance is defined as the confirmation of a certification body that a module of an IMA system (a general-purpose execution platform or an application) fulfills its specification. This is important, since a certification can only be given to a final, completely integrated system. An acceptance, however, can be achieved for an IMA system and is one building block of the final certification, with the latter always being in the context of a specific aircraft. The wording incremental has been chosen because the process of the DO-297 allows step-wise acceptance of single modules of a system and because it allows incrementally extending a system with new applications, without having to re-certify all the modules in the system. This is particularly important, since not only the composition of a system out of single components is interesting, but also the re-certification effort after modifying the system should be reduced.

There are different research approaches available, which could be used to instantiate these rather coarse concepts defined in safety standards:

Rushby provides some considerations on the use of modular certification for software components in IMA architectures. The goal is to enable the certification of software components by enabling them to perform their functions in a given (aircraft) context solely based on assumptions about other related software components. He identified three key elements as the potential backbone of a corresponding approach [74]:

1. **Partitioning** creates an environment that enforces the interfaces between components; thus, the only failure modes that need be considered are those in which software components perform their function incorrectly, or deliver incorrect behavior at their interfaces.
2. *Assume-guarantee reasoning* is a technique that allows one component to be verified in the presence of assumptions about another one, and vice versa.

3. *Separation of properties into normal and abnormal properties.* Abnormal properties capture behavior in the presence of failures.

To ensure that the assumptions are fulfilled and that the system is safe, he identified three classes of properties that must be established using assume-guarantee reasoning:

1. *Safe function* ensures that each component performs its function safely under all conditions consistent with its fault hypothesis;

2. *True guarantees* ensure that each component delivers its appropriate guarantees;

3. *Controlled failure* is used to prevent a ‘domino effect’ where the failure of one component causes others to fail, too.

Another possible approach is given by the Goal Structuring Notation (GSN) [49] (cf. Chapter 2), which is a graphical notation for modeling a safety argument, which is the core part of every safety case. A safety case has been defined in the context of the GSN as follows:

‘A safety case communicates a clear, comprehensive and defensible argument that a system is acceptably safe to operate in a particular context.’

Therefore, a safety case serves the purpose of specifying a comprehensive argument to prove the safety of a system. To this end, the GSN allows modeling tree-like arguments beginning with safety goals, and iteratively connecting them through chains of logical argumentation and sub-goals, with the evidences created during system development. Evidences can be performed tests or analysis reports from an FMEA or an FTA that are used for underpinning the fulfillment of the goals.

In order to deal with modular systems and modular certification, there is an extension to the GSN available that allows for modularizing safety cases [53]. The interface of a safety case module is defined by a set of public items that are available to be used in other safety case modules and a set of items that the safety case module at hand demands from other modules. Those items can be goals, evidences, and context. A strategy for the construction of a modular safety case architecture is given in [75].

The DECOS (Dependable Embedded Components and Systems) project [76] provided a generic safety case approach for incremental certification, which improves the efficiency of the certification process and thus shall facilitate significant cost savings during the development of safety-critical systems. Modularity is achieved by separating the certification of core services and architectural services from applications [77] [76].

Following these basic ideas, we developed the VerSaI (*Vertical Safety Interfaces*) method in order to assist the integrator of an integrated architecture in checking whether the application software components are able to run safely on the execution platforms of...
the system, and if so, provide assistance in generating appropriate evidence [66]. This is particularly important since applications are developed independently from platforms like, for example, in AUTOSAR [78] or IMA [79].

In order to check the safety compatibility between the application and the platform, demands and guarantees have to be specified using a model-based approach. Demands are typically used to express all the properties a platform needs to provide for an application to be executed safely, whereas guarantees represent the safety-related properties the platform possesses. A compatibility check is successful if a sound argument for the fulfillment of the demands with the available guarantees can be established. In order to enable tool-supported integration, the VerSal approach offers a semi-formal language for modeling these demands and guarantees. The language consists of a number of elements, each representing a certain type of demand or guarantee exchanged by an application and a platform. This implies that there is a finite number of language elements and, therefore, also a finite number of dependencies that can be expressed with the language. First evaluations have shown that this is suitable, because the typical service relationships between an application and a platform are finite and regular, too.

4.4.2. Safety Concept Meta-Models

As mentioned earlier, it is in many cases reasonable to define safety concepts and safety cases in the same artifact. Starting with the top-level safety goals, the safety requirements are step wisely refined in a modular and hierarchical way, in order to derive more detailed requirements for the single components of the system. Along the development lifecycle, evidence will be added to the safety concept in order to proof the fulfillment of the safety requirements. In early phases, the results of safety analyses can be used to proof the adequacy of a refinement of a safety requirement. In later phases, results of verification and validation activities will be added in order to proof the fulfillment of the single requirements.

To this end, safety concepts can be represented as modular requirement trees. Comparable to a fault tree, such safety concept trees (SCT) [65], support Boolean operators, namely or- and and-operators, for a more precise definition of the refinement of requirements. While an or-operator expresses that one of the sub requirements is sufficient to fulfill the superordinate requirements (i.e. a redundancy is expressed), an and-operator expresses that all sub requirements must be fulfilled for fulfilling the superordinate requirement.

We use this idea to define safety requirement modules as it is illustrated in Figure 4-15. A RequirementsModule consists of a set of SafetyRequirements, InterfaceElements, and a Rationale. The latter is important for the safety case and documents the principle strategy of the safety concept.
The interface specification follows a contract-based approach. To this end, the interface consists of Guarantees and Demands. Guarantees and demands describe informal or semi-formal contracts, which are usually defined as textual requirements with some additional Arguments, which refine the requirements. For example, if the requirements demand a timely signal delivery, an argument can be used to specify acceptable delay times. Alternatively, the interfaces as well as any other safety requirements can be defined as formal contracts [80].

In order to refine safety requirements, it is necessary to use Refinement Operators. In case of a Decomposition, all sub requirements must be fulfilled in order to fulfill the superordinate requirement. This operator represents the and-operator of safety concept trees. In case of a Variant, one of the sub requirements is sufficient to fulfill the superordinate requirement. Thus this operator represents the or-operator of safety concept trees.
Figure 4-16 Example of a modular safety requirements model
An example is shown in Figure 4-16. The upper part shows an excerpt of the architecture of a control system of an electric drivetrain. The lower part shows the associated safety requirements model. The requirements model contains two sub modules following the architecture. Using guarantees and demands, the safety interfaces of the sub components are defined. By this means, the requirements model follows the structure of the architecture and if a component is reused, its requirements can be reused as well. Considering its guarantees and demands, it can be checked, whether or not it fits into its new usage context or which modifications are necessary to use it.
5. Runtime Safety Assurance

Regarding the concepts of model-driven, modular safety assurance, a safety expert assesses the integrated system. If we want to apply such concepts to open systems of systems, however, there will be no human expert to check the system’s safety. Rather, the system must assure its safety autonomously. This leads to a series of new challenges as they were introduced in Chapter 1. Extrapolating the current developments of safety engineering, it would take much too long until urgently required safety assurance approaches for open systems of systems would be available. In the same way as open systems of systems form a new paradigm in system development, there needs to be a change of paradigms in safety assurance, as well.

And in the same way, as the systems become more and more intelligent for realizing future functionalities, it is necessary to increase their safety intelligence, as well. Instead of using rather simple fault tolerance mechanisms, the systems must become self-aware with respect to their safety properties. By this means, they are enabled to reason about their safety in a concrete context given at runtime, e.g., if they connect to other ‘foreign’ systems, or if they are used in environmental situations that have not been anticipated during development.

During the last decade, Models@Runtime [81] have emerged as a new paradigm for maturing the systems’ reflection capabilities to self-awareness. In fact, Models@Runtime are an evolution of model-driven development. And even though they enable very flexible runtime mechanisms, using models at runtime leads to a sufficient degree of formalism and determinism. Models@Runtime provide a deterministic reflection of the systems’ runtime quality since the models are not unpredictably modified during runtime. In contrast to approaches like artificial intelligence, it is therefore possible to predict and to reproduce how the systems behave.

Applying the idea of Models@Runtime to safety assurance means to make existing safety models like safety cases available at runtime [82]. Considering the idea of model-driven safety assurance as it was introduced in the previous chapter, there is an ideal basis available to create safety models at runtime. To this end, the models need to be available in a machine interpretable form so that they can be evaluated based on runtime information automatically. Additionally, an algorithm is required enabling the system to interpret the results and to react appropriately. Particularly the latter aspect constrains the applicability, since safety assurance usually requires cognitive interpretations of the results by human beings. Therefore, section 5.1 gives an overview on established safety models with respect to their applicability for runtime evaluation, before the subsequent chapters illustrate how the models can be used at runtime. Section 5.7 will then evaluate the different approaches before Section 5.8 derives a runtime safety assurance framework based on the idea of Safety Models@Runtime (SM@RT).
5.1. Overview on safety models for runtime evaluation

Considering the idea of model-driven safety assurance as it was introduced in the previous chapter, all safety artifacts that are created during a safety lifecycle are available as models, which could serve as a basis for safety models at runtime. Figure 5-1 gives an overview on the models created during a safety assurance lifecycle.

Any safety assurance starts with a hazard analysis and risk assessment, also leading to the top level safety requirements. Using safety analyses, the safety requirements are refined. Using the analysis results as well as results of the verification and validation activities as evidences, the safety requirements are evolved to a safety case. Finally, the system’s safety is assessed based on the safety case. And a ‘certificate’\(^2\) is issued if the assessment comes to a positive result, which includes potential limitations and constraints that must be considered for safely using the system.

As regards the hazard analysis and risk assessment, models are also available for this safety artifact. However, deriving and particularly assessing hazards and the associated risks is a creative process and requires a lot of human intelligence. Nonetheless, if, for

---

\(^2\) The term certificate often refers to a formal process including official certification bodies so that it is avoided in some domains (e.g., in the automotive domain). But nonetheless some kind of certificate is required as final document confirming the system’s safety.
example, system requirements were to be changed at runtime, it would be necessary to
update the hazard analysis and risk assessment. In consequence, this also means that
potentially the complete subsequent safety assurance process has to be updated, as well.
But though providing hazard analyses at runtime is a challenging task, they will be
required for supporting more flexible system adaptations at runtime.

Safety analyses at runtime can be very beneficial since any change of the structure or
the current state of the system could be reflected in runtime analysis models and the
analysis can be dynamically updated at runtime. However, it must be considered that
particularly systematic faults are regarded in a qualitative way, only. In contrast to a
quantitative evaluation, it is therefore potentially non-trivial for a system to interpret the
analysis results at runtime.

As regards safety requirements, they evolve to a safety case by adding evidences that
a complete set of requirements has been derived and that the requirements have been
fulfilled. From a safety point of view, it is therefore more reasonable to directly consider
safety cases instead of safety requirements at runtime.

Finally, safety certificates are the final document stating the systems’ safety including
potential constraints and limitation. Particularly regarding modular certificates, they are
very promising to be used at runtime since they summarize the results of the creative
process of safety assurance, so that they can be more easily interpreted at runtime. On the
other hand, they are usually not available in a sufficiently formal format and they only
support a very restricted flexibility. Nonetheless, having certificates at runtime is the most
promising first step towards runtime safety assurance, since it leaves the major
responsibility of safety assurance with human experts at development time.

In general, providing safety models at runtime becomes more challenging the earlier in
the safety lifecycle they are created. Therefore, the subsequent sections elaborate on the
different safety models at runtime in reverse order of their creation in the safety lifecycle.

5.2. SafetyCertificates@Runtime

Safety certificates contain all information that is necessary to identify which safety
requirements are fulfilled at which integrity level and which constraints have to be
considered to use the system safely. The same information must be available in a machine
processable format in SafetyCertificates@Runtime. Just like conventional safety
certificates, SafetyCertificates@Runtime do not contain any white-box information on
how the system was realized to yield the certification. They are particularly interesting
for the safe integration of systems of systems at runtime, since SafetyCertificates@Runtime can be used to retrieve the safety requirements fulfilled by
the single systems as well as the constraints that must be fulfilled to safely integrate the
systems. This includes possibly required checks that must be executed at runtime to verify
the integrated system.
So summarizing, SafetyCertificates@Runtime are modular certificates that can be interpreted, composed, and adapted at runtime. They are dynamically adapted to represent the safety state of the system at runtime. The certificates of subsystems can be composed at runtime in order to yield an overall safety approval for a given composition.

The idea of how SafetyCertificates@Runtime can be used for a dynamic composition of systems of systems is shown in Figure 5-2. The individual subsystems provide a runtime representation of the modular certificates (SafetyCertificate@Runtime). In order to assess the safety of the resulting system of systems, the single certificates have to be composed.
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Figure 5-2 SafetyCertificates@Runtime enable dynamic system composition.

In order to yield such a SafetyCertificate@Runtime, the process is very similar to modular certification. After the subsystem has been developed, it must undergo a manual certification process at design time. Usually, however, the safety assurance of a single subsystem at design time can only yield a conditional certificate, since the certification is based on various assumptions. These assumptions might be concrete demands on other subsystems. For example, there might be a demand that the failure modes of a received signal must be mitigated by another subsystem according to a specific safety integrity level. Other assumptions might consider the integration context in general, such as the maximal number of collaborating subsystems, the type and quality of the communication system used, etc. Consequently, SafetyCertificates@Runtime often follow the idea of safety contracts defining a set of safety guarantees provided by the subsystem and a set of safety demands the subsystems require to be fulfilled by the integration context. This means that they provide runtime information on which safety properties can be guaranteed by the system under the precondition that the defined demands are fulfilled. At runtime, the fulfillment of the demands is checked and the resulting guarantees are derived. Usually, however, safety is not a completely modular property, i.e., the composition of safe components does not necessarily lead to a safe composition, even though the safety demands are fulfilled. Therefore, it is often necessary to perform additional checks in the integration context at runtime.

When subsystems are composed at runtime, it is possible to compose the Certificates@Runtime, as well. To this end, the conditions defined in the runtime certificates must be checked. In the simplest approach, a system of systems is considered safe if all preconditions of all conditional certificates are true. Otherwise, the system of
system must not be used. In most cases, however, the certificates of the single subsystems are not harmonized with each other. So it is very unlikely that there will be any safe match, at all. In fact, such an approach is only reasonable if it is possible to adapt the SafetyCertificate@Runtime to the current integration context.

![Figure 5-3 Runtime adaptation of certificates provides more flexibility](image)

Actually, the possibilities of how a runtime certificate could adapt are as versatile as adaptation in general. There could be different pre-defined variants that are dynamically selected in a given context. Or there could be more sophisticated and flexible adaptations of the certificate. From a safety point of view, however, predictable, traceable, or even provable solutions are more likely to be accepted. Some ideas are illustrated in Figure 5-3. If we assume, for example, that there is an adaptation model defining how the system adapts in certain situations, this information could also be used to adapt the certificate. Alternatively or additionally, a traceability model could be used to identify those elements that are affected by system adaptations and to derive necessary certificate adaptations. An efficient impact analysis is of utmost importance in traditional safety engineering in order to identify necessary changes and thus reduce the revalidation effort. As long as the effects of adaptations can be traced back to anticipated classes of system changes, even complex system adaptations could be handled by simple variants in the SafetyCertificate@Runtime.

As a further extension, it could be possible to use error detection mechanisms to adjust the runtime certificates using up-to-date runtime error information.

Usually, the adaptation goal for the certificates is to provide the best possible guarantees in the given context. The context, in turn, is usually given by the set of externally fulfilled safety demands and the internal state of the system. In the simplest form, they simply provide different alternatives how the safety guarantees can be achieved, i.e. depending on the amount and quality of fulfilled demands, they will provide a different amount and quality of guarantees. We used this basic idea for Conditional Safety Certificates – ConSerts [83][84][85], which have already proven to be very valuable for the safety assurance of open systems. Therefore, ConSerts will be explained as one concrete approach in more detail in Section 5.9.
5.3. SafetyCases@Runtime

The more adaptive a system is, the more difficult it is to consider all the different adaptations in a SafetyCertificate@Runtime. This particularly increases the effort at design time since the complete adaptation space must be considered in the certification process. Alternatively, it could therefore be another option to provide SafetyCases@Runtime. Safety cases are a direct input to certification. In contrast to certificates, however, they include the complete argument why a system is considered safe. A good safety case model includes a complete breakdown of top-level safety goals to the detailed requirements realized in the system. And it particularly includes the evidence proving that the arguments used are sound and that the requirements have been fulfilled.

SafetyCases@Runtime therefore provide more information at runtime and enable more flexible system adaptations. In consequence, however, they are more complex to handle, since there is no pre-certification at design time and all the steps from a safety case to certification have to be shifted to runtime as well. As a further consequence, this will most likely reduce the acceptance of such an approach compared to SafetyCertificates@Runtime.

Summarizing these ideas, a SafetyCase@Runtime is a formalized, modular safety case that can be interpreted and adapted at runtime. Based on the interpretation, it can be dynamically checked to which extent the safety goals of subsystems are met. Using adaptations, the line of argumentation can be adjusted to system adaptations. In addition, the revalidation of evidences at runtime must be supported in the case that system adaptations lead to the invalidation of evidences.

As shown in Figure 5-4, SafetyCases@Runtime extend the idea of SafetyCertificates@Runtime. Instead of explicitly defining the adaptation of the certificates, it is possible to describe the adaptation of the safety cases and use the SafetyCases@Runtime to adapt the safety certificates automatically.

![Figure 5-4 Conceptual model of how safety cases could be used at runtime](image)

A certificate certifies that certain safety guarantees are fulfilled. The safety case models the argument why these guarantees are fulfilled. If a safety case is adapted at runtime, the
resulting argumentation should enable the system to conclude autonomously which safety guarantees can still be provided at which integrity level.

By shifting safety cases to runtime, it is possible to adapt (1) the argumentation and/or (2) the evidences to the currently given context. As regards the adaptation of the argumentation, a very straightforward solution would be to include different variants of the argumentation. In more complex versions, more intelligence might be integrated that is able to derive new lines of argumentation.

As regards the evidences, which are, for example, verification and validation results or the results of safety analyses, it is necessary to attach constraints to the evidences used in the safety case. At runtime, it is then possible to evaluate whether or not these constraints are still fulfilled. If not, there are basically two combinable options. First, it is possible to find an alternative argumentation based on the remaining valid evidences – including argumentations that potentially require a reduction of the safety guarantees that can be provided in the given context. A second option would be the revalidation of evidences. This requires the capability to re-perform safety analyses and/or validation and verification activities at runtime. For SafetyCases@Runtime, let us assume that this revalidation is limited to repeating the checks defined at design time in order to provide the evidence. This presumes that the system adaptation does not lead to a change of requirements or a change of the system’s interface.

If the respective pass-criteria are met, the newly created evidence can replace the invalidated original evidence and can be integrated into a new argumentation. Otherwise, the evidence remains invalid and the system must either find an alternative line of argumentation or invalidate the affected safety goals.

Conventional safety cases are often still compiled in simple text documents or tables instead of (semi-) formal models. Though approaches like the goal structuring notation (GSN) [49] provide a standardized notation for safety cases, which has been realized as part of a model-driven safety assurance lifecycle, the actual semantics of the argumentation still lies in informal text, which can hardly be interpreted at runtime.

Approaches like Versal [66], which we proposed for the automated modular certification at design time provide a formal basis for runtime safety cases, since they are based on formalized requirements type systems rather than text. This approach, however, is focused on hardware-software-integration with a dedicated type system for the resulting specific types of requirements. Combined with more generic safety requirements type systems as they are also used for ConSerts [85] (cf. Section 5.9), the approach could nonetheless provide a sound basis for safety cases at runtime.

For the time being, however, we limit the concept of SafetyCases@Runtime to modeling different variants of lines of argumentation. To this end, we use model driven safety concepts, as they have been defined in Section 4.4.2 as starting point. These safety concepts already define gates for refining the requirements, namely decomposition and variant gates. The latter already allows defining different variants. Usually these variants,
however, are used to model redundancy. Therefore, we additionally add an alternative gate, which can be resolved at runtime. In order to achieve an efficient runtime representation, all argumentation lines between two alternative gates are considered as argument block. And all evidences that are assigned to the requirements of one block are collected in an evidence set. For all of these evidences, the safety engineer has to decide whether and how these can be checked at runtime. For the time being, this requires the definition of dedicated runtime executable checks.

At runtime, it is then possible, to check the demands, which are the sources of each modular safety case at runtime in the same way as it is done for SafetyCertificates@Runtime. And in principle, the variants can be checked in the same way, as well. Additionally, however, it is possible to not only consider predefined certification variants. But it is possible to flexibly adapt the system at runtime. After the adaptation, all evidences are revalidated based on the new system structure and behavior, e.g. by running runtime tests which have been defined by the safety engineers. As long as the evidences are still valid, the safety case is still considered to be valid and the system adaptation is considered safe. Else, the system adaptation has to be rolled back to a previous, safe state.

Obviously, this is only a slight extension of safety certificates and safety cases at runtime provide much more potential. Therefore, further extensions are subject of ongoing research.

5.4. V&V-Models@Runtime

SafetyCases@Runtime already provide a very flexible means for safety assurance at runtime. Some system adaptations, however, might require a new set of verification and validation checks to provide the evidence required for the argument. Moreover, it might be desirable to be able to remove the faults identified during runtime V&V instead of being limited to only checking the pass-criteria.

For the former aspect, it is necessary to additionally enable the system to define verification and validation suites autonomously. Realizing the latter aspect even requires systems that are able to localize the causing faults, and to isolate or even remove them. Considering how difficult this step easily becomes for developers at design time, it is obviously a very challenging task to shift these activities to runtime.

In consequence, a realization of V&V-Models@Runtime means that all models that are necessary to perform validation and verification activities (e.g., test cases, pass/fail-criteria etc.) can be interpreted and adapted at runtime in order to create new evidences after system adaptations.

As regards the current state of the art, runtime validation and verification are typically applied in a complementary way together with corresponding development-time activities. On the one hand, there are runtime verification techniques that utilize runtime monitoring to record software execution traces that can then be analyzed [86]. On the
other hand, there are approaches that employ quantitative model checking at runtime as an assurance technique in the context of adaptive systems (e.g., [87], [88], and [89]). In [90], Goldsby et al. present AMOeba-RT, a run-time monitoring and verification technique that provides assurance (based on dynamic model checking) that ensures that dynamically adaptive software satisfies its requirements. Calin scu and Grunske introduced the QoSMOS (QoS Management and Optimization of Service-based systems) framework for the development of adaptive, service-based systems that are able to manage their QoS adaptively and predictably [91]. QoSMOS utilizes probabilistic model checking at runtime to evaluate whether or not the system satisfies the given QoS requirements. In the traditional development-time versions of these kinds of approaches, the analysis of temporal-logic properties (including probabilities, costs, and rewards) is commonly used to assess relevant non-functional properties of a system. At runtime, such analyses can be performed on a model base that is continually updated as the underlying system evolves. In general, this introduction of runtime measures is particularly promising since traditional development-time techniques do not scale sufficiently well. Moreover, at runtime, detected issues can be addressed directly with adequate adaptations (i.e., counter measures). A short related survey (which is not limited to V&V) considering runtime assurance techniques for adaptive systems has been published by Calinescu [92].

From a safety assurance point of view, however, validation and verification approaches at development time must be qualified. This means that it is necessary to show that, for example, the test tools provide correct results. In the same way, it would be necessary to qualify runtime V&V-approaches in order to create the required confidence to trust in the runtime analysis results. As of today, this is sometimes more difficult than proving the safety of the actual system. Therefore, V&V-Models@Runtime are an interesting research topic for future applications, but they are still far away from a serious practical application.

5.5. SafetyAnalysis@Runtime

A further very important safety artifact is safety analyses. In fact, safety analysis models already have a formal format and can be analyzed automatically. Therefore, they can be easily made available at runtime. By this means, safety analyses can be repeated after any system adaptation or if the composition of a system of system changes. Particularly for software-intensive systems, however, safety analyses are not quantitative but qualitative so that the evaluation of the results usually requires an expert’s interpretation.

So a SafetyAnalysis@Runtime means that safety analysis models are made available at runtime and that the system is enabled to evaluate the models using typical analyses like quantitative evaluation or minimal cut set calculations. Moreover, the system needs to be enabled to interpret the analysis results in order to conclude on the system’s safety. The safety analysis models are adapted according to system adaptations in order to re-analyze the system’s safety after it has adapted itself.
In order to realize the adaptation of safety models, there are various possible ways. Considering modular safety analysis models as they have been described in the previous chapter, exchanging, removing, or adding a component or a system at runtime only requires to exchange the corresponding safety analysis component, as well, in order to re-analyze the system. If single components adapt, the corresponding adaptation of the safety analysis models becomes more difficult. If a system only reconfigures itself, then the possible configurations can be modularly analyzed at design time and the corresponding safety analysis models can be exchanged at runtime. Therefore, we developed an approach that enables the application of safety analyses to reconfigurable systems [93].

If the system adapts in a more flexible way by actually modifying its behavior in previously unknown ways, it will be necessary to modify the safety analysis models, as well. However, creating safety analysis models is a very creative process which is based upon moderated meetings with a group of experts. Current approaches to automatically create safety analysis models, e.g. based on model checking, are still not sufficiently mature – even for design time analyses.

The main application scenario for safety analysis at runtime is therefore a change of a composition of a system of systems. Using modular safety analyses, the emerging system of system can be analyzed automatically. Even though it is difficult to provide quantitative analysis results, it is often sufficient to perform qualitative analyses based on minimal cut sets. To this end, we further extended the semantics of model-driven fault-trees, as they have been introduced in the previous section. Most importantly, it is necessary to provide different types of basic events. Namely, it is reasonable to distinguish between primary faults and a loss of a counter measure. By this means, it is then possible to analyze the resulting cut sets for identifying single point failures, or to ensure that all possible fault combinations leading to a hazard are covered by counter measures.

As a further aspect, it is necessary to type failure modes as well as counter measures. Then, it is possible to specify valid tuples \(<failure\ type,\ measure\ type>\) for specifying valid counter measures for the different failure types. For example, timing failures could be covered by a watchdog as counter measure, whereas a wrong data value cannot be detected by a watchdog timer. By this means, it is not only possible to check whether or not all failure modes are addressed by a counter measure, but it is additionally possible to check the appropriateness of the counter measure in place. This requires quite detailed type definitions for enabling valid evaluations at runtime. On the other hand, the more detailed the types are defined, the lower is the supported flexibility of system adaptations. Therefore, it is always necessary to find an appropriate trade-off between the rigor of safety assurance on the one hand and flexibility on the other hand.

5.6. Hazard Analysis and Risk Assessment@Runtime (HRA@Runtime)

In the previous alternatives, we assumed that the requirements and the resulting safety goals are not adapted. As a consequence, it has ‘only’ been necessary to adapt the
argumentation that the safety goals are still met in spite of system adaptations based on the safety case, safety analyses, and the evidences created at runtime. Some adaptation approaches, however, also consider a change of requirements at runtime. If we apply the safety lifecycle to the idea of Models@Runtime, this means that we require a hazard and risk analysis at runtime, i.e. that the system must adapt and extend the hazard and risk analysis and potentially has to adapt and to extend the set of safety goals. By doing so, the complete existing argumentation for a changed safety goal might be invalidated. For new safety goals, an argumentation is completely missing. On the one hand, this type of runtime assurance certainly provides the highest possible flexibility. On the other hand, however, it requires very intelligent mechanisms for defining a safety argumentation and generating the necessary evidence autonomously at runtime.

*A HRA@Runtime implies that a hazard and risk analysis model can be interpreted and adapted at runtime. This includes the identification of new hazards and the reassessment of existing hazards after adaptations at the requirement level.*

So far, there are no significant research results available for supporting hazard analyses at runtime. One approach including the aspect of hazard analyses has been proposed by Priesterjahn et al. in [94]. The main idea of this approach is to ensure the safety of adaptive systems during runtime by checking whether a reconfiguration is allowed based on associated hazard probabilities and potential damage that would be imminent after the reconfiguration. To this end, adapted hazard and risk analysis techniques are applied during runtime. In this case, however, the hazard and risk analysis and models at runtime are used to monitor the system, but they are not adapted in order to reflect adapted system requirements.

Hazard analyses and risk assessment are usually based on spreadsheets. Accepted model-based, more formal representations are not available at this point in time. However, first approaches integrate hazard analyses and risk assessments into the model-driven design process, as we have done it, for example, as part of the model-driven safety tool iSafE [64]. A major challenge, however, lies in the runtime interpretation of hazard analyses and risk assessments. In order to further formalize hazard analyses, we introduced the SAHARA [95] approach, which provides a formalization based on ontologies. Though this does still not provide a sufficient support for runtime evaluations, it provides a first step towards HRA@Runtime.

### 5.7. Evaluation of the different approaches

Regarding the approaches described above, they obviously build upon each other. This means that a HRA@Runtime requires V&V-Models@Runtime and SafetyAnalyses@Runtime, which in turn require SafetyCases@Runtime and so on. So it is necessary to decide to which extent we want to shift parts of the safety lifecycle to runtime. This results in a trade-off decision. From a safety point of view, it is certainly preferable to leave as much responsibility as possible with a human expert. Consequently, it would be reasonable to have only SafetyCertificates@Runtime. From an adaptation
point of view, however, it is preferable to have as much flexibility as possible in order to tap the full potential of dynamic adaptation. In consequence, this would require shifting elements of the complete safety lifecycle to runtime.

In order to further illustrate this trade-off, Figure 5-5 shows the relations of the different approaches to their acceptance on the one hand and to their flexibility on the other hand. Acceptance in this case refers to the probability of acceptance by safety authorities and legislation. Since there is no practical experience available, this is a qualitative estimation. First, we assume that acceptance is inversely proportional to the responsibility and intelligence given to the system. Second, the acceptance of an approach is usually inversely proportional to its complexity. Or vice versa: The simpler an approach can be realized, the more probable is its acceptance. For obvious reasons, it is very probable that the required intelligence as well as the resulting complexity will grow with the number of safety assurance steps that are shifted to runtime. Consequently, in our opinion, SafetyCertificates@Runtime have the best chances of being accepted, whereas the acceptance of a HRA@Runtime (i.e., shifting all safety assurance activities to runtime) is quite improbable. As a further aspect, acceptance will be higher if the Safety-Models@Runtime are reconfigured at runtime to predefined variants only, whereas acceptance will rapidly decrease if the safety models themselves are adapted more flexibly at runtime.

Flexibility, on the other hand, represents the degree of which different types of adaptations are supported. More precisely, in this case we refer to the type of adaptation used to adapt the system itself and not to the type of adaptation used to adapt the safety models, since different adaptation approaches might be used for the system itself on the one hand and the safety models on the other hand. In order to classify the supported flexibility of system adaptations, we differentiate between three basic classes. We first differentiate between ‘known unknowns’ and ‘unknown unknowns’. In the former case,
we assume that the system can only adapt to a runtime context that has been anticipated at design time. In the latter case, we assume that the system needs to flexibly adapt to situations not anticipated at design time. In consequence, the system structure or behavior is hard or even impossible to predict. We have further subdivided the ‘unknown unknowns’ into adaptations at the design level on the one hand and at the requirements level on the other hand. In the former case, we assume that the requirements can remain unchanged and an adaptation of the realization (e.g., at the architecture level) is sufficient to adapt to the context given. In the latter case, the adaptation also includes the adaptation of existing and/or the definition of new requirements.

SafetyCertificates@Runtime can only be used to address ‘known unknowns’ since an adaptation of certificates to an unpredicted context is not possible without considering the underlying safety case, which forms the indispensable basis for a sound argumentation of a certificate’s validity. But even for ‘known unknowns’ the configuration space might be too large to be covered completely by variants at the certificate level. Therefore, it might be reasonable to use SafetyCases@Runtime already to efficiently support ‘known unknowns’.

If we consider ‘unknown unknowns’ at the design level, this means especially that the requirements and thus the safety goals remain unchanged. Depending on the degree of system modifications required for the adaptation, SafetyCases@Runtime or V&V-Models@Runtime and SafetyAnalyses@Runtime are therefore sufficient. While SafetyCases@Runtime are limited to running predefined validation and verification activities at runtime, V&V-Models@Runtime as well as SafetyAnalyses@Runtime additionally support the modification of V&V models, e.g., the modification of test cases or pass/fail criteria, as well as a re-analysis of the system’s safety at runtime. The more flexible the system adaptations must be, the more likely it is that V&V-Models@Runtime as well as SafetyAnalyses@Runtime approaches will be required in addition to SafetyCases@Runtime.

As soon as the adaptation to ‘unknown unknowns’ also requires an adaptation of requirements, it is additionally necessary to adapt the hazard and risk analysis and the resulting safety goals at runtime. As described above, it is not sufficient to identify new hazards or to re-assess the associated risk at runtime. In fact, the system must be able to appropriately create or adapt all affected artifacts along the complete safety lifecycle.

5.8. Conceptual safety assurance framework for Open Adaptive Systems

Models@Runtime obviously provide a wide range of possible approaches for the safety assurance of open systems of systems and it is certainly not possible to pick out one particular approach that leads to the best trade-off between flexibility and acceptance in general. In fact, we believe that it will be necessary to integrate different approaches into an assurance framework in order to use the advantages and compensate for the disadvantages of the different approaches.
Therefore, we defined the runtime safety assurance framework shown in Figure 5-6. Learning from traditional safety engineering, we use modularity as the basic ingredient for a safety assurance framework from the very beginning. First, this obviously reduces complexity. Second, this enables us to use different assurance approaches for different modules. In this context, we use the term module very flexibly to express a modularized entity that can range from a complete system in a system of systems to a single software component. Since the required types of adaptation usually differ widely across the different modules, it is reasonable to limit more complex assurance approaches to those modules that actually have to adapt very flexibly.
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Following the idea of modular certification, we use SafetyCertificates@Runtime as the basic building blocks enabling the modularization and runtime integration of different subsystems. In this case, SafetyCertificates@Runtime are the common denominator enabling the combination of a wide range of different assurance approaches used for the single modules. As long as each system in a system of systems provides a SafetyCertificate@Runtime, the system of system can be safely integrated. And most importantly, it is not necessary to know anything about how the internal safety assurance is realized within the single systems. This means that SafetyCertificates@Runtime
provide the generic interface of the runtime safety assurance framework enabling information hiding in the safety assurance process. This is a key for the scalability and the flexibility of the concept.

Assume, for example, that we have a module that reconfigures to ‘known unknowns’ only, as shown in the upper left corner of Figure 5-6. Then it might be sufficient to perform the major safety assurance activities at development time and limit the runtime models to SafetyCertificates@Runtime, only. If we have a module that has too large a configuration space or that also adapts to ‘unknown unknowns’, it might be necessary to have SafetyCases@Runtime as well, as shown in the upper right corner of Figure 5-6. As described above, SafetyCases@Runtime are an extension of SafetyCertificates@Runtime, so that a runtime certificate is still available at the module’s interface, facilitating the safe integration of the components. In some cases, a module might adapt so flexibly that we will need V&V-Models@Runtime, SafetyAnalyses@Runtime or even a HRA@Runtime. However, realizing this is very complex, so it is reasonable to keep the complexity of such modules very small. To this end, it is helpful that the modularization of the framework can be applied recursively to achieve hierarchical decomposition, as illustrated in the lower left corner of Figure 5-6. This decomposition additionally illustrates an alternative way of composing SafetyCertificates@Runtime. Particularly regarding systems of systems, each providing a SafetyCertificate@Runtime, the single systems are usually sufficiently independent from each other that composition at the certificate level is likely to be sufficient. If we assume the runtime integration of different software modules running on the same platform, however, there are usually tight interdependencies. Merely the fact that they share the same resources, for example, creates a safety-relevant dependency. For this reason, it is likely that additional evidences will be required for proving that the integration of the single modules is safe as well. Therefore, it might also be reasonable to have SafetyCases@Runtime at the integration level.

The acceptance of sophisticated assurance approaches, in particular, is very low. An alternative way to ensure the safety of highly adaptive systems is given by different traditional approaches, particularly in the field of fault tolerance. So-called safety bags (cf. e.g., IEC 61508 [2]), for example, are a typical concept for monitoring a function to detect anomalies and trigger counter-reactions. Assuming that it would be possible to define a safety bag that can detect and handle any safety-related failure of an adaptive module, it would not be necessary to provide further assurance of that module. Though such approaches are based on traditional mechanisms rather than Models@Runtime, they would nonetheless fit into the framework as shown in the lower right corner of Figure 5-6. In general, any type of assurance approach can be easily integrated into the framework, as long as it is possible to provide a valid SafetyCertificate@Runtime.

Summarizing, we defined this framework based on a prognostic evolution of state-of-the-practice safety engineering lifecycles using the idea of Models@Runtime as a catalyst for building a conceptual bridge between the world of safety engineering on the one hand
and Models@Runtime on the other hand. Being based on safety engineering principles makes acceptance of the approach more likely. Yet it provides sufficient flexibility to integrate various different solution approaches based on Models@Runtime.

### 5.9. Conditional Safety Certificates – ConSerts

Shifting a kind of safety certificate into runtime is obviously a promising first step towards safety assurance of open systems of systems. As a concrete solution approach, we have developed the concept of conditional safety certificates (ConSerts) [85]. ConSerts are predefined modular safety certificates of the single systems (i.e., devices) that are to be integrated at runtime. Following the ideas of modular certification, they use the idea of contracts by defining safety guarantees on the one hand that are fulfilled by a component under certain preconditions, and safety demands on the other hand, i.e., safety requirements that must be fulfilled by the integration context. In addition, they define invariants expressing assumptions made during the safety assurance of the component, which must be fulfilled by the integration context at runtime.

Obviously, ConSerts follow basic principles that have proven to be very valuable for the modular certification at design time. There are, however, two important differences between ConSerts and standard modular certificates:

1. A conventional modular certificate certifies that a fixed set of safety guarantees is fulfilled by a system - given that a fixed set of invariants as well as safety demands is fulfilled by the integration context. This is possible since the systems or components are developed independently, but the development nonetheless follows the rules and requirements of a central integrator. In open systems of systems, however, we find heterarchical systems, which –as opposed to hierarchical systems – do not have a central root node with an integrator who takes responsibility for the integrated system. But all systems are independent from each other and have the same rights. Therefore, it is very unlikely that two systems could be integrated based on a statically and independently defined set of guarantees and demands since it is unlikely that the demands of a system would be fulfilled by guarantees of other systems.

Therefore, ConSerts are conditional. They define a number of variants, i.e., a set of alternative safety guarantees at different integrity levels, depending on which invariants and safety demands are fulfilled at which integrity level. Depending on the current integration context and the safety demands it fulfills, the system evaluates whether it can operate safely in this context and, if yes, which guarantees the system can fulfill in this context.

In fact, ConSerts are issued, just like static certificates, based on a static assessment by safety experts at design time. However, the experts must evaluate not only a single set of guarantees and demands, but all possible variants that are defined within the ConSert.
(2) In consequence this means that ConSerts need to be evaluated at runtime by the systems themselves. Therefore, ConSerts must be available at runtime in an executable representation and the systems need to possess mechanisms for composing and analyzing these runtime models, i.e., the systems must evaluate which safety guarantees are fulfilled. Often, this step requires a negotiation protocol, because different options of guarantees and demands must be negotiated between the involved systems in order to find a configuration providing a maximal level of functionality. Using these means makes it possible to establish and maintain safety contracts at runtime that span all levels of a composition hierarchy through pairs of ConSert-based guarantees and demands. However, safety is not a completely modular property. Therefore, it is usually not sufficient, to evaluate guarantees and demands, only. Instead, it is likely that some evidences must be acquired at the integration level. For example, to check if a shared communication medium provides sufficient bandwidth and availability for all communication partners. As another example consider two systems acting as redundant channels in a redundancy concept. In this case, the independence of those systems must be checked at runtime in order to exclude common cause failures. In order to support these types of checks at the integration level at runtime, we introduced the concept of runtime evidences as part of ConSerts.

Summarizing these aspects, there are five major constituents of ConSerts, which will be described in more detail in the following sub sections. First, sub section 5.9.2 illustrates the basic idea of guarantees and demands, before sub section 5.9.3 introduces the idea of runtime evidences. The evaluation of demands, runtime evidences and their mapping to guarantees at runtime is described in sub section 5.9.4. Finally, sub section 5.9.5 briefly introduces a model-based approach for specifying ConSerts.

Before these aspects are explained, sub section 5.9.1 explains some general assumptions on modeling open systems of systems.

5.9.1. General Assumptions on Modeling Open Systems of Systems

In order to define model-based safety certificates for open systems of systems, it is important to have an understanding, how the systems as such are modelled in order to augment the models with additional safety information. Figure 5-7 shows a possible approach of basic elements that can be used to describe open systems of systems and how those can be extended for supporting ConSerts. This approach has been introduced in [96] as a general basis for modeling open adaptive systems. In principle, ConSerts can be applied to various different approaches of modeling open systems. Therefore, the idea of using this approach for the remainder of this section is only for the purpose of illustrating how ConSerts can be integrated into a modeling framework for open systems. It does not mean that ConSerts cannot be applied to any other kind of modeling approach for open systems of systems.
The upper part of Figure 5-7 shows the main elements that are required for modeling open adaptive systems. The approach assumes that components in an open adaptive system are adaptive in the sense that they set themselves to different configurations at runtime, i.e. the freedom of dynamic adaptation is limited to dynamic reconfiguration. The services provided by a component depend on its currently active configuration. Which configurations can be activated at runtime depends on the availability and quality of the required external services in the current runtime context. We assume that all available services in an open system of systems need to be defined in a service type system, which is then used as a formal basis to match required and provided services as it is common practice in service oriented architectures.

Since the behavior of a component strongly depends on its current configuration, ConSerts are assigned to configurations instead of components. In order to express guarantees and demands of a ConSert, they refer to the services required and provided by a component. The services define the logical interface of a component. They are extended by a safety property, e.g., by defining potential failure modes of a service and / or appropriate counter measures.

For example, consider a component of a tractor providing the service ‘tractor acceleration’. In turn, the component requires a service ‘acceleration command’, e.g., provided by an external tractor implement. The latter service could then be extended by a safety property ‘too_high’ expressing the failure mode that too high an acceleration is commanded. A ConSert can then, for example, easily express a demand by referring to the required service ‘acceleration command’ and specifying that the failure mode ‘too_high’ has to be mitigated by the service provider.

By this means, ConSerts and functional interfaces are tightly coupled. On the one hand this means that ConSerts and all related safety assurance approaches can be based upon already existing interfaces. On the other hand, ConSerts can be considered as part of service interface negotiations.

Regarding the tractor example again, the acceleration interface has to be specified from a functional perspective anyway. The ConSerts are based upon this already existing interface. And the tractor component would not only check whether or not the implement
provides the required service. But based on ConSerts, it can additionally check whether or not the implement fulfills the safety demands before it grants access to the acceleration interface of the tractor.

5.9.2. Safety Guarantees and Demands

As described above, the dynamic integration of systems of systems technically relies on a service concept and type systems for all service properties. If one system defines a safety-related demand and another system defines a safety-related guarantee, it must be possible to unambiguously and reliably decide whether or not guarantee and demand match for composing these systems safely.

It is important to find an appropriate level of abstraction supporting automated analyses at runtime. Thus, in order to represent ConSert guarantees and demands at the service level, service specifications are augmented with safety properties (SP). A guarantee is fulfilled if the referred service can be provided in such a way that the assigned safety properties are fulfilled. In the same way a demand is fulfilled if the referred service is available in such a way that the associated safety properties are fulfilled.

In fact, safety properties are comparable to safety requirements, which can be derived similarly to those in a traditional safety engineering approach as described in chapter 2. The main difference is that the components and the structure of an open system of systems cannot be completely predicted at design time, so that a typical top-down approach based on a concrete system would not work. To this end, it is reasonable to work in terms of service types instead of concrete components. ConSerts assume that any functionality supported by an ecosystem of systems of systems, such as agricultural machinery, is documented in an appropriate service type system of the ecosystem and thus known at design time. This is a reasonable assumption since something like a type system is required for establishing functional connections anyway. For example, for connecting tractors and implements in the agricultural domain, the ISOBUS standard [100] specifies all information required to define such a type system for the ecosystem of connected machines for agriculture and forestry.

This knowledge can then be used as a basis for a safety analysis. The service specifications define the to-be-behavior of the services. Using techniques like HAZOP [40], interface FMEA [46], or sophisticated approaches like dynamic guide phrases [97][98], possible deviations from the intended behavior can be derived in order to identify failure modes of the analyzed service type. Based on these failure modes, it is then possible to define safety properties.

As an example, Figure 5-8 shows a generic definition of safety properties based on a common failure type classification defined in [72]. Usually, the safety property definition reflects the domain and service specific failure modes identified during the safety analysis as described above.
In this generic example, the principle failure modes Value, Provision, and Time are defined, which are further refined to Coarse and Subtle, Omission and Commission, as well as Early and Late, respectively.

A demand can then be specified by referring to the respective service type. Since the service type specification is extended by safety properties, it is additionally possible to define which of the specified safety properties must hold. In the same way a guarantee can be defined. Using such a type-system-like definition of safety properties is quite intuitive since it reflects failure modes as they are identified in safety analyses already today. And the runtime evaluation can be kept rather simple since it can be reduced to a type check.

In addition to the simple types, it is also possible to provide a refined specification for safety properties. For example, the safety property Value as shown in Figure 5-8, can optionally be refined using an additional parameter. As a concrete example, consider the failure mode value failure of the acceleration command service required by a tractor. Here it is possible to specify a concrete threshold using the additional parameter in order to refine what a value failure means in this particular case. In the concrete case of the example a value of 0.5 m/s² could be assigned to this parameter in order to express that the safety property Value is fulfilled, if the current acceleration command is not more than 0.5 m/s² higher or lower than the intended nominal acceleration value.

Additionally, it is necessary to assign an integrity level to safety properties. Those integrity levels fulfill the same purpose as integrity levels that are assigned to safety requirements in every conventional safety assurance approach. Examples are the Safety Integrity Level (SIL) of the IEC 61508 [2], the Automotive Safety Integrity Level (ASIL) of the ISO 26262 [4], the Design Assurance Level (DAL) defined in the DO-178C [5], and the Software Safety Classes for medical devices of the IEC 62304 [99]. Such an integrity level ultimately represents a level of confidence regarding the fulfillment of a given safety property.

Based on this information, it is possible to completely define guarantees and demands in a sufficiently formal way. By relating the definition to existing interfaces based on
service types simplifies the composition and increases the semantic expressiveness. By extending the type systems with safety properties, it is possible to provide an intuitive, yet sufficiently formal mechanism enabling runtime checks.

5.9.3. Runtime Evidences

When developing a modular safety argument for a service based on guarantees and demands, it might happen that additional evidences are required that cannot be modularized. Consider a device using different external services that must be executed independently from each other for ensuring the absence of common cause failures. In a closed system, requirements such as the independence can be proven at design time using techniques such as fault-tree-based common cause analysis. In open systems of systems, however, the according evidence must be derived at runtime when the required information is available. To this end, ConSerts support so-called Runtime Evidences (RtE) as an additional concept. Comparable to demands, it can be specified that different runtime evidences must be fulfilled in order to fulfill a guarantee. In contrast to demands, however, it is necessary to not only check the availability and quality of another service, but dedicated runtime analyses must be executed in order to check whether or not the required conditions are fulfilled in the current runtime context.

Figure 5-9 shows an initial classification of runtime evidences as they are currently supported in the ConSerts approach [85]. They can be classified into two categories, namely Intra-Device RtE and Inter-Device RtE. The former can be evaluated based on information available within a single device, whereas the latter require distributed evaluation mechanisms across several devices. This requires a collaboration of all devices involved. For this reason, Inter-Device RtEs cannot be defined as ‘freely’ as Intra-Device RtEs and should be part of a domain-specific standard. Runtime evidences are generally part of the safety measures and thus need to be certified according to the integrity level of ‘their’ associated guarantees in the ConSert.

As for Intra-Device-RtEs, ConSerts currently consider three classes of runtime evidences. One class of evidences considers the system context. For example, consider the successful allocation of internal resources that are required to provide a given service.
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The second class addresses safety functions, such as error detection, error handling, fault tolerance etc., that must work properly at runtime. Therefore, the corresponding runtime evidences monitor of the correct operation of safety functions. The third class covers evidences based on the environmental context. For example, the maximal acceleration accepted by the tractor could depend on the current awareness of the tractor operator, which could be measured using special sensors at runtime. It is however important to note that all information required to evaluate an intra-device evidence is available within the system itself.

As regards Inter-Device RtEs, there are currently three classes of runtime evidences considered, namely structural evidences, distributed safety functions, and conformance evidences. Structural evidences are used to check whether or not the system of systems is structured as expected. If, for example, different services are used as redundancy, it must be ensured that they have been realized completely independently from each other in order to avoid common cause failures. To this end, a runtime evidence checks the structure of the system of systems for ensuring that the chains of systems, which are required to implement the services, are independent from each other.

Runtime evidences belonging to the class ‘distributed safety functions’ check whether or not safety functions that are distributed to different systems work correctly. For example, a tractor must not be automatically accelerated from a standstill position. The according safety function can be distributed to the tractor as well as to the implement. The runtime evidence has then to check that the distributed safety function works properly in the current machine setting and runtime context.

Lastly, conformance evidences check that all systems involved comply to the same standards of interoperability, safety etc. For example, it might be necessary to check that the tractor as well as the implement are compliant to the ISOBUS standard. Moreover, this includes checks that the ConSerts of all machines have been issued by accredited authorities.

This is, however, only an initial set of runtime evidences, which can be and must be extended for concrete application scenarios. Referring to the ideas of safety models at runtime, it is for example possible to easily integrate runtime checks of safety cases or runtime verification mechanisms as runtime evidences into the ConSert framework.

5.9.4. Mapping Functions and Runtime Evaluation

With the help of safety properties, we can now specify ConSerts through (sets of) mapping functions between guaranteed safety properties of provided services and demanded safety properties of required services and runtime evidences. ConSerts are generally specified per component, or, in case the component is adaptive and has several configurations, per configuration. Mapping functions are specified for each offered service of a configuration. Therefore, a ConSert might comprise several mapping functions. The domain $D$ of a concrete mapping function $f: D \rightarrow G$ is the union set of sets
of safety demands, i.e., safety properties that are relevant for the required services, and the set of runtime evidences. The co-domain $G$ is the set of safety guarantees, i.e., the safety properties that can be guaranteed by the provided service. Though arbitrary mapping functions are possible, specifying the mapping functions as Boolean functions turned out to be fully sufficient. To this end, the mappings are split up as described in the following.

For each provided guarantee of each provided service, there shall be a separate ConSert subtree (CST), represented by a Boolean function $f: \mathbb{B}^k \rightarrow \mathbb{B}$. Inputs of the mapping function are $k$ Boolean variables, each representing a demanded set of safety properties belonging to a required service as well as required runtime evidences, respectively. Such a Boolean variable is true if the demanded safety properties are actually met or if the runtime evidence evaluates to true at runtime, respectively. The Boolean variable of the co-domain represents one concrete set of safety properties that can be guaranteed for the provided service if the Boolean function (i.e., the respective CST) evaluates to true (i.e., all demanded safety properties are met by the required services and all required runtime evidences evaluate to true). So all in all, ConSerts consist of a number of trees specifying Boolean functions, each modeling the condition for its respective guarantee variant and taking demands and runtime evidences as input.

Using guarantees and demands and the according mapping functions, a system’s dynamic safety characteristics can be described completely modularly, since it is only based on information available in the local interfaces. Due to the simplicity of the mapping functions and the definition of services and safety properties based on simple type systems, a runtime evaluation is easily possible.

At runtime, the modular ConSerts of the single systems that shall be integrated need to be composed in order to assess the safety of the emerging system of systems. It is desirable to keep the ConSerts and the runtime evaluation as simple as possible and to leave the major part of safety engineering at development time. It is therefore important that ConSerts operate at the certificate level, i.e., by conducting (almost) complete safety engineering and certification at development time and only leaving open some pre-defined certificate variants. These variants can then be resolved at runtime by checking the associated conditions that are bound to the fulfillment of formalized domain-specific demands.

Thus, each component in an open system of systems should at least have one ConSert (several if it has different configurations), specifying its respective pairs of safety guarantees and demands. Technically, there needs to be an adequate runtime representation for ConSerts as well as corresponding mechanisms to enable dynamic composition and evaluation, which will be described below. When a composition structure is built at runtime, a ConSert of a component is always responsible for providing the correct guarantees (i.e., the correct certificate variant) for this component based on the fulfillment of the respective demands. The demands are either directly related to the safety properties of required services or to runtime evidences. With runtime evidences, it
is possible to acquire evidences beyond the required services (such as properties of the compositional structure).

The evaluation of a composition of ConSerts starts from the ‘leaf components’ that do not have any further service dependencies. Their guarantees are propagated up through the composition hierarchy by means of the mapping functions until the top-level component is reached. The evaluation of ConSerts is generally conducted at integration time and whenever the overall composition or configuration changes. Of course, runtime evidences (and also ConSerts as a whole) might be further utilized to monitor systems during runtime. Whenever a runtime evidence is no longer valid, this will have an impact on the current ConSert and the levels of guarantees that can be assured. Through the dependencies between ConSerts within a composition hierarchy, this can result in fewer guarantees or a reduction of integrity levels on the top level, too. When this violates safety requirements, appropriate countermeasures can be taken. Typical measures are switching into a fail-safe state or reconfiguration (graceful degradation). The monitoring frequency could be adjusted according to the respective setting. Services that sporadically send some information could re-evaluate their ConSerts every time and attach the result to their information. Some runtime evidences might even be monitored continuously without big overhead. Others, like independence, would only be evaluated when the application is initialized or when the structure of the system composition actually changes.

The actual component-level evaluation algorithm is identical for each component. It begins with the Invariant and then continues with the CST that offers the best safety guarantees for the service. If the configuration offers several services, this step must be done for each service. At runtime, a CST is represented as BDD at runtime for enabling an efficient evaluation. Therefore, it can be evaluated by traversing its runtime BDD representation, thereby evaluating the BDD nodes that correspond to the Boolean input variables of the CST.

This evaluation is twofold: If the corresponding Boolean variable refers to a demand, its specification has to be matched with the specification of the corresponding guarantee of the consumed service. This comprises matching the different safety properties with their types, specifications, and integrity levels, which are all specified according to the type system. If the Boolean variable refers to a runtime evidence, a specific evaluation (sub-) process is triggered. If a CST (other than the Invariant) evaluates to false, the subsequent CST will be evaluated. As soon as a CST evaluates to true, the corresponding set of guarantees is propagated up in the composition hierarchy to the potential consumer of the evaluated service. If none of the CSTs evaluates to true (or the invariant evaluates to false), only the default guarantee can be assured. Eventually, all components in the composition hierarchy have conducted their evaluation process and the top-level component (i.e., the component that initially started the process) can match the actual possible safety guarantees with its top-level safety demands. Now, the overall composite can either be accepted (i.e., corresponding service contracts can be established) or rejected.
As an example for the evaluation of runtime evidences consider an independence runtime evidence. The latter plays an important role when redundancy is required in order to avoid dependent failures, such as common cause failures or cascading failures. There are two different aspects to this problem that need to be resolved. On the one hand, it must be guaranteed that the respective services do not have any dependencies within single components (i.e., different dependent services that are offered by the same component configuration). On the other hand, it must be ensured that there are no commonly used services on lower levels of the composition hierarchy. The first of these two aspects can be tackled with the help of dependency matrices, which need to be integrated into the components. These matrices make potential dependencies between different provided services of a component explicit. The second aspect requires a dedicated distributed protocol to generate and compare service dependency traces. A prerequisite for such a protocol is a suitable naming scheme for services that yields unique service names. A pragmatic approach is to use a naming scheme that incorporates (unique) device/component names such as \(<device\_name>\_<service\_name>\).

To generate service dependency traces, the first step is to consult the local dependency matrix belonging to the current component configuration. The dependency matrix contains internal as well as external dependencies. For both, the respective service names are added to the trace. The next step is to request the providers of the required external services. This is done via a specific independence request, which is issued directly to the respective components. Again, their dependency matrix is analyzed and the same steps are conducted. Step by step, all dependent services, internal and external ones, are added to the trace. Eventually, when there are no further dependencies, the traces are propagated back to the initial issuer of the request. There, all traces are compared with respect to common elements. If there are common elements, the services are dependent and the runtime check fails. Otherwise, the runtime evidence evaluates to true.

In fact, each runtime evidence might require a separate runtime algorithm and/or protocol. Particularly distributed runtime evidences therefore require a standardization within an ecosystem of systems of systems. Connecting arbitrary systems not following the same standards can therefore not be safely integrated using ConSerts.

### 5.9.5. Specification Technique

In order to seamlessly integrate the idea of ConSerts into a model-driven design process, it is important to provide a graphical modeling notation for specifying ConSerts. In fact, this mainly requires a possibility to model CSTs. As described earlier, a CST is a Boolean function taking demands and runtime evidences as input. Therefore, a CST can be seen as a tuple \((D, R, O, g, E)\) with:

\(D\): A set of demands

\(R\): A set of runtime evidences

\(O\): A set of Boolean operators, which are represented as gates
$g$: the provided guarantee, i.e. the guaranteed output value

$E$: A set edges connecting demands, runtime evidences, operators and the guarantee

In addition to the single CSTs, a ConSert contains an invariant and defines a default guarantee. For each of these constituents a modeling element has been defined as they are shown in Figure 5-10.

![Graphical Modeling Elements of a ConSert](image)

Figure 5-10 Graphical Modeling Elements of a ConSert [85]

All of these elements can be connected using directed edges. The name of a ConSert should always follow the following scheme:

\[
<\text{component}\_\text{name}>,<\text{configuration}\_\text{name}>,\text{ConSert}
\]

The top-level element of any CST is a guarantee, which has one ingoing edge, representing the evaluation result, and no outgoing edge. It defines the associated provided service, the integrity level, and a set of fulfilled safety properties. A special type of guarantee is the default guarantee, which has no ingoing edges. It defines the guarantees that can be fulfilled in any case, independent of any demands, runtime evidences, or invariants.

In addition to defining guarantees, it is possible to define an invariant, which must be fulfilled for all guarantees except for the default guarantee. In principle, it is defined just like a CST, which will be evaluated at runtime before any CST of the guarantees is evaluated. However, an invariant is not associated to a specific service. Therefore, in contrast to guarantees, there are no further specifications like services or integrity levels required. To underline this difference, invariants can be defined using a dedicated modeling element (cf. Figure 5-10).

In order to express the mapping functions for the normal guarantees, different Boolean gates can be used. A gate has an arbitrary number of ingoing edges and exactly one outgoing edge. Currently, ConSerts support AND-gates as well as OR-gates. Following the standard semantics, the output of an OR-gate is true if one of the ingoing edges is true. The output of the AND-gate is true if all ingoing edges are true. In principle, any kind of Boolean function could be extended as gate to ConSerts.

The leafs of the resulting tree are defined by demands or runtime evidences, respectively. Demands express requirements on external services, namely which safety properties must be fulfilled at which integrity level. Therefore, they have no ingoing edges and may have an unlimited number of outgoing edges leading to different gates or guarantees. In the same way as guarantees they specify the associated required service, the required integrity level, and a set of safety properties that must be fulfilled.
Finally, it is possible to model runtime evidences. They have at least one outgoing edge and no ingoing edges. Since various different runtime evidences are possible, they are typed. Depending on the type, additional specification elements might be required. Considering the independence evidence as example, the additional specification contains a list of all services that need to be regarded in the analysis.

Figure 5-11 Example of a ConSert [85]

In order to further illustrate the concepts, Figure 5-11 shows an example taken from [85]. It shows an excerpt of a ConSert of a round baler, which can control a tractor using a tractor implement automation protocol (TIA). The default guarantee in the middle will not guarantee any integrity level\(^3\), i.e. the system must not be used in safety critical setting. The left guarantee is the one with highest priority as it is shown by the priority number in brackets. In general, it provides an integrity level of AgPL\(^3\) c and refines certain safety properties. For example, it guarantees that a self-acceleration will not be caused by the implement in a standstill situation by AgPL d ($SelfAcc_{;SS}.AgPl=d$). There are two options modelled, how this guarantee can be fulfilled. To this end, an OR-gate is used.

One of the options has been omitted in the example. The second option, requires various demands regarding the steering angle commands, speed commands, and power take off (PTO) engagement. Additionally, a runtime evidence is required, which ensures

---

\(^3\) AgPL= Agricultural Performance Level, notion of integrity levels used in the agricultural domain. QM=Quality Management, no safety guarantees are given. (ISO 25119 [101])
that the safety function that prohibits an operation during standstill is still working at runtime.

Furthermore, the ConSert shown in the example models an invariant, which must be fulfilled for all guarantees. In this case, three runtime evidences must be fulfilled to fulfill the invariant. First, it must be ensured that the implement and the connected partner currently work compliant to the ISOBUS-standard\(^4\) [100]. Second, the implement must first successfully pass a self-check. And third, a special protocol checks the interoperability, i.e., whether or not tractor and implement can work together properly from a functional point of view, which could be realized, e.g., using runtime interoperability tests.

Based on this notation, ConSerts can be easily integrated into a model-driven design-flow. They provide a very intuitive yet sufficiently expressive means to express runtime certificates. Due to the given formality and simplicity, they can be easily evaluated at runtime. Therefore, they provide an ideal basis for runtime safety assurance. This is particularly true, if we do not consider ConSerts for runtime certification only, but as the key element in the broader context of the safety assurance framework that was discussed in the previous section.

\(^4\) The ISOBUS standard defines all rules for implementing tractor implement automation
6. Summary and Future Work

Assuring safety in open systems of systems poses several challenges. In general, safety assurance approaches and the complete underlying philosophies assume that the system is completely specified prior to a final safety assessment. And that the systems’ safety is assessed by a human expert before its commissioning. Open systems of systems, however, cannot be completely specified at design time. They are dynamically composed at runtime, when different systems ‘meet’ in the field and dynamically interconnect to each other. Therefore, open systems of systems emerge dynamically in the field at runtime. This emergent property is however not limited to the structure, but the system start collaborating as a collective, so that a collective behavior emerges. Moreover, the systems need to dynamically adapt themselves in order to provide the flexibility that is required to operate in such a dynamic setting. In consequence, this leads to uncertainties. This means that there are several properties that cannot be completely anticipated at design time. Thus, traditional safety assurance approaches cannot be used for open systems of systems. Instead, it is indispensable to shift certain parts of the safety assurance process into runtime so that safety assurance can be completed when the concrete context is known.

In order to yield such a runtime safety assurance framework, it is important to use conventional safety assurance lifecycles as starting point, because it is necessary to demonstrate that runtime assurance leads to the system safety integrity as established design time safety assurance approaches. Several steps were then necessary for advancing conventional safety assurance approaches to a runtime safety assurance framework. In order to enable such a framework, we combine the ideas of safety assurance with those of Models@Runtime, which are used for developing open adaptive systems. This means, we created safety models which can be shifted into runtime for enabling the system to reason about its safety at runtime. Using models at runtime enables a sufficient degree of flexibility without losing the required reproducibility. This approach required several steps, which are briefly summarized in the following:

In the first step, it is essential to provide the necessary modularity. While modularity is common practice in engineering, most safety artifacts are not modular by default. In addition to existing modular fault tree analysis approaches, we therefore also modularized the FMEA as a further widely used safety analysis technique. And even more importantly, we also modularized safety concepts and safety cases, as the most important safety artifacts besides safety analyses.

In addition to the modularity, most conventional safety artifacts do not have a model-based representation as it is required for enabling safety models at runtime. Particularly this means that the safety artifacts must provide a minimum level of formality to be interpreted at runtime. Therefore, we advanced modular safety assurance to model-driven safety assurance. This means that we defined a model-based representation of all relevant safety artifacts. By doing so we furthermore seamlessly integrated the safety assurance
lifecycle with the development lifecycle. Besides providing a sound basis for safety models at runtime, this approach has proven to provide many advantages for increasing the efficiency of design time safety assurance as well.

Finally, we used the safety models as a basis to create safety models at runtime. In principle, all of the safety models can be made available at runtime. However, it is reasonable to leave as much responsibility as possible at design time. Therefore, we first focused on safety certificates at runtime, which we implemented as conditional safety certificates – ConSerts. ConSerts already provide a very powerful means of runtime safety assurance for open systems. We have successfully applied the concept in different projects with industry [85]. But even more importantly, ConSerts are the key element of our runtime safety assurance framework. If each system in a system of systems provides a ConSert, it is possible to safely integrate the systems. How the safety assurance happens within the single systems is not relevant for their safe integration. Therefore, ConSerts as safety certificates at runtime provide a means for realizing information hiding in the runtime safety assurance framework. This ensures the required flexibility of the framework to support heterogeneous assurance approaches and it enables the required scalability of the framework to large scale systems of systems.

Using safety certificates at runtime as generic safety interface for a safe system integration at runtime opens a wide range of possibilities to assure the safety of single systems at runtime. For example, we provided concepts to additionally have safety cases or safety analyses at runtime enabling even more flexible dynamic system adaptations. And any other approach for runtime safety assurance can be integrated as long as a runtime safety certificate is provided as safety interface at the system border. This is an essential characteristic of our safety assurance framework, since the systems are developed independently by different companies, each of which needing the freedom to use its own safety assurance approach.

The safety assurance framework has already shown to be a very valuable result for runtime safety assurance of open systems of systems. Nonetheless, it opened a door to a completely new field of safety assurance. Traditional safety assurance research was experiencing a saturation over the last decade and runtime safety assurance was hardly considered. Based on our work on runtime safety assurance, safety research got new impulses and the safety assurance of open systems of systems has gained a lot of importance over the last five years in the safety community. Particularly the idea of SafetyModels@Runtime (SM@RT) has a huge potential for future work. Though we made first steps considering safety cases and analyses at runtime, they bear much more potential. For example, safety analyses could use real time information for better estimations of failure rates, e.g., based on similar approaches as they are used for predictive maintenance. Moreover, the runtime information gathered in analyses and safety cases cannot only be used within a single a system or system of systems. But it is possible to gather the collected knowledge of complete fleets. In consequence, general patterns, issues and solutions could be derived and the systems can be optimized.
accordingly. This means that the safety of systems of systems cannot only be monitored, but the collective safety intelligence across a complete fleet could be used to improve the systems’ safety. Particularly regarding more complex systems like autonomous systems, whose safety is very difficult to assure, this collective safety knowledge from systems in the field could be invaluable for an effective safety assurance. In the same way as the systems’ functional intelligence is increasing based on collective experience collected in the field, it would be possible to use a runtime safety assurance framework as a basis for building up collective safety experience in order to improve the systems’ safety intelligence.

Obviously, the runtime safety assurance framework for open adaptive systems is a first step into a new world of safety assurance. It provides a basis for a wide range of completely new possibilities and approaches. And since intelligent, collective systems of systems will be the basis of future innovations, there will be a continuous need for appropriate safety assurance approaches.

Therefore, this thesis does not describe the result of a finished thread of research, but it describes the results, which could be a starting point for a young field of research, which will continuously gain even more importance in the future.
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