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Abstract

The task of printed Optical Character Recognition (OCR) is considered a “solved” issue by many Pattern Recognition (PR) researchers. The notion, however, partially true, does not represent the whole picture. Although, it is true that state-of-the-art OCR systems for many scripts exist, for example, for Latin, Greek, Han (Chinese), and Kana (Japanese), there is still a need for exhaustive research for many other challenging modern scripts. Example of such scripts are: cursive Nabataean, which include Arabic, Persian, and Urdu; and the Brahamic family of scripts, which contain Devanagari, Sanskrit, and its derivatives. These scripts present many challenging issues for OCR, for example, change in shape of character within a word depending upon its location, kerning, and a huge number of ligatures. Moreover, OCR research for historical documents still requires much probing; therefore, efforts are required to develop robust OCR systems to preserve the literary heritage.

Likewise, there is a need to address the issue of OCR of multilingual documents. Plenty of multilingual documents exist in the current time of globalization, which has increased the influence of different languages on each other. There is an increase in the usage of foreign words and phrases in articles, newspapers, and books, which are generating a large body of multilingual literature everyday. Another effect is seen in the products we use in our daily lives. From packaging of imported food items to sophisticated electronics, the demand of international customers to access information about these products in their native language is ever increasing. The use of multilingual operational manuals, books, and dictionaries motivates the need to have multilingual OCR systems for their digitization.

The aim of this thesis is to find the answers to some of these challenges using the contemporary machine learning methodologies, especially the Recurrent Neural Networks (RNN). Specifically, a recent architecture of these networks, referred to as Long Short-Term Memory (LSTM) networks, has been employed to OCR modern as well historical documents. The excellent OCR results obtained on these documents encourage us to extend their application to the field of multilingual OCR.

The LSTM networks are first evaluated on standard English datasets to benchmark their performance. They yield better recognition results than any other contemporary OCR techniques without using sophisticated features and language modeling. Therefore, their application is further extended to more complex scripts that include Urdu Nastaleeq and Devanagari. For Urdu Nastaleeq script, LSTM networks achieve
the best reported OCR results (2.55% Character Error Rate (CER)) on a publicly available data set, while for Devanagari script, a new freely available database has been introduced on which CER of 9% is achieved.

The LSTM-based methodology is further extended to the OCR of historical documents. In this regard, this thesis focuses on Old German Fraktur script, medieval Latin script of the 15th century, and the Polytonic Greek script. LSTM-based systems outperform the contemporary OCR systems on all of these scripts. For old documents, it is usually very hard to prepare transcribed dataset for training a neural network in supervised learning paradigm. A novel methodology has been proposed by combining segmentation-based and segmentation-free approaches to OCR scripts for which no transcribed training data is available. For German Fraktur and Polytonic Greek scripts, artificially generated data from existing text corpora yield highly promising results (CER of <1% and 5% for Fraktur and Polytonic Greek scripts respectively).

Another major contribution of this thesis is an efficient Multilingual OCR (MOCR) system, which has been achieved in two ways. Firstly, a sequence-learning based script identification system has been developed that works at the text-line level; thereby, eliminating the need to segment individual characters or words prior to actual script identification. And secondly, a unified approach for dealing with different types of multilingual documents has been proposed. The core motivation behind this generalized framework is the reading ability of the human mind to process multilingual documents, where no script identification takes place. In this design, the LSTM networks recognize multiple scripts simultaneously without the need to identify different scripts. The first step in building this framework is the realization of a language independent OCR system that recognizes multilingual text in a single step, using a single Long Short-Term Memory (LSTM) model. The language independent approach is then extended to a script independent OCR framework that can recognize multiscript documents using a single OCR model. The proposed generalized approach yields low error rate (1.2%) on a database of English-Greek bilingual documents.

In summary, this thesis aims to extend the OCR research, from modern Latin scripts to old Latin, to Greek and to other “underprivileged” scripts such as Devanagari and Urdu Nastaleeq. It also provides a generalized OCR framework in dealing with multilingual documents.
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Chapter 1

Introduction

Research in Optical Character Recognition (OCR) is an old field in Pattern Recognition (PR). The process of human reading is the inspiration behind developing a machine that could read text with the same proficiency as humans do. In fact, the very early systems reported for OCR were intended to help the blind to read. Decades of research in this field has resulted in many practical systems, from sorting posts in post offices [RH89] to automatically recognizing bank checks [GAA+99], from hand-held scanners to sophisticated systems reading the text in natural scenes [Mat15].

The process of converting paper documents into their digital counterparts is commonly known as Document Image Analysis (DIA). The pipeline of a typical DIA system is shown in Figure 1.1. The OCR module in a DIA recognizes text; however, it cannot readily do so because of the presence of graphics, images, page orientation and skew issues. It is therefore necessary to separate text from the non-text regions in a given document image, and bring it to a form where the OCR module can be applied.

The first step in many DIA systems is to binarize the input image. This basically segments the document image into foreground and background pixels [Gat14]. This not only lowers the storage requirements and simplifies further processing but also cleans the document from unwanted details, for instance, noise, bleed-, or shine-through. The task of layout analysis in a DIA system is to extract text-lines, words, or characters from any given scanned page. It is very important to do the layout analysis step with high accuracy; otherwise, the efficiency of the recognition step would be compromised.

The core of many DIA systems is the OCR module. This module converts the document from image form to the corresponding textual form, which is suitable for information extraction, retrieval, and indexing. Over decades of research in OCR, various
methods have been proposed to carry out the text recognition task. As technology becomes efficient and economical, OCR algorithms have begun to be used for more and more complex languages and scripts. These new scripts bring specific challenges to the table, thus resulting in new and improved methodologies.

Over the past decade, Hidden Markov Models (HMM) have received a lot of attention, mainly in the field of speech and handwriting recognition. They have been used for OCR of various printed scripts as well (see [MSLB98, EM08, HHK08]). Though HMMs yield good results, they suffer from a known property of generative models, that is, the assumption about the probability of each individual state is independent of its previous states. Moreover, there are many important heuristics that one has to take care of, like HMM structures, input features, and character segmentation algorithms.

In order to overcome these shortcomings of pure HMM-based recognition methods, researchers have proposed HMM/ANN hybrid approaches [Ras14]. In these approaches, Artificial Neural Networks (ANN) are used as discriminative feature extractors, while the HMM is used as a text recognition engine. Although, these hybrid approaches perform better than solely HMM-based ones; they still suffer from the undesired properties of HMMs [Gra12].

Recurrent Neural Networks (RNN) are basically an extension of the feedforward neural networks. The difference lies in the way neurons at the hidden layer(s) are connected. At any given time, a neuron in a hidden layer receives input not only from the external input state, but also from the previous hidden state. RNNs are considered good at context-aware processing and at recognizing patterns occurring in time-series [Sen94]. However, traditional RNNs have not shown competitive performance in large scale tasks like OCR and speech recognition, perhaps due to the vanishing gradient problem [HBFS01, BSF94]. This problem is explained in detail in Section 2.2.2.

The Long Short-Term Memory (LSTM) [HS97] architecture was designed to overcome this issue. It is a highly non-linear recurrent neural network with multiplicative “gates” and additive feedback. Graves et al. [GLF+08] introduced Bidirectional LSTM (BLSTM) architecture for accessing context in both forward and backward direction. Both layers are connected to a single output layer. To avoid the requirement of segmented training data, Graves et al. [GFGS06] used a forward-backward algorithm (referred to as the Connectionist Temporal Classification (CTC) in the literature) to align transcripts with the output of the neural network.
Figure 1.1: The Document Image Analysis (DIA) pipeline. A DIA consists of three main modules. The first major step is to segment the textual information from a given scanned page. The layout analysis module extracts text-lines, words or characters from a given page and the OCR module does the actual text recognition. Errors induced by these two modules are then corrected at a post-processing step using language models or dictionary correction.
An important feature of LSTM-based line recognizers is their ability to achieve very high recognition accuracy without using any sophisticated, handcrafted, or specialized features and without the use of any kind of post-processing steps, such as language modeling, dictionary correction, or any other adaptation. This makes the whole process very easy to use and applicable to a wide variety of scripts and languages.

1.1 Motivation

Despite the technological advancements in the field of OCR systems, the practical use of such systems is often unsatisfactory. Variations in capturing techniques directly affect the final recognition of these automated systems. Scanning artifacts result in many degradations, such as connected characters, ink spread, bleed-, and shine-through. The case of digitizing historical documents gives rise to several other challenges, such as torn pages, archaic orthographies, and the use of ancient scripts. The complexity of scripts to be recognized plays a limiting factor, not only in historical scripts but also for many modern scripts where complex grapheme structure and difficult orthographic rules challenge the capabilities of modern recognition systems.

Another issue that has been reported more frequently in recent years is the case of multilingual documents, which have resulted from globalization. Operational manuals, multilingual books, and translations are some of the main sources of multilingual documents. Dealing with multiple grapheme structures of various scripts is a challenge for OCR systems, which have been designed for single-script documents. These multiple challenges are outlined in Figure 1.2, with representative images to clarify the issues.

OCR research for many of the above-mentioned challenges is still in its infancy. Many complex, modern scripts, such as Devanagari and Arabic-like scripts, lack a reliable OCR system. Same is the case with historical documents, where unavailability of Ground-Truth (GT) data is a major limitation in developing automatic recognition systems.

This thesis aims to solve some of these problems by applying state-of-the-art RNNs on one hand and by developing novel techniques on the other to address the issue of limited transcribed data. RNN-based methods have yielded excellent OCR results. The added advantage of using automatically-learned features and simple usage allow the same architecture to be used for a variety of scripts with outstanding results.
Figure 1.2: Three categories of documents that are limiting the implementation of a robust OCR technology. Modern cursive scripts including Nastaleeq and Devanagari challenge present OCR methods with their complex grapheme structure. Historical documents are generally highly degraded and possess archaic orthographies, which are difficult to reliably OCR. Multilingual documents are difficult to OCR as they comprise of multiple grapheme structures and a wide variety of character labels.
1.2 Research Hypothesis

The main hypothesis of this research work is based on the claim that RNN very closely mimic the functioning of biological neural networks [GEBS04]. Therefore, they should be able to replicate human reading capabilities to a good extent. Their ability to process contextual information enables them to learn sequence to sequence mapping, making them an appropriate choice for text recognition tasks. Context plays an integral part in reliably predicting a character in this situation. Moreover, their ability to automatically learn the distinguishing features from a text-line image enables them to work on a variety of scripts and languages.

1.3 Contributions of the Thesis

The major contributions of this thesis in the field of OCR for modern and historical printed documents are summarized below:

1. A semi-automated database generation methodology for cursive scripts is presented. This methodology is evaluated on creating a ligature-level database for Urdu Nastaleeq script; however, the same method can be extended to other scripts to create character or word-level GT database.

2. Datasets for Polytonic Greek and printed Devanagari scripts are presented using the image synthesis methods that model various image defects to reflect the scanning artifacts. These databases are made freely available for other research purposes.

3. Application of LSTM-based methodology to OCR printed English, Devanagari, Urdu Nastaleeq, Fraktur, and Polytonic Greek scripts has been presented. This segmentation-free OCR approach yields the best reported results for these scripts on public databases.

4. A framework, combining segmentation-based and segmentation-free OCR approaches, is proposed to digitize medieval Latin script of the 15th century. This framework can easily be adapted to other scripts where training data is not available. Starting with single characters, a segmentation-based OCR system is used to generate the text-line level, semi-corrected transcription. This semi-corrected ground-truth data is then used to train an LSTM-based segmentation-free OCR system in an iterative manner. With each iteration, the LSTM network learns more characters using the context of neighboring characters.
5. A sequence learning methodology has been presented to identify multiple scripts in a multilingual document. This method works at text-line level with high accuracy, yet it identifies the script of individual characters.

6. A novel approach is described to carry out language independent OCR for a single script that is used by multiple languages. LSTM-based OCR has shown that it can yield very low error rates to OCR the text in these languages using a single model trained on a mixture of texts.

7. The basic idea behind the language independent OCR (using only a single LSTM model) is extended to the more general case of script-independent generalized OCR where a single LSTM model can recognize text in multiple scripts.

1.4 Thesis Structure

The structure of this thesis is depicted in Figure 1.3 showing the relationship between different chapters. The first two chapters overview the field of OCR. The remaining thesis can be divided into three main parts. The first part, spanning Chapter 3 and Chapter 4, familiarizes readers with specific issues of modern and historical scripts, and states the contributions of this thesis in proposing various datasets for several scripts. The second part of this thesis, comprising of Chapter 5 and Chapter 6, reports the monolingual OCR systems developed for modern and historical scripts respectively. The third part consists of Chapter 7 and Chapter 8 and it discusses the contributions of this thesis for text recognition in multilingual documents. A chapter-wise overview of the thesis is now given:

The second chapter overviews the various methodologies that have emerged as a result of decades of OCR research. Two categories of OCR methods, one termed in the literature as segmentation-based and the other as segmentation-free techniques, are discussed. Both methodologies are benefited by many image processing, statistical pattern recognition, and machine learning algorithms. In particular, it is noted that modern machine learning algorithms, specifically recurrent neural networks are suitable to OCR text-line images in a sequence learning paradigm. An OCR method based on these networks has been utilized in this thesis for various scripts.

After discussing different methodologies for OCR, Chapter 3 outlines several challenges that are hampering the establishment of a reliable OCR system. Specific challenges due to the nature of various modern and historical scripts have been described. Moreover, it is also highlighted that the unavailability of GT data is a major obstacle to OCR reliably.
Figure 1.3: Thesis structure and recommended flow of reading. Part-I should be read first after the prelude. Then Part-II and Part-III can be studied in parallel. The chapters within a part are inter-related, so it is highly recommended to read them in the shown sequence.
One issue that is of particular interest for many modern and historical scripts is the unavailability of datasets to evaluate the OCR algorithms. Chapter 4 presents the contributions of this thesis in the development of various datasets. These datasets are based on semi-automated database generation method and on synthetic text-generation using different image degradation models.

Chapter 5 discusses the results of OCR on three modern scripts using the above-mentioned LSTM networks. The LSTM-based OCR text-line recognizer yields excellent results without using any hand-crafted features or any sophisticated post-processing technique, like language modeling and dictionary correction.

Chapter 6 presents the evaluation of the same LSTM architecture for three historical scripts namely, German Fraktur, Polytonic Greek, and Latin script of medieval ages. It is demonstrated that using artificial data (generated using various image defect models) greatly helps in training an LSTM network that yields low error rates on these scripts. However, for Latin script of the medieval era, the transcribed data is not present either, making it extremely difficult to even produce synthesized data. The second part of this chapter presents the contribution of thesis in combining a segmentation-based OCR method (trained on individual characters) with an LSTM-based OCR approach.

Chapter 7 and Chapter 8 compose the last part of this thesis, which deals with the OCR of multilingual documents. Chapter 7 introduces a unique method for multiple script identification, using the sequence-to-sequence mapping principle of LSTM networks.

Script identification is traditionally used in the process of multilingual OCR to separate the underlying scripts before applying single OCR models on recognized scripts. However, script identification is unsatisfactory from the point of view of human reading process, which does not involve any such step. Based on this idea, a generalized framework to OCR multilingual documents is proposed in Chapter 8 that does not incorporate the script identification step. In the first part of this Chapter, a language independent OCR method is proposed using LSTM networks. A single OCR model trained on a mixture of three European languages of the Latin script yields very low error rates when tested on each of the individual language. An extension of this work is reported in the second part of this chapter to include multiple scripts.

Chapter 9 concludes this thesis with a description of some important lessons learnt and provides some guidelines for future work.
Chapter 2

Research Methodologies for Printed OCR

OCR is an old discipline, dating back to 1870 when the first retina scanner was invented by C. R. Carey. The first patent on OCR (named “Reading Machine”) was obtained in 1929 [Tau29]. The first commercial OCR system was made available in the 1950s to digitize sales reports [Eik93]. The OCR machines available till the 1980s were primarily hard wired systems with specialized fonts and styles. These earlier systems were very costly, thereby restricting their common use in public. However, as computer hardware became cheaper, the growth and demand of such equipment started to increase. By the mid 1980s, software-based OCR systems became available. Modern OCR systems have combined the benefits of both advancement in technology and hardware. This chapter overviews some of the broad categories that have emerged over a century of research in this field.

Traditionally, the process of recognizing text involved the segmentation of the page into text-zones (paragraphs), then into text-lines, followed by words and finally into individual characters. A character recognizer would recognize the segmented characters one by one. This technique is referred to as “segmentation-based” OCR in the literature and Section 2.1 describes various methods developed for this type of OCR over the years.

The second, more recent technique is holistic OCR. In this approach, the recognition is done at word or at text-line level. This avoids the harder task of extracting characters from text-lines. Section 2.2 discusses the current state of research in this category, in detail.
2.1 Segmentation-Based OCR

In segmentation-based OCR approach, the first major step is to identify individual components, suitable for final recognition (OCR) step. Such an approach depends heavily upon the extraction of individual characters from the text. This methodology has remained state-of-the-art for a very long time, before finally giving way to segmentation-free approaches. Tesseract \([\text{Tes14}]\) – a popular open-source OCR system – is a fine example of a segmentation-based OCR system. Within this paradigm, there are many methods for both printed and handwritten character segmentation and various survey papers have been reported in the literature \([\text{CL96, Lu95, SSR10}]\) for these methods.

Segmentation-based OCR can be broadly divided into two major classes. The first class is based on template matching, in which connected components (characters) are extracted and are subsequently matched against the possible templates. The recognition is achieved based on a certain similarity criterion. Section 2.1.1 describes various ways in which this technique has been used for the purpose of OCR.

The second type of segmentation is based on over-segmentation technique. In this technique, instead of finding an exact dividing point between two characters, an approximate segmentation point (cut) is found. The over-segmentation is then corrected at a later stage. More details can be found in Section 2.1.2.

2.1.1 Template Matching for OCR

Tauscheck’s \([\text{Tau29}]\) patent of OCR was based on template matching. However, unlike modern day template matching algorithm for pattern recognition, templates were mechanical. A match is found when light in optoelectronic sensors fails to reach the detector. In fact, many early OCR systems were based on the mechanical template matching principle similar to the mentioned above \([\text{Han62, ERA57, IOK63}]\).

As the computer technology became available, the template matching algorithms started appearing as a software-based solution. In a software-based template matching process for OCR, individual characters are extracted and then are matched against all possible templates of the characters (see Figure 2.1 for an illustration of this process). These templates are the representative prototypes of each character class. The actual matching is done pixel-by-pixel and the match is found when number of
The small town of Koi is full of wonderful natural scenes, a perfect place for hiking (skiing in winters), gushing streams making deafening roars, hot springs and beautiful meadows. You can’t ask for more in this small place, but you have a price to pay. The path to this little piece of heaven is quite difficult.

Figure 2.1: Illustration of basic template matching. In template matching, an individual component (a character) is matched against different shapes’ prototypes by simply superimposing the prototype on top of the character. Individual character’s correspondence determine the similarity score.

matched bits (pixels) are higher than a certain threshold. The basic similarity measure used in practice is a cross-correlation function, given by the following equation.

\[
X(x, y) = \frac{\Sigma_{x,y} [I(x, y) - \bar{I}_{u,v}] [T(x - u, y - v) - \bar{T}]}{\sqrt{\Sigma_{x,y} [I(x, y) - \bar{I}_{u,v}]^2 \Sigma_{x,y} [T(x - u, y - v) - \bar{T}]^2}}
\]

where

- \( I \) is the image and \( T \) is the template
- \( \bar{T} \) is the mean of the template
- \( \bar{I}_{u,v} \) is the mean of \( I(x, y) \) and is the region under the template

The above-mentioned process is closely related to the process of using a convolution mask\(^1\), that is, the template of a specific character.

In addition to matching images directly, feature-based template matching is also well-known. In this methods, features of templates (prototypes) are first stored instead of the images themselves. For a query image, same features are extracted, which are then matched with the representative prototype’s features.

\(^1\)the cross-correlation of two functions \( f(x) \) and \( g(x) \) is equal to convolution of \( f(x) \) and \( g(-x) \)
In practice, the use of template matching based methods is quite limited as this method greatly suffers from image noise, font variations, touching characters, etc. Therefore, more sophisticated methods have been devised to either segment the characters more efficiently, or to use integrated segment-recognize methods, such as HMMs or RNNs with HMM-like input-output alignment methods.

### 2.1.2 Over Segmentation Methods

Over segmentation approach is applicable to situations where correct character segmentation is not possible. This may happen due to the presence of touching characters in a document. Instead of perfectly segmenting characters, character candidates are found by imperfect segmentation (see Figure 2.2). These character candidates are then recognized by standard pattern recognition approaches including nearest neighbor classifiers, decision trees, Bayes classifiers or neural networks. A simple heuristic is used to discard those candidates for which the confidence score of the classifier is below a certain threshold. However, using heuristics to find the right character candidate is not very useful in practice. There could be many artifacts like broken characters, fonts, etc. that may result in over-segmenting certain characters, for instance, ‘m’ can be segmented into ‘nn’ or ‘rn’ or ‘d’ can be confused with ‘cl’. A better way to recognize these character candidates is to use a language model to decide the correct hypothesis among all possible character candidates. During the language modeling phase, costs of appearing in certain combinations of character(s) are used to determine the correct choice.

There are many methods used to determine the approximate boundary between two characters [MWW13]. The segmentation point between two neighboring characters can be found by (i) projection-based methods, where the segmenting point is found by a vertical project profile, (ii) feature-based methods, where certain features are used to identify the character’s approximate boundary, or (iii) skeleton analysis-based methods, where a character’s thinned version is used to determine the dividing point.

### 2.2 Segmentation-Free OCR

Nagy in his famous work [Nag92] urged the document analysis community to move from the isolated character recognition to more holistic approaches that can incorporate contextual information in the recognition process. As a result, segmentation-free OCR approaches appeared, which recognize a single character on the basis of its
surrounding context in addition to its own features. Segmentation-free approaches for OCR, differ from the segmentation-based methods in the level of segmentation required from layout analysis step. Traditionally such approaches need the extraction of words or part-of-words for a given text-line. The whole word or part-of-word are then recognized by the recognition engine. In holistic approaches, discriminating features are extracted from the whole word, part-of-words, or ligatures. These features are then used to train a classifier (HMM or ANN) to recognize the whole word or complete ligature. Segmentation-free approach is also referred to as integrated segmentation/recognition or implicit recognition methodology in the literature. These approaches perform the character localization and recognition at a text-line level; thereby avoiding the need of explicit word or character segmentation.

A very well-known segmentation-free approach is based on HMMs, which has remained the most popular OCR method for a long time. OCR methodology using HMMs is further described in Section 2.2.1. A more recent approach in segmentation-free domain is to use RNN in combination with CTC approach. More details on this approach are detailed in Section 2.2.2.
2.2.1 HMM-Based OCR Approach

Hidden Markov Models (HMM) are stochastic models in which the underlying process is assumed to be governed by the Markov Property\(^2\). For segmentation-free OCR, each character, word or ligature is modeled by a fixed number of states as shown in Figure 2.3. A fix-sized window traverses over the text-line. Features are extracted from this window and their vector is associated with states through a separate probability, called *emission probability*. During the training, the *state transition* probabilities are learned for each character, word or ligature in a text-line, and are represented as a *transition matrix*. A forward-backward algorithm [Rab89] aligns the output labels with the ground-truth data.

HMM Toolkit [YY94] is a popular choice among researchers to apply HMM for various tasks. Further details regarding the mathematics behind the HMM methodology and various underlying algorithms can be found in [Rab89]. HMM-based segmentation-free approach remains the dominated methodology for speech processing and handwriting recognition for over a decade. They have also been utilized for printed OCR, a few examples of which can be seen in [MSLB98, EM08, HHK08].

![Figure 2.3: Figure showing the basic unit in HMM-based OCR. Each character is represented by a fixed number of states. The state transition probabilities (going from one character to the other) is learned using the HMM forward-backward algorithm.](image)

2.2.2 Sequence Learning Approach

In sequence learning (or sequence labeling as denoted in [Gra12]), the supervised learning is carried out on full sequences instead of individual components. Both input and targets are in the form of a sequence and the job of a classifier is to do sequence-to-sequence mapping. RNNs are used as core classifiers in contemporary sequence learning tasks. The feedback connections between the neurons at the hidden layers in such networks allow them to remember the context of a sequence; thereby making them learn the long contextual information. However, in practice they have not demonstrated the power of remembering very long context. The main problem lies

\(^2\)the current state of the process is independent of its previous states
in the use of gradient descent based learning where error signal (the difference between the actual output and the target output) is propagated back to update the internal weight connections. It has been shown [HS97, BSF94] that the values of first order gradient values either grow exponentially, *Exploding Gradient Problem*, or they vanish to zero exponentially, *Vanishing Gradient Problem*. These problems make the RNN learning very slow and impractical. The problem of training an RNN has been solved by Hochreiter and Schmidhuber [HS97] by replacing the traditional activation units at the hidden layer with a memory cell, termed as Long Short-Term Memory (LSTM), with capability to retain the gradient values for longer times.

However, neural networks require segmented input, so that they can learn the association of that input with the target class. This requirement of input segmentation renders them unsuitable to learn the complete sequences. In LSTM-based sequence learning tasks, a specialized algorithm, described in literature as the *Connectionist Temporal Classification (CTC)*, which is similar to HMM’s forward-backward algorithm, is used to align the output activations of a neural network with target labels. The output of such learning algorithms is a sequence of discrete labels. For text recognition tasks, these labels are the characters of a given family of script. Figure 2.4 shows an example of this using sequence learning paradigm.
Figure 2.4: Illustration of how RNNs are used for the OCR task. In sequence learning paradigm, the RNN is trained in a supervised manner using full sequences (text-line image) and the corresponding ground-truth sequence (the ground-truth text-line). The output activations are aligned with the ground-truth using a forward-backward algorithm (CTC).
Chapter 3

Challenges for Robust OCR

Baird and Tambore have outlined many stubborn obstacles to document image recognition in [BT14] that are hindering the realization of a robust OCR system. This chapter focuses on two specific challenges among them: 1) challenges that occur due to the nature of the script, and 2) those that arise due to the unavailability of Ground-Truth (GT) data. The nature of a script entails its graphemes and the associated typographic rules needed to join them. The grapheme structure, also referred by some researchers as morphology of a script [BR14], directly affects the performance of an OCR system. Complex scripts are thus inherently more problematic for OCR algorithms. Likewise, typographic rules in some scripts lead to the formation of ligatures and compound shapes, which further complicate reliable recognition of such scripts.

Moreover, historical documents pose additional issues to those offered by modern scripts. The aging of a document can severely affect the text in many ways, such as, deformation of text-lines, low contrast, missing information due to page tear, page thinning, bleed through, shine through, and ink spread. Furthermore, multilingual documents (both modern and old) also give rise to the complexity because of the presence of multiple orthographies and scripts.

The second challenge in the development of reliable OCR is the unavailability of Ground-Truth (GT) or transcribed data. The training of OCR models using the supervised Machine Learning (ML) requires large amounts of data. The diversity of documents makes it very hard to capture the complete representation of data in training OCR models [BT14]. The lack of GT thus greatly hampers the development of OCR systems for many languages and scripts.
Chapter 3 Challenges for Robust OCR

The first part of this chapter, from Section 3.1 to Section 3.4, discusses the difficulties faced in the OCR of Latin and Polytonic Greek scripts. These scripts possess simple grapheme structure from the perspective of OCR; however, there are further OCR challenges, such as, similar shaped characters, decorative styles, and the presence of diacritics, which make the OCR difficult. The second part, which includes Section 3.5 and Section 3.6, explains the difficulties faced in OCR of South Asian scripts (Devanagari and Urdu Nastaleeq), due to the complex grapheme structure and complicated typographic rules. The final part, Section 3.7, describes the OCR challenges posed by various types of multilingual documents. Throughout the current chapter, the lack of appropriate databases is highlighted as one of the major issues in developing dependable OCR systems.

3.1 Modern English

Over decades, text written in modern English has remained the main focus of OCR research. Latin script, or sometimes referred to as the Roman script, is used to write the English language. At present, the OCR for printed Latin script is considered to be a solved issue by many researchers. The grapheme structure of Latin script is comparatively simpler than oriental scripts. However, research in printed English OCR (Latin script) is still pursued to date. Some of the unresolved issues that are keeping the research in this area alive are highlighted in the following sub-section.

3.1.1 Challenges for OCR in Printed English

**Similarity of Shapes:** There are many similar-shaped characters in modern English typography. Such characters or part of characters make it difficult for the OCR engine to recognize them reliably. Some of these characters are ‘l’ and ‘1’ or ‘i’ and ‘l’, ‘cl’ and ‘d’, ‘rn’ and ‘m’. These issues are particularly more prominent in segmentation-based OCR systems (see Section 2.1).

**Similar Capital and Small Characters:** Some characters have the same shape in both of their capital and small form, e.g., ‘o/O’, ‘s/S’, ‘x/X’, and ‘v/V’. These character pairs confuse the shape-matching algorithm for correct recognition and thus results in poor recognition accuracy.

**Degradations in the Documents:** Introduction of noise in scanned documents is a common phenomenon [NS14]. It can distort the characters to a level where they are no longer recognizable by an OCR algorithm. The usual process of many
DIA systems is to scan the page and apply binarization before further processing. There are multitude of artifacts that appear in documents during the capturing process, for example, ink spread, bleed-through (where part of the text appears on the other side of page), skew, and salt-and-pepper noise. Some of these degradations are corrected at the binarization stage, which employs various heuristics to remove these artifacts. A downside of this process is that many characters get distorted even further and other characters get joined together. This results in poor segmentation and increased recognition errors.

Camera-Captured Documents: Due to the availability of very cheap capturing devices, there is an increase in the documents captured using hand-held cameras. Such documents pose several unique challenges, like text image with curled text-lines, motion blur and out-of-focus text images. The standard algorithms for OCR do not work well on these documents.

Text Recognition in Natural Scene and Videos: Another related issue in reliable text recognition is the text in natural scenes and videos. The recognition of text in such a scenario requires text localization (where the text is located in the image) and text segmentation (separating text from the background).

3.1.2 OCR Databases for modern English

There are plenty of databases available for printed English script to check the OCR algorithms as a result of continued research in this field for many decades. Two very popular data sets, which have been used in this thesis, are described below.

The following is an example which illustrates the Encore GigaMax and Stanford Para-
solving this immense problem.

to tailor a catalyst to do a specific job.
The vertically integrated vapour flux has been calculated from the equation
cate their resources to match a given problem,
Figure 3.2: Figure showing the character set used in the old Latin documents. Many characters are quite similar and a lot of them are no longer in use today.

**University of Washington (UW3) Text Image Database:** The text image database, UW3 [LRHP97], consists of 1600 document images with GT information for document layout and text recognition tasks. GT is available for equations, tables and captions in addition to the normal text. For the purpose of our research, only normal text-lines have been considered. Some of the text-lines from this database are shown in Figure 3.1.

**UNLV-ISRI Database:** UNLV-ISRI database [TNBC00] consists of 1056 documents with 46,586 pages. Similar to the UW3 database, only normal text-lines have been used from this database.

### 3.2 Latin Script of Late Medieval Ages

Medieval Latin script contains a variety of characters that are not found today in the modern Latin script (see Figure 3.2 for an example). A wealth of literature is available in the old script and there is a high requirement for digitizing this literature to preserve the literary heritage.

#### 3.2.1 Challenges for Old Latin OCR

There are many aspects of historical documents that directly or indirectly affect the reliability of OCR. Some of these issues are highlighted below.

**Aging Effects:** Aging severely affects the paper quality of historical documents. Unsuitable ambient environments cause many artifacts, for example, curled text-lines, page tear, pages sticking together, faint typing, and page thinning. The page thinning results in bleed-through, ink-spread, color blotting, etc.
Figure 3.3: Example of Fraktur script. Ersch-Gruber is an encyclopedia written in the Fraktur script.

**Archaic Orthography:** Like many other historical scripts, old Latin also exhibits a vast variety of characters that are no longer in use today. Figure 3.2 shows the complete character-set of Latin script of 15th century. Many characters are similar to each other in shape and a lot of them are no longer in use.

### 3.2.2 OCR Databases for Old Latin

The major issue faced by researchers in digitizing old documents is the lack of GT data for training and evaluation of OCR algorithms. Using synthetically generated data could be a solution, but to generate it, one needs to have already transcribed data. Transcribing these documents is in itself a challenging task and requires script-specific expertise; thereby rendering it very expensive. The IMPACT project\(^1\) aimed at digitizing large collections of historical text in various European languages. Many new tools and methods have emerged as an outcome of this project, but many challenging historical scripts still require further research.

### 3.3 German Fraktur Script

Fraktur\(^2\) remained a very popular script in Central Europe, especially in Germany between 16th century and the middle of the 20th century. This script is still being used, especially in Germany, by many newspapers for their titles. Figure 3.3 shows a scanned page from Ersch-Gruber Encyclopedia, which was written in the Fraktur script.

---

\(^1\)http://www.dlib.org/dlib/january09/01inbrief.html#PLOEGER

\(^2\)https://en.wikipedia.org/wiki/Fraktur
3.3.1 Challenges for Fraktur OCR

Decorative Style: The decorative nature of this script makes it difficult for OCR algorithms to work correctly. Moreover, the shape of some letters resemble very closely to that of others (see Figure 3.4 for such shapes).

\[
\text{\{u n, B V, R N K, I J, A U, d b, x r\}}
\]

Figure 3.4: Shape confusion in Fraktur script. Many characters in Fraktur resemble very closely to other characters. Characters in parentheses show the same characters in modern Latin typesetting.

Degraded Documents: Another issue regarding old documents in general is their scan quality. Many a times, they are not in a good condition, so when one applies the preprocessing steps such as document binarization, some characters lose their structure, such as ‘u’ and ‘n’ as shown in Figure 3.5.

Figure 3.5: Document quality degradation caused during preprocessing. Binarization may result in broken characters which will then be a challenge to recognize. The actual words are ‘und wenn’.

3.3.2 OCR Databases for Fraktur

Lack of a standard database to establish OCR methods for Fraktur script makes it quite hard to compare the OCR error rates for various algorithms. Large amount of transcribed data is required to train the supervised learning based OCR systems. Preparing the data manually for this task is laborious and tedious. This becomes even more complex in the case of historical documents due to the presence of ancient orthographies and scripts. Language-specific experts are required to transcribe a given historical document, which makes the manual transcription extremely costly. Chapter 4 and Chapter 6 of this thesis discuss various ways of addressing the challenge of limited data.
3.4 Polytonic Greek Script

Polytonic orthography has remained the dominant form of Greek writing in both ancient and Medieval ages till the emergence of monotonic orthography (modern Greek) in 1982. This section describes some challenges posed by this historical script in digitization of Greek literary heritage.

3.4.1 OCR Challenges for Polytonic Greek

The appearance of various diacritics in Greek orthography in 3rd century BC produced many groups of different symbols for each vowel character that looked similar. These diacritics included, (i) the acute accent oxeia – sharp or high, (ii) the grave accent (bareia – heavy or low), (iii) the circumflex (perispomene – twisted around), (iv) the rough breathing dasi pneuma, (v) the smooth breathing psilon pneuma, (vi) the diaeresis to indicate diphthong, and (vii) the iota subscript (hypogegrammene written under).

These diacritics and their combinations can be associated with the 14 vowel characters (7 upper-case and 7 lower-case letters) according to the various phonological and orthographical rules developed in different periods of Greek history. For example, the Greek letter α may have the following variations: α, α, α, α, α, α, α. The groups of very similar characters result in a large character-set (more than 200), and they make the OCR of this script very challenging.

3.4.2 OCR Databases for Polytonic Greek

Lack of GT data is hindering the development of Polytonic Greek OCR systems. A large collection of transcribed data is collected under a Greek government funded project called OldDocPro [GSL+] to recognize machine-printed and handwritten polytonic documents.

Up till now, the focus of this chapter has been to identify OCR challenges in those scripts whose grapheme structures are simple. In the next two sections, the challenges raised by two South-Asian scripts, namely Devanagari and Urdu Nastaleeq are explored, whose grapheme structures are more complex than Latin or Greek scripts.

*http://www.iit.demokritos.gr/~nstam/GRPOLY-DB
3.5 Devanagari Script

Devanagari belongs to the Brahmic family of scripts, which are popularly found across the south eastern part of Asia. Languages like Sanskrit, Hindi and Nepali are few of the popular languages that use the Devanagari script. A great wealth of ancient classical literature, scientific and religious books are available in Hindi/Sanskrit. Therefore, there is an increasing requirement to convert them into machine readable documents.

Devanagari is a cursive script, where words are formed by joining consonants and vowels; however, the shapes of individual vowels and consonants change while forming a word. The process of writing a word in Hindi is illustrated in Figure 3.6. The necessary vocabulary is given on the top-right side. Two consonants are first joined through the special character \( \cdot \) (a dashed circle with a diagonal dash beneath) that is used to remove the inherent vowel of the first consonant. At the second stage, this conjunct is combined with the vowel ि (pronounced as ‘ee’). This vowel when combined with the conjunct appears at the beginning of the composite glyph. Similarly, the consonant य (ya) is combined with vowel ा (aa) to make या (yaa), and the consonants त (th) and म (ma) are combined to make त्म (thma). The last letter क (ka) is then attached to the word and whole thing is combined with a horizontal line to make the word kriyaathmak, meaning practical or functional.
3.5.1 Challenges for Devanagari OCR

Even though there is a great demand for Devanagari OCR, research in this field is still behind that of the Latin script. Devanagari script is much more complex as compared to Latin or Greek. The character shapes in Devanagari are far too many and vary widely with different fonts. Each of the consonant-consonant conjuncts and consonant-vowel combinations take different forms based on their position in the word. Some specific challenges are outlined below:

Consonant-Vowel Combination: Consonants when attached to vowels, other than the inherent vowel ‘a’, are modified with diacritics or Maatra (as they are called in Hindi). Diacritics or Maatra are glyphs when added to the letter, modify its shape. For example, the consonant त (tha) when combined with the vowel इ (e) will take the form ित (thi). The glyph ‘ि’, which is added to त, is called as a Maatra.

Consonant-Consonant Combination: Consonants within a word also fuse together to form new shapes. For example, consonants त (th) and म (ma) when present in a word, fuse together to form तम (thma). These are called Samyuktakshara, meaning ‘conjuncts’.

The above-mentioned shape variations and consonant-vowel or consonant-consonant connections make OCR for Devanagari a difficult task.

3.5.2 OCR Databases for Devanagari

Apart from the complexity of the language, the lack of standard databases is another challenge faced by researchers in proposing a reliable OCR system for Devanagari. There are few databases used in various works on Devanagari OCR reported in the literature, but most of them are private databases, used by the researchers for certain experiments and they are either no more in use or are not available anymore.

3.6 Urdu Nastaleeq Script

Like Devanagari, Urdu Nastaleeq script also possesses a complex structure. This script is the predominant script currently being used to write Urdu and Persian Languages.
It was developed in the 8th and the 9th centuries in Iran. Since then, it has been extensively used in Iran, Pakistan and Afghanistan till today to write daily newspapers, books, and other literature. At this point, it is important to distinguish the Nastaleeq script from Naskh script, which is the primary script to write Arabic. Urdu Nastaleeq belongs to the family of Right-to-Left (RTL) languages that are written and read from right-to-left. However, in Urdu, the numbers are read from left-to-right. Figure 3.7 shows an Urdu text-line where numbers should be read similar to English. The remaining text is written and read from right-to-left. Digital content of present-day Urdu is also developed using this script.

![Figure 3.7: Reading direction in Nastaleeq script. Nastaleeq script is read from right-to-left. However, numbers are to be read from left to right. Solid arrows point in the reading direction of normal text, while the dotted arrows point in the reading direction of numbers.](image)

### 3.6.1 Challenges for Nastaleeq OCR

Urdu Nastaleeq offers unique challenges to the task of OCR. In the following discussion, we will discuss the main properties of Urdu Nastaleeq script that are curtailing the realization of a reliable OCR system for this script.

**Diagonal Flow of Writing:** To use the paper more efficiently⁴, this script was developed to flow diagonally, from right to left. When a character is attached to another joinable character, the preceding character shifts upwards to the right, thus making the flow diagonal from right-to-left (See Figure 3.8). This arrangement makes a word to occupy less space.

On the other hand, although the joining rules for Naskh script are the same, the writing flow remains horizontal from right-to-left. Figure 3.9 shows the same text-line in both scripts.

From the perspective of OCR, the Nastaleeq script is more challenging than the Naskh script because it is very hard to distinguish some characters in a word or sub-word in the former one, where neighboring characters overlap each other in a diagonal flow.

---

⁴*paper was a rare commodity at the time when this script was being developed*
Figure 3.8: Diagonal writing flow in Nastaleeq. Nastaleeq script flows diagonally from right top to left bottom. This arrangement condenses the word shape and makes it fit in a small space.

Figure 3.9: Comparison between Nastaleeq and Naskh scripts. The same text utilizes more space while written in the Naskh script compared to Nastaleeq where it takes up less space. This is due to the fact that the Naskh script flows horizontally from right-to-left, while the Nastaleeq script flows diagonally from right top to left bottom.

Figure 3.10: The issue of characters overlapping within a ligature or between two adjacent ligatures.

Character Overlapping: Due to the diagonally flowing structure, many characters overlap the neighboring characters. This makes the word segmentation considerably harder in Nastaleeq script as compared to Latin or Naskh scripts. Figure 3.10 shows a text-line highlighting this issue.

Character's Shape Change: A common characteristic of both Naskh and Nastaleeq script is that the shape of a character changes depending on its position in a
word or ligature. A character can occur in four scenarios in a word: in isolation, at the beginning, in the middle, or at the end of a word or ligature. Figure 3.11 shows a word and its constituent characters. Note how the shape of individual characters change when they combine with others. Figure 3.12 shows the shape variation of a single character when appearing at different positions in a word.

Contextual Shape Change: In Nastaleeq script, the shape of a character does not necessarily remain the same in a single position. Unlike Naskh, where the shape of a character in a certain position is independent of the preceding or succeeding character, the character shape in Nastaleeq at a single position depends upon the preceding and succeeding characters. Therefore, there are many shapes possible for a single character in a specific position. Figure 3.13 shows an example of letter (pay) appearing in three joinable positions (beginning, end, and in the middle) with different characters.

No Concept of Baseline and x-height: The x-height (the height of letter ‘x’ in Latin) and baseline are considered important distinguishing features for many Latin characters [BUHAAS13] for OCR. However, there is no concept of baseline and x-height in the Nastaleeq script. Due to the diagonal nature of the script, the
Shape change when joining to a succeeding character

Shape change when joining to a preceding character

Shape change when occurring between characters

Figure 3.13: The issue of contextual shape change for a character. Dotted circles show the change in the shape of character \( p \) (pay) in the third figure.

A possible baseline

No baseline possible

Figure 3.14: Issue of random baseline in Nastaleeq. The issue of baseline determination is highlighted in the second row, where shape of the ligatures make it impossible to determine the accurate baseline.

height of a word or ligature depends upon the number and type of characters. Therefore, we see that a baseline can be determined for some text-lines, but for others it is not possible to do so (see Figure 3.14).
Huge Number of Ligatures: In Nastaleeq and in Naskh, a single word may consist of one or more ligatures. Some examples of words consisting of one, two, three, or fours ligatures are shown in Figure 3.15. The total number of unique ligatures in Urdu Nastaleeq is around 26,000 [KSKD15]. This amount makes it very hard to develop word-based or ligature-based holistic approaches for OCR. Though around 2000 ligatures cover more than 90% of the words in Urdu, classifying these 2000 ligatures is also a very difficult task from the perspective of Computer Vision (CV). The challenge becomes more trickier where two or more ligatures are differentiated by only a single dot or a diacritic mark.

Dots and Diacritics: Nabataean scripts are characterized by a lot of dots and diacritics marks above, below or inside a character. There could be up-to three dots associated with some characters in Urdu Nastaleeq script. Dot association is particularly very challenging w.r.t. OCR as their placement changes depending on the shape of a character in a certain position. For some characters like \( \text{ذ} \) (che) or \( \text{ج} \) (jeem), where a dot is present inside the character, the dot no longer remains inside as the shape of these character changes in the middle or beginning of a ligature (see Figure 3.16).

For neighboring characters appearing in a ligature, the dots may appear above or below of a different character. Figure 3.17 highlights this issue in a single text-line.

Scribed versus Printed Documents: The use of computers for creating Urdu content (books, newspapers, articles, magazines) is rather recent. First typesetting for Urdu Nastaleeq appeared in 1981 and prior to that most of the work was scribed by trained writers (locally known as Katib). A lot of Urdu historical literature is thus scribed. Some of the differences between scribed documents and the modern printed documents are described below:
Figure 3.16: Importance of dots and diacritics. Dots and diacritics play an important role in the recognition of a letter. Some words are distinguished only by dots or diacritics.

- The shape of characters/ligatures does not remain consistent throughout the document. Figure 3.18 shows a scribed page. The circles in red show the same ligature. The difference in shapes of this ligature is evident.
- To preserve the text-line justification, the scribe may increase/stretch the ending ligature, thus making it very different to its usual form.
- The scribe may vertically stack part of a word for stylistic reasons and can also add decorations. This is a unique problem and has not been addressed so far.

3.6.2 Databases for Urdu Nastaleeq OCR

Urdu Nastaleeq OCR research is still in its infancy stage and there is still no commercial or open-source OCR system available for public use. However, there is an increasing trend among OCR researchers, especially those from the Indian sub-continent to develop a reliable Urdu OCR system. The first public Urdu dataset was proposed by Shafait et al. [SUHKB06]. It was a small dataset consisting of only 25 documents with

Figure 3.17: Effect of close proximity on the location of dots. The location of dots is disturbed due to the presence of characters in close proximity. These dots may appear above or below neighboring characters in a ligature (first word from right).
Figure 3.18: Urdu document scribed by a Katib. Red circles show the inconsistencies in shapes of the same ligature. The gray circle shows the stretching made to keep the justification of the text-line.
GT for both layout analysis and OCR. It contained pages from scribed documents, thereby making it hard to OCR.

Ijaz and Hussani [IH07] developed a large word dictionary containing around 50k unique words. They extracted words from the documents of six domains, namely, sports, news, finance, culture, entertainment, consumer information, and personal communication. The total number of words are over 18 million.

Urooj et al. published a large public database of Urdu Nastaleeq in different font-sizes [USHA14]. This database contains more than 100k words of Urdu. They developed this database from a lot of domains like letters, interviews, press, religion, sports, culture, health, science, short stories, translations, novels, and book reviews.

Sabbour et al. [SS13] published the Urdu Printed Text Images (UPTI) database. This dataset consists of over 10 thousand unique text-lines chosen from various resources. Each text-line is rendered synthetically with various degradation parameters. The database contains GT information at both text-line and ligature levels.

So far, we have discussed the issues and challenges that are faced in dealing with single-script documents. In the upcoming section, challenges that arise in developing OCR systems for documents with multiple scripts and languages will be described. These documents present unique challenges for recognition and therefore need separate treatment in processing.

### 3.7 Printed Documents with Multiple Scripts and Languages

In the present age of globalization, multilingual documents are highly prevalent. An increasing number of documents ranging from user manuals of electronic devices to travelling brochures, and from dictionaries to translations, use multiple languages to cater to a global audience. On the other hand, English has become an international language and the effects of this internationalization is evident in many contemporary articles. The challenges faced in developing OCR technology for multilingual documents can be best understood by classifying these document into various categories.
3.7.1 Categorization of Multilingual Documents

From the point of view of OCR, multilingual documents can be categorized into three categories and it is important to know the differences among the various kinds to fully understand the difficulties faced in their digitization.

**Same Script but Different Languages:** All languages share the same family of script in these type of multilingual documents. Languages such as English, German, French, Italian share the same Latin script for writing just like Hindi and Nepali share the same script of Devanagari for writing. Figure 3.19-(a) shows an example of such documents.

**Same Language but Different Scripts:** Some languages can be written in multiple scripts. Urdu is one such language. It can be written in either Nastaleeq script or Naskh script. Another example is Japanese language, which can be written in Hiragana, Kanji or Katakana scripts. Figure 3.19-(b) shows an example of an Urdu document written in Naskh and Nastaleeq. Strictly speaking, these are not multilingual documents, but rather a document with multiple scripts; however, we would consider it as a type of ‘multilingual’ document in this thesis and use both the terms interchangeably.

**Different Language and Different Scripts:** The third category of multilingual documents is where both language and the script are different. Examples of this category are documents in English-Chinese, Arabic-French or Greek-Japanese. Figure 3.19-(c) shows an English-Arabic multilingual document.

3.7.2 OCR Datasets for Multilingual Documents

MOCR has been traditionally carried out by first employing a script-identification step, so that the language-specific models can be used on recognized scripts. Available resources for script-identification are few. Most of the researchers have reported results on their private databases and they are not generally available for others [GDS10]. Kanungo et al. [KRM+05] proposed to use the Bible as the standard database to benchmark MOCR algorithms. However, this idea has not become popular.
### Chapter 3 Challenges for Robust OCR

#### General Conversation

<table>
<thead>
<tr>
<th>Arabic</th>
<th>Pronunciation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>السلام عليكم</td>
<td>as-salaam aлейкум</td>
<td>peace be with you (formal greeting)</td>
</tr>
<tr>
<td>كيف حالك؟</td>
<td>kefa haaluk</td>
<td>how are things? (formal)</td>
</tr>
<tr>
<td>أت ذاكي</td>
<td>e-zayyak</td>
<td>what’s up? (informal)</td>
</tr>
<tr>
<td>الحمد لله</td>
<td>al-hamdu lilah</td>
<td>praise God (formal answer)</td>
</tr>
<tr>
<td>أنا بخير</td>
<td>ana bi kheer</td>
<td>I’m good (formal answer)</td>
</tr>
<tr>
<td>تمام / كل نام</td>
<td>tamaam / kullu tamaam</td>
<td>everything’s good (informal answer)</td>
</tr>
<tr>
<td>كيف؟</td>
<td>q-wayyis</td>
<td>fine / pretty good (informal answer)</td>
</tr>
<tr>
<td>كيف حالك؟</td>
<td>sho akhabbar al-amal</td>
<td>how’s work? (formal)</td>
</tr>
<tr>
<td>السلام عليكم</td>
<td>as-salaam aлейкум</td>
<td>peace be with you (formal goodbye)</td>
</tr>
<tr>
<td>مع السلام</td>
<td>ma’as-salaama</td>
<td>bye (literally: with safety) (semi-formal)</td>
</tr>
<tr>
<td>بعدن</td>
<td>ba’dain</td>
<td>later (see you later) (informal)</td>
</tr>
</tbody>
</table>

---

**Figure 3.19:** Three main categories of multilingual documents.
3.8 Chapter Summary

This chapter gives an overview of difficulties and challenges posed by various languages and scripts for the purpose of OCR. The OCR for complex scripts is challenging and new algorithms are required to address these challenges. While most of the modern Latin scripts enjoy multitude of resources for OCR, the scarcity of such resources render the OCR very challenging for historical scripts, many modern ‘underprivileged’ scripts, and multilingual documents.
Chapter 4

Benchmark Datasets for OCR

Numerous character recognition algorithms require sizable ground-truthed real-world data for training and benchmarking. The quantity and quality of training data directly affects the generalization accuracy of a trainable OCR model. However, developing GT data manually is overwhelmingly laborious, as it involves a lot of effort to produce a reasonable database that covers all possible words of a language. Transcribing historical documents is even more gruelling as it requires language expertise in addition to manual labelling efforts. The increased human efforts give rise to financial aspects of developing such datasets and could restrict the development of large-scale annotated databases for the purpose of OCR. It has been pointed out in the previous chapter that scarcity of training data is one of the limiting factors in developing reliable OCR systems for many historical as well as for some modern scripts.

The challenge of limited training data has been overcome by the following contributions of this thesis:

- A semi-automated methodology to generate the GT database for cursive scripts at ligature level has been proposed. This methodology can equally be applied to produce character-level GT data. Section 4.2 reports the specifics of this method for cursive Nabataean scripts.

- Synthetically generated text-line databases have been developed to enhance the OCR research. These datasets include a database for Devanagari script (Deva-DB), a subset of printed Polytonic Greek script (Polytonic-DB), and three datasets for Multilingual OCR (MOCR) tasks. Section 4.3 details this process and describes the fine points about these datasets.
4.1 Related Work

There are basically two types of methodologies that have been proposed in the literature. The first is to extract identifiable symbols from the document image and apply some clustering methods to create representative prototypes. These prototypes are then assigned text labels. The second approach is to synthesize the document images from the textual data. These images are degraded using various image defect models to reflect the scanning artifacts. These degradation models [Bai92] include resolution, blur, threshold, sensitivity, jitter, skew, size, baseline, and kerning. Some of these artifacts are discussed in Section 4.3 where they are used to generate text-line images from the text.

The use of synthesized training data is increasing and there are many datasets reported in the literature using this methodology. One dataset that is prominent among these types is the Arabic Printed Text Images (APTI) database, which is proposed by Slimane et al. [SIK+09]. This database is synthetically generated covering ten different Arabic fonts and as many font-sizes (ranging from 6 to 24). It is generated from various Arabic sources and contains over 1 million words. The number increases to over 45 million words when rendered using ten fonts, four styles and ten font-sizes.

Another example of a synthetic text-line image database is the Urdu Printed Text Images (UPTI) database, published by Sabbour and Shafait [SS13]. This dataset consists of over 10 thousand unique text-lines selected from various sources. Each text-line is rendered synthetically with various degradation parameters. Thus the actual size of the database is quite large. The database contains GT information at both text-line and ligature levels.

The second approach in automating the process of generating an OCR database from scanned document images is to find the alignment of the transcription of the text lines with the document image. Kanungo et al. [KH99] presented a method for generating character GT automatically for scanned documents. A document is first created electronically using any typesetting system. It is then printed out and scanned. Next, the corresponding feature points from both versions of the same document are found and the parameters of the transformation are estimated. The ideal GT information is transformed accordingly using these estimates. An improvement in this method is proposed by Kim and Kanungo [KK02] by using an attributed branch-and-bound algorithm.

Von Beusekom et al. [vBSB08] proposed a robust and pixel-accurate alignment method. In the first step, the global transformation parameters are estimated in a
similar manner as in [KK02]. In the second step, the adaptation of the smaller region is carried out.

Pechwitz et al. [PMM+02] presented the IfN/ENIT database of handwritten Arabic names of cities along with their postal codes. A projection profile method is used to extract words and the postal codes automatically. Mozaffari et al. [MAM+08] developed a similar database (IfN/Farsi-database) for handwritten Farsi (Persian) names of cities. Sagheer et al. [SHNS09] also proposed a similar methodology for generating an Urdu database for handwriting recognition.

Vamvakas et al. [VGSP08] proposed that a character database for historical documents may be constructed by choosing a small subset of images and then using character segmentation and clustering techniques. This work is similar to our approach; however, the main difference is the use of a different segmentation technique for Urdu ligatures and the utilization of a dissimilar clustering algorithm.

### 4.2 Semi-automated Database Generation

This section describes an approach to automate the process of OCR database preparation from scanned documents. It is believed that the proposed automation will greatly reduce the manual efforts required to develop OCR databases for cursive scripts. The basic idea is to apply ligature-clustering prior to manual labeling. Two prototype datasets for Urdu Nastaleeq script have been developed using the proposed technique.

Urdu belongs to the family of cursive scripts where words mainly consist of ligatures. Ligatures are formed by joining individual characters and the shape of a character in a ligature depends on its position within the word. Moreover, there are dots and diacritics that are associated with certain characters. Each ligature in Urdu is separated from other ligatures or its own diacritics by vertical, horizontal or diagonal (slanted) space. The properties of this script along with the challenges it poses for OCR have been described in Section 3.6. It is assumed in the context of the present section that the smallest unit of the script is a ligature, which may either be a combination of many characters or a single non joinable character. There are around 26,000 ligatures in Urdu Nastaleeq script, and a reasonable database must cover all of them.

The method to semi automatically generate a database for Urdu Nastaleeq starts with binarization as the pre-processing step. Urdu ligatures are then extracted from the text images. These ligatures are then clustered prior to manual labeling of the
correct ligatures. The following sub-sections present a detailed view of the proposed method.

4.2.1 Preprocessing

Binarization is the only preprocessing step in the proposed method; however, skew detection and correction may be included as further preprocessing steps. Local thresholding technique [SP00] is used for the binarization purpose. Fast implementation of this algorithm proposed by Shafait et al. [SKB08] has been used to speed-up the process. Two parameters, namely local window size and k-parameter, are needed to be set empirically according to the documents. The local window size is taken to be $70 \times 70$ and k-parameter is set to 0.3.

4.2.2 Ligature Extraction

Ligature extraction may be carried out in two ways: one is to apply ligature extraction algorithm directly on the binarized image, while the second is to extract text-lines before applying ligature extraction. The former is suitable where documents are clean having well-defined text-line spacing (see Figure 4.1-(a)) and the latter is suitable when text-lines are not separated very well in the documents (Figure 4.1-(b)), and in case of degraded historical documents.

Narrow line separation results in poor connected component analysis; thereby, many ligatures from the text-lines above and below merge together. The decision to apply text-line segmentation is taken on the basis of line-spacing in a particular document. Ligature extraction is started by applying connected component analysis. The list of connected components is first divided into two parts, base components and diacritics (including dots). This division is based on connected component's height, their
width, and the ratio of the two. In the context of this chapter, font variations are not considered and the primary focus is to cover the typically used fonts in Urdu books and magazines. Therefore, thresholds for separating main ligatures and diacritics are set empirically on primary font’s size and they remain same for all the document images in our dataset.

It is not possible to separate Urdu ligatures by a single threshold value. Therefore, different thresholds have been employed as per properties of a particular ligature. For ligature consisting of single ‘ال’ (alif), the average height to width ratio is 4.0 and the average width of this ligature is around 6 pixels. For ligatures like ‘ب’ (bay), ‘ت’ (tay) and ‘س’ (say), the average height to width ratio is 0.4 and the average width is around 30 pixels. For all other ligatures, it is sufficient to employ a width greater than 10 pixels.

If there are no diacritics in a ligature, e.g., in ‘ل/', then no further processing is needed. However, if one or more diacritics are present, e.g., in ‘مستعلیق’, then these diacritics must be associated to the base component to completely extract a ligature. Diacritics are searched in the neighborhood of a base component by extending the bounding box of the base connected component. This window size depends on the font size; but since we have used documents only with the dominant font size, this window is set according to that font size. Presently, the bounding box of the base component is extended by 15 pixels on top and bottom and by 10 pixels on right and left. Ligatures extracted in this manner are then saved to a database file for further clustering and labeling.

### 4.2.3 Clustering

As it has been mentioned that due to the huge amount of ligatures that are present in a cursive script, the labeling of individual ligatures becomes highly impractical. Hence, it is proposed that the extracted ligatures be clustered according to similar shapes. For the purpose of clustering, the epsilon-net clustering technique is employed. By simply changing the value of epsilon, we can control the number of clusters. The value for epsilon is set empirically to get moderate amount of clusters, so that they can
4.2.4 Ligature Labeling

The next step is to verify the clusters and modify them manually, if needed. The OCRopus framework provides a proficient graphical user interface to do this without much hassle. It is also possible that the clustering divides a single ligature in more than one cluster (see Figure 4.2-(a)), hence one needs to merge different clusters to save time at a latter stage of labeling. Moreover, one can also modify the step of dividing a cluster in a way to retain only valid members (same label as that of representative), assign null class to incorrect members and then apply further iterations of clustering on null class. In the current work, merging of same ligature clusters precedes the manual labeling and only single cluster iteration is employed. After this verification step, each cluster is examined individually to identify invalid clusters, which are then discarded. Again OCRopus framework is used for this purpose (see Figure 4.2-(b)).

At the end of this labeling process, we have a database whose entries indicate the following information about a ligature:

- Image file name from where this ligature was originally extracted.
- Bounding box information regarding the location of a ligature in the document image.
- Unicode string corresponding to the character forming this ligature.
4.2.5 Experiments and Results

This section describes the experimental setup and the evaluation of the results. Two prototype datasets for Urdu script have been developed using the proposed technique. One dataset consists of clean documents such as that shown in Figure 2-(a). At present, only 20 such document images have been used. Here, this dataset is referred to as DB-I. The second dataset (referred to as DB-II) consists of 15 documents written by a calligrapher such as that shown in Figure 4.1-(b). An important property of calligraphic documents is that the shape of a ligature does not remain identical within the document and minor differences in their shapes may remain throughout the document. GT information about the DB-II is available which is used to gauge the accuracy of line segmentation algorithm. The importance of choosing these two datasets is to evaluate upper and lower bounds on the performance of the proposed algorithm. Performance evaluation metric used in the present work is ligature coverage, which refers to the number of ligatures in the dataset that are correctly labeled by the clustering step, followed by the manual validation step.

The ligature extraction algorithm is able to find 16,857 ligatures in DB-I database. The epsilon-net based clustering, then clusters these ligatures into 778 clusters. Each individual cluster is subsequently examined to verify the clustering and the Unicode values are assigned to new clusters. The invalid ligatures are discarded at this point. The ligature coverage achieved by this process is 82.3%. This high ligature coverage is due to sufficient line spacing and non-touching ligatures.

The inherent difficulty with any connected-component analysis based method is the poor accuracy in case of overlapping lines and touching ligatures. To solve this problem in DB-II dataset, a line segmentation algorithm [BSB11] is employed. The segmentation accuracy of this algorithm is over 90%. The second problem of touching ligatures may be improved by using more sophisticated techniques. However, we are not interested in fine separation of individual ligatures as the errors may be corrected at latter manual labeling stage. Hence, we did not tackle this problem in this work.

From DB-II database, a total of 18,914 ligatures are extracted. Then the clustering of these ligatures resulted in 1,132 clusters. After the labeling process, the total ligature coverage is around 62.7%. Inconsistency in ligatures’ shape due to the handwriting of the calligrapher results in poor clustering accuracy for DB-II dataset. In this case, simple shape-based clustering methods do not work sufficiently and other methods are needed to be explored.
4.2.6 Conclusion

A semi-automated methodology is proposed to generate a GT database from scanned documents for cursive scripts at ligature level. The same methodology can be used for rapid generation of character level datasets for other scripts as well. One unsatisfactory aspect of this methodology is the use of heuristics to extract ligatures from the document images. These heuristics need to be adapted accordingly for other scripts. It is also observed that the performance of this method is directly affected by the choice of segmentation method and the quality of document images.

The second approach to develop a large-scale GT OCR database is to use the image degradation models. This approach is described in the following section.

4.3 Synthetic Text-Line Generation

The use of artificial data is getting popular in computer vision domain for object recognition purpose. A similar path is taken in this thesis to address the issue of limited GT data. Baird [Bai92] proposed several degradation models to generate artificial data from the text (ASCII) form. There are many parameters that can be altered to make the artificially generated text-line images resemble closely to those obtained from a scanning process. Some of the significant parameters are:

**Blur:** It is the pixel-wise spread in the output image, and is modeled as circular Gaussian filter.

**Threshold:** It is used to distort the image by randomly removing the text pixels. If a pixel value is greater than this threshold, then it is a background pixel.

**Size:** It is the height and width of individual characters in the image. It is modeled by image scaling operations.

**Skew:** It is the rotation angle of the output symbol. The resulting angle is skewed to right or left by specifying the ‘skew’ parameter.

In this thesis, a utility based on these degradation models from OCRopus [OCR15] (open-source OCR framework) is used to generate the artificial data. The aforesaid OCRopus utility requires utf-8-encoded text-lines to generate the corresponding text-line images along with the ttf-type fontfiles. The process of line image generation is shown in Figure 4.3. The user can specify the parameter values or use the default values.
Figure 4.3: The synthetic text-line image generation process using various degradation parameters. With a textual input along with the desired font file, various degradation parameters can be tuned to generate the desired output.

4.4 OCR Databases

This section lists various datasets that have been developed using the synthetic generation process as described in the previous section. These datasets are available freely for research purposes and can be obtained from the author.

4.4.1 Deva-DB – OCR Database for Devanagari Script

A new database of Devanagari script is presented\(^1\) to advance the OCR research in Devanagari OCR. It can provide a common platform for researchers in this domain to benchmark their algorithms.

This database, named Deva-DB consists of two parts. The first part is the text-lines taken from the work of Setlur et al. [KNSG05]. The GT information is represented in transliteration form in this work. We have transcribed 621 text-lines manually in standard Unicode form. This data is used for evaluation purposes only, that is to test the LSTM model trained with the artificial data.

Second part of this database is the synthetically generated text-line images using OCRopus framework. These text-lines were chosen from various on-line resources covering the fields of current-affairs, religion, classical literature and science. Some sample images from this database are shown in Figure 4.4.

\(^1\)Prepared by the first author of research work reported in [KUHB15]
Figure 4.4: Four sample images taken from the training set. These are synthetic line images generated using different fonts and different degradation models.

To check the quality of the training set, a comparison is made between the character and word statistics of this set with that published by Chaudhuri et al. [CP97]. The ten most frequently used characters in Hindi based on three million Hindi words are shown in Table 4.1. We collected a similar statistic for our training data based on approximately one million words. As seen from Table 4.1, the relative frequency of the characters in the proposed training set is similar to that provided by Chaudhuri et al. [CP97] [CP97]. IIIT Hyderabad, India [III14] has published a word frequency from a Hindi language corpus containing three million words. The proposed training set also matches the top ten frequent words of that work.

Table 4.1: Comparison of the character frequency in our training data set. The left side shows the frequency of characters as published by [CP97] and the right side shows the character frequency in our set. The frequency of most common characters in our set is quite close to the frequency of characters published by [CP97].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Occurrence(%)</th>
<th>Symbol</th>
<th>Occurrence(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ए</td>
<td>10.12</td>
<td>ए</td>
<td>8.33</td>
</tr>
<tr>
<td>क</td>
<td>7.94</td>
<td>क</td>
<td>6.81</td>
</tr>
<tr>
<td>र</td>
<td>7.40</td>
<td>र</td>
<td>6.07</td>
</tr>
<tr>
<td>े</td>
<td>6.53</td>
<td>े</td>
<td>5.13</td>
</tr>
<tr>
<td>न</td>
<td>5.06</td>
<td>त</td>
<td>4.22</td>
</tr>
<tr>
<td>औि</td>
<td>4.47</td>
<td>औि</td>
<td>4.19</td>
</tr>
<tr>
<td>ह</td>
<td>4.39</td>
<td>न</td>
<td>4.08</td>
</tr>
<tr>
<td>स</td>
<td>4.36</td>
<td>स</td>
<td>3.93</td>
</tr>
<tr>
<td>त</td>
<td>4.32</td>
<td>ह</td>
<td>3.50</td>
</tr>
<tr>
<td>औि</td>
<td>4.22</td>
<td>औि</td>
<td>3.33</td>
</tr>
</tbody>
</table>
4.4.2 Polyton-DB – Greek Polytonic Database

A collection of some transcribed data is available under OldDocPro project [GSL+]², for the recognition of machine-printed and handwritten polytonic documents. The big issue of large amount of transcribed data for training is overcome by the use of synthetic data (generated using OCRopus framework). The contribution of this thesis is the introduction of synthetic text-line images as part of the freely available Greek Polytonic Database, called Polyton-DB³, which includes printed polytonic Greek documents from three main sources:

Greek Parliament Proceedings: This database (a sample shown in Figure 4.5-a) contains 3203 text-lines images, that are taken from 33 scanned pages of the Greek Parliament proceedings. The documents used in this database correspond to the speeches of Greek politicians of various eras in the 19th and the 20th centuries.

Greek official government Gazette: These documents consists of 687 text-line images (a sample shown in Figure 4.5-b), which are picked from five scanned pages of Greek Official Government Gazette.

Appian’s Roman History: 315 documents from Appians’s Roman history (written in Greek language before AD 165) are used to create this database (a sample shown in Figure 4.5-c). It contains 11,799 text-line images. Appian’s Roman history scans are clean images which is not the usual case with historical documents. Moreover, the writing style is different than the other two resources. To better train the OCR models for historical documents, synthetically degraded text-lines are generated from this corpus.

4.4.3 Databases for Multilingual OCR (MOCR)

MOCR is a relatively new field of research and there are not many publicly available databases to test the OCR algorithms in this regard. Moreover, the efforts till now have focused on script identification instead of complete processing of such documents. Most of the reported works have utilized datasets that are either private or no longer available. There are three main contributions of this thesis to test the MOCR algorithms.

²http://www.iit.demokritos.gr/~nstam/GRPOLY-DB
³collection available from http://media.ilsp.gr/PolytonDB
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(a) Parliament proceedings

- A database to gauge the cross-language performance of any OCR algorithm.

The text-lines in this corpus are generated synthetically using the procedure
Table 4.2: Number of text-line images in each of English, French, German and mixed-script datasets.

<table>
<thead>
<tr>
<th>Language</th>
<th>Total Text-lines</th>
<th>Training</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>85,350</td>
<td>81,600</td>
<td>4750</td>
</tr>
<tr>
<td>French</td>
<td>85,350</td>
<td>81,600</td>
<td>4750</td>
</tr>
<tr>
<td>German</td>
<td>114,749</td>
<td>110,400</td>
<td>4349</td>
</tr>
<tr>
<td>Mixed-Data</td>
<td>85,350</td>
<td>81,600</td>
<td>4750</td>
</tr>
</tbody>
</table>

Figure 4.6: Some samples from synthetically generated images. 96 variations in standard fonts along with their normal, italic, bold and italic-bold variations are included in this database. Also, note that these images are degraded to reflect scanning artifacts.

described in Section 4.3. This database consists of three European languages, namely English, German, French, and a mixed set of all these languages. This dataset consists of 370,799 text-line images (number of text-lines in each language is given in Table 4.2). Some sample text-lines from this versatile database are shown in Figure 4.6.

- A large amount of text-lines used to measure the performance of script identification methodology (reported in Chapter 7), have been generated artificially. Different text corpora have been used to develop separate training and test data. There are 90,000 text-line images in the training set and 9,500 text-line images in the test set. The GT information is available in the form of both actual text and assigned class labels.

- To validate the hypothesis of the generalized OCR framework (reported in Chapter 8), a database from a English-Greek bilingual document has been created using the synthetic text-line image protocol. A total of 90,000 text-line images for the training phase and 9,900 text-line images for the evaluation purposes have been generated.
4.5 Chapter Summary

This chapter provides the benchmark databases for printed OCR of single as well as multiple scripts. There are two main approaches to develop such datasets, one is to use text and image alignment methods and the second is to generate text-line images synthetically using image degradation models. There are two main contributions of this chapter using these approaches. The first contribution of this chapter is a semi-automated methodology to develop ligature-level database for cursive scripts, although the same method can be used equally well to rapidly produce character-level database. The second contribution is to introduce various datasets based on the image degradation modelling approach. In this regards, various databases have been put forth, including a dataset for printed Devanagari OCR (Deva-DB), a subset of printed Polytonic Greek OCR (Polyton-DB) database, and three datasets for various MOCR tasks.
Chapter 5

OCR for Printed Modern Scripts

In recent times, Machine Learning (ML) based algorithms have been able to achieve very promising results on many pattern recognition tasks, such as speech, handwriting, activity and gesture recognition. However, they have not been thoroughly evaluated to recognize printed text. Printed OCR is similar to other sequence learning tasks like speech and handwriting recognition and therefore it can also reap the benefits of high performing ML algorithms.

Various challenges that are hampering the accomplishment of a robust OCR system have been discussed in Chapter 3. Upon looking at these challenges closely, one can realize that a human reader does not face many of these issues while reading a particular script. Human reading is powerful because of the ability to process the context of any text. Similarly, the internal feedback mechanism of Long Short-Term Memory (LSTM) networks enables them to process the context effectively; thereby rendering them highly suitable for text recognition tasks.

This chapter discusses the use of LSTM networks for the OCR on three modern scripts. The first part of the chapter, Section 5.1, overviews the complete design of the LSTM-based OCR system. The second part, from Section 5.2 to Section 5.4, reports the experimental evaluations for modern English, Devanagari and Urdu Nastaleeq scripts.

5.1 Design of LSTM-Based OCR System

This section provides necessary details about the LSTM-based OCR methodology that has been used for the experiments reported for modern English (Section 5.2), Devanagari (Section 5.3) and Urdu Nastaleeq (Section 5.4). The LSTM networks have been described in detail in Appendix A. For experiments reported in this chapter,
only 1D-LSTM networks have been utilized. MDLSTM architecture produced lower results in our preliminary experiments with printed English and Fraktur [BUHAAS13] and hence they are not considered. Some preliminary experiments on Urdu Nastaleeq script using Hierarchical Subsampling LSTM (HSLSTM) networks yield promising results; however, these networks have not yet been tested for other scripts.

The complete process of using LSTM-based OCR system is shown in Figure 5.1. To use 1D-LSTM networks, the text-line image normalization is the only important preprocessing step. This is due to the fact that these networks are not translation invariant in vertical dimension, so this dimension has to be fixed prior to using these networks. Various normalization methods that have been used in this thesis, are described in Appendix B.

There are few free parameters that are needed to be tuned in order to use 1D-LSTM networks and they are discussed in the following section. The features used for the LSTM networks are described in Section 5.1.2, while the performance metric is defined in Section 5.1.3.
5.1.1 Network Parameters Selection

There are four parameters, which require tuning in employing 1D-LSTM networks: the height of the text-line image, the hidden layer size, the learning rate, and the momentum. The input image height normalization depends upon the data. The specific values of these can be found in the relevant sections. However, momentum value is kept fixed at 0.9 for all the experiments. For the remaining two parameters (hidden layer size and learning rate), the suitable values are found empirically.

An analysis has been carried to find the optimal hidden layer size and learning rate for Urdu Nastaleeq script. In summary, best parameters for hidden layer size and learning rate are found to be 100 and 0.0001 respectively. These values also match those reported by other researchers [Gra12, GLF+08] and they are also found to work well with other experiments reported in this thesis. Therefore, these values are kept fixed for all experiments in this chapter and for those reported in the rest of the thesis.

To find the optimal number of hidden layers, learning rate and momentum are kept constant at 0.0001 and 0.9 respectively. Various LSTM networks have been trained with hidden layer comprising of 20, 40, 60, 80, 100, 120, 140 and 160 LSTM cells. The comparison of respective recognition errors on test set as a function of hidden layer sizes is shown in Figure 5.2. The training time as a function of hidden layer sizes is shown in Figure 5.3. From Figure 5.2 and Figure 5.3, we can deduce that, firstly, increasing the number of hidden layer size decreases the recognition error, but at the
Figure 5.3: Training time as a function of hidden layer size. This time is computed for 70 epochs during the training on Intel Xeon 2.53 GHz, 40GB RAM desktop with Ubuntu 12.04 OS.

Figure 5.4: Recognition error versus various learning rates. Recognition rate is best observed when the learning rate is set to 0.0001.

In the next step, fixing the hidden layer size to 100, the learning rate is varied among 0.001, 0.0001 and 0.00001. The comparison of respective recognition errors on test set is shown in Figure 5.4. It is evident from the figure, that a learning rate of 0.0001 is the most suitable choice.
5.1.2 Features

The LSTM networks, like other modern machine learning methods, have shown to yield very good results on raw pixel values. No hand-crafted features are thus required and LSTM-based line recognizer learns the discriminating features from the input images itself. Yousefi et al. [YSBS15] demonstrated that 1D-LSTM networks with automatic feature learning can outperform MDLSTM networks and 1D-LSTM networks with hand-crafted features. Except the implicit features of baseline and x-height of individual characters, no other feature has been extracted for any work reported in this thesis.

5.1.3 Performance Metric

The recognition accuracy is measured as “Character Error Rate (CER) (%)”, in terms of Levenshtein Distance (or more commonly known as the Edit Distance), which is the ratio between insertion, deletion and substitution errors and the total number of characters.

\[
\text{Character Error Rate (CER) (\%)} = \frac{I + D + S}{\text{Total Characters}} \times 100
\]  

(5.1)

where ‘I’ denotes the Insertion, ‘D’ denotes the Deletion and ‘S’ denotes the Substitution errors.

5.2 Printed English OCR

Printed English\(^1\) has remained the main focus of the OCR research over many decades, and modern day OCR algorithm claim very low recognition errors. However, in practice, the generalization of such systems to new types of real-world documents is quite unsatisfactory. This happens mainly because of the nature of the OCR data, which means that the new text, on which an OCR system is applied, often differs significantly from all the training samples that that OCR system has seen during the training. There is currently no standard testing procedure or widely used dataset in the document analysis community to address this issue.

The following sub-section summarizes the research work reported so far for printed English. Experimental evaluation is discussed after describing the related

\(^1\)This section is based on the research work presented in [BUHAAS13]
work. **LSTM-based OCR** achieves very low error rates on standard database. An error analysis is presented at the end of this section.

### 5.2.1 Related Work

The **OCR** of printed English is very rich and an overview of decades of research in this field is prohibitively laborious. Mori et al. [MSY92] presented a historical review of OCR research and development, in 1992. They divided their review into two parts. In the first part, they described the history of OCR research, describing many template matching techniques and structural analysis methods. In the second part, they described various generations of commercial OCR products, starting from the early 1960’s systems with very limited functionality to the commercial systems available between 1980 to 1990, such as hand-held scanners, flat-bed scanners and page readers.

The use of **ANNs** for text recognition began in the 1970s. Fukushima [Fuk80] presented a self-organizing neural network architecture to recognize simulated characters. This network consisted of two hidden layers and was trained in an unsupervised manner. The structure of this network was very similar to that proposed by Hubel and Wiesel [HW65] for visual nervous system.

LeCun [LC89] introduced Convolutional Neural Networks (CNN) for isolated handwritten numeral recognition. In this type of neural networks, a specialized layer, referred to as feature maps, scans the input image at different locations to extract features. Multiple feature maps were used to extract different features from the image.

Jackel et al. [JBB+95] used the above-mentioned CNNs “LeNet” for handwritten character recognition. This system was based on segmentation-based philosophy, where individual character candidates were extracted at first from a given string. The *LeNet* was then applied to see if it can recognize this with high confidence or not. A simple threshold then identified the candidates that were recognized with higher probability. Others were discarded as incorrect segments.

Marinai et al. [MGS05] presented a survey on the use of ANNs for various tasks of a document analysis, including preprocessing, layout analysis, character segmentation, word recognition and signature verification. For the OCR task, they divided techniques for individual character recognition or word recognition.

Hidden Markov Models (HMM) were proposed by Rabiner [Rab89] in 1989 and they became extremely popular in the field of continuous speech recognition. Schwartz et al. [SLMZ96] adapted a speech recognition system for a language-independent OCR.
Various attempts have been made to develop hybrid ANN/HMM methods to overcome the demerits of HMM-based methods. The ANN part of such systems extracts discriminative features and the HMM part is used as a segmentation-free recognizer. Rashid [Ras14] reported a system for printed OCR using this hybrid approach. In this method, Multilayer Perceptron (MLP) was used to extract the features from a given text-line. For this purpose, individual characters were extracted using the character segmentation method reported in [Bre01]. Features were extracted using a 30 × 20 window scanning over a character-segmented text-line. These features were extracted for the character and non-character classes. An AutoMLP [BS08] was used to learn them from 95 classes that include non-character (garbage) as well. HMM were then trained on these features using standard Baum-Welch algorithm. They reported an accuracy of 98.41% on standard dataset of printed English.

Most of the literature reported for these hybrid systems combine MLPs with HMM; however, Graves [GS05] described the use of RNN/HMM hybrid for phoneme recognition. They reported that using the RNN/HMM hybrid produces better results than those reported for ANN/HMM hybrid or simple HMM-based approaches.

### 5.2.2 Database

To evaluate the LSTM-based OCR method, we used UW3 dataset [LRHP97], representing 1,600 pages of document images from scientific journals and other common sources. Text-line images and corresponding GT text have been extracted from the data set using the transcriptions provided with this database. Text-lines containing mathematical equations are not used during either training or testing. Overall, we used a random subset of 95,338 text-lines in the training set and 1,020 text lines in the test set. Some of the sample images have been shown in Figure 3.1.

### 5.2.3 Experimental Evaluation and Results

In the context of these experiments, the text-lines are normalized to a height of 32 in a preprocessing step. Both left-to-right and right-to-left LSTM layers contain 100 LSTM
memory blocks. The learning rate is set to $1 \times 10^{-4}$, and the momentum to 0.9. The training is carried out for one million steps (roughly corresponding to 100 epochs, given the size of the training set). Test set errors are reported every 10,000 training steps and plotted. The configuration of the trained LSTM network is shown in Figure 5.5. The two hidden layers correspond to the bidirectional mode of the LSTM network.

The process of LSTM training is illustrated in Figure 5.6. It is interesting to note from this figure that after seeing only 5400 text-lines, the network is able to recognize almost all characters. This shows that LSTM networks do not suffer generally from the ‘over-training’ problem. The LSTM network is able to achieve 0.6% (No. of total characters, $N = 50,632$) error on the test-set.

To compare the results with other contemporary OCR systems, the same test set has been utilized. The results have been compared with an old version of OCRopus [Bre08], Tesseract [Smi13] and ABBYY [ABB13] systems. The Tesseract system achieves a recognition error of 1.299% when run in line-wise mode with an English language model; ABBYY achieves 0.85% using the “English” setting, and the OCRopus achieved 2.14%. Figure 5.7 presents the comparison of the three OCR systems on the UW3 data collection. It should be noted that all these systems employ language modelling techniques to post-process the raw output, and in some cases other sophisticated techniques like font recognition and adaptivity. The LSTM network, on the other hand, achieves the results without any language modelling, post-processing, adaptation, or use of a dictionary. The running time is under a second for a regular text line on a modern desktop PC.
Figure 5.6: An illustration of the training steps of the LSTM line recognizer. The top row shows the input text-line along with the GT. The second row shows the frame-wise output from the LSTM network in image form, together with a decoded transcription. Frame-wise output from the LSTM network after using the CTC step is shown in the third row. The fourth row shows a graph of posterior probabilities for spaces (green), the top class (blue), and the reject class (yellow). The last row provides the graph of total error signal used in the back-propagation step. This error signal has a very non-Gaussian distribution, with occasional high spikes. These spikes seem to correspond to internal recognitions of the state-space used by the LSTM model.

Figure 5.7: Comparison of CER of the LSTM recognizer (without a language model or adaptation) with the Tesseract [Smi13], ABBYY commercial OCR system [ABB13] and the OCRropus segmentation-based recognizer [Bre08]. Error rates on the UW3 database (English, modern print, N=8,988).
5.2.4 Error Analysis

There are a total of 313 errors and top confusions are ‘space’ deletions (34 times), ‘period’ confused with ‘comma’ (25), ‘space’ deletions (16), ‘period’ deletion (10), ‘comma’ confused with ‘period’ (6), ‘y’ confused with ‘v’ (5), ‘I’ deletions (5) and ‘i’ deletions (4).

Representative inputs and outputs are shown in Figure 5.8. The LSTM networks are able to recognize the text in a variety of font-sizes, styles and degradations (touching characters, partial characters). Errors appear when a significant part of a character is missing or in the case of capital characters.

Figure 5.8: Input-output pairs from the LSTM line recognizer from modern English. Generally, LSTM copes well with different font styles, sizes and touching letters. Capital characters are more prone to misclassification, so are the uncommon names of people.

5.2.5 Conclusions

The results presented in this section show that the combination of text-line normalization and 1D-LSTM yields excellent results for English OCR. Improvements of 0.3% – 0.6% error may seem small, but they are enormously significant both in terms of
differences between OCR systems and practical applications, greatly reducing the need for manual post-processing. These results suggest that error rates for LSTM-based OCR without any language model are considerably lower than those achieved by segmentation-based approaches, HMM-based approaches, or commercial systems, even with language models. Treating the input text line like a sequence of “frames” over time is related to HMM-based approaches \[LSN^+99\] and Document Image Decoding \[KC94\], but the LSTM approach has only three parameters, the input size, the number of memory units, and the learning rate.

### 5.3 Printed Devanagari OCR

Hindi, the national language of India, is based on the Devanagari script. It is the fourth most popular language in the world with 400 million speakers. A great wealth of ancient classical literature, scientific, and religious books are available in Hindi/Sanskrit. Therefore, there is a great demand to convert them into machine readable documents. Moreover, a well developed OCR technology in Hindi can assist in various fields as demonstrated by the OCR of Latin script.

However, despite the envisaged applications, the OCR research in Devanagari is still behind that of the Latin scripts. This can be attributed to various challenges. Section 3.5 discusses some of the challenges pertinent to Devanagari OCR in detail.

This section\(^2\) describes the LSTM-based OCR solution for the printed Devanagari script. A short literature review is given in the following section before presenting the details about the experimental design and the results obtained.

#### 5.3.1 Related Work

The first efforts towards the recognition of Devanagari characters in printed documents started in the 1970s. Researchers at Indian Institute of Technology, Kanpur, India developed a syntactic pattern analysis system for the Devanagari script \[SM73\]. In the 1990s, Chadhuri et al. \[CP95\] and Pal et al. \[PC97\] developed the first complete end to end OCR system for Devanagari. Although in the 1990s OCR for Devanagari was restricted only at research level, in the early 2000s it took a major leap when Center for Development of Advance Computing (CDAC) India released the first commercial Hindi OCR called “Chitrankan” \[Pal04\].

\(^2\)This section is based on the work reported in \[KUHB15\].
Shaw et al. [SPS08] and Bhattacharya et al. [BPSB06] used HMMs for handwritten Devanagari character recognition. When using HMMs for OCR, statistical features play an important role. HMMs also require a large training set for estimating the parameters for a reliable recognition [Pal04].

Jawahar et al. [JKK03] used Support Vector Machines (SVM) for the recognition of printed Devanagari characters for a multilingual OCR engine. Principal Component Analysis (PCA) was used to reduce the dimensions of the feature space here. Even though SVMs are a good choice for the case where training data is limited, the main hurdle in use of the SVM method is the selection of a proper kernel [Pal04].

Bhattacharya et al. [BC09] used MLPs for the classification of Devanagari numerals. Each image was subjected to three MLP classifiers corresponding to a particular resolution. Singh et al. [SYVV10] used ANNs with features like mean distance, histogram of projection based on pixel location and their value. This ANN consisted of two hidden layers and was trained using the conventional backpropagation algorithm. ANNs are easier to implement and in addition to classification, also provide a confidence value for the classification [JDM00]. However, a major disadvantage with feed-forward ANNs is that they cannot remember the context.

Off late, LSTMs have also appeared in the Devanagari OCR research. Sankaran et al. [SJ12] has used bidirectional LSTMs for word classification in printed Devanagari documents with good results (Character Error Rate (CER) = 5.65%).

### 5.3.2 Database

A new database, *Deva-DB*, has been proposed in this thesis to advance the OCR research in the printed Devanagari. Further details about this database can be found in Section 4.4.1.

The test set is divided into two groups. The first set consists of 1000 synthetic text-line images generated from a different text corpus (other than the one used for training). The second set consists of a set of 621 real scanned text-line images (as described in Section 4.4.1) consisting of different fonts and different levels of degradations. Figure 5.9 shows few sample images from the second set containing the real scanned data.
Figure 5.9: Samples taken from the real scanned set of line images where LSTM-based line recognizer fails. These samples not only vary in fonts but also in the degree of distortion due to ink spreads and distortion from the scanner. The corresponding Unicode output from the LSTM is also shown on the right side of each image. The errors in the output are marked in red. The errors have mostly occurred at places where the ink spreads are such that the LSTM could not differentiate between two similar characters.

5.3.3 Experimental Evaluation and Results

Three experiments, differing in the number of fonts for train and test data, have been performed. These experiments can be classified into (i) Single Font-Single Font (train-test), (ii) Multi Font-Single Font, and (iii) Multi Font-Multi Font. These experiments differ significantly from the experiments done by Sankaran et al. [SJ12] since we use the whole unsegmented line images (which includes a space character as a label in the output layer) for training the network. Moreover, no handcrafted features are extracted from the text-line images.

The line recognizer from the OCRopus OCR system has been adapted to work with Devanagari script. The LSTM network has been trained at two levels. The first one is with images only from a single font (Lohit Hindi) and the second one is trained with a training set consisting of images from multiple fonts (Lohit Hindi, Mangal, Samanata, Kalimati, NAGARI SHREE, Sarai, DV ME Shree). The results of the experiments are summarised in the Table 5.1.
Table 5.1: Performance comparison of four sets of experiments performed on Deva-DB. These experiments differ in types of fonts used in training/evaluation and also the type of test data, i.e., synthetic or scanned.

<table>
<thead>
<tr>
<th>No.</th>
<th>Training Data</th>
<th>Test Data</th>
<th>CER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single Font, 24000 images (1,855,410 chars)</td>
<td>Single-Font, Synthetic 1000 images (80,50 chars)</td>
<td>1.2</td>
</tr>
<tr>
<td>2</td>
<td>Multi-Font, 24000 images (1,855,410 chars)</td>
<td>Single Font, Synthetic 621 images (22,517 chars)</td>
<td>4.1</td>
</tr>
<tr>
<td>3</td>
<td>Multi-Font, 24000 images (1,855,410 chars)</td>
<td>Multi-Font, Synthetic 621 images (22,517 chars)</td>
<td>2.7</td>
</tr>
<tr>
<td>4</td>
<td>Multi-Font, 24000 images (1,855,410 chars)</td>
<td>Multi-Font, Real Data 621 images (22,517 chars)</td>
<td>9.0</td>
</tr>
</tbody>
</table>

5.3.4 Error Analysis

Sample images of the scanned text-lines along with the LSTM-based line recognizer are shown in Fig. 5.9. Error made by the network is highlighted in red color. Apart from errors due to the confusions between similar shapes, one main reason for errors in these images is the ink spread on scanned text-line images. This ink spread makes it harder for LSTM networks to correctly recognize similar characters.

Although the confusion matrix in Table 5.2 shows most of the confusions to be similar in shape, the top confusions (◌ं, ◌्, र) happen to be deletions (network missing the character) or insertion (network erroneously inserting a character). This appears very strange at the first look. But a deeper analysis of the problem leads us to the conjunct characters in Devanagari.

The character ‘◌ं’ is a vowel which when combined with a consonant appears as a dot on the top of the consonant. For instance, when combined with the consonant ‘त’ (tha), the conjunct character would appear as ‘तं’ (than). A network trained with distorted images, can treat ‘◌ं’ (with a high probability) as a distortion in the image and would fail to detect it in some cases. The first image in Fig. 5.9 shows an example of such a deletion on the character ज.

The character ‘◌्’ indicates that the preceding character should fuse with the succeeding character of ‘◌्’. If ‘प’ (pa) is to fuse with character “◌्(ra), the code sequence would be ‘प’ + ‘◌्’ + ‘र’. The compound character has a shape ‘प◌्’ (pra) and it can be seen that the shape of the compound character represents ‘◌्’ (pa) more than ‘◌्’ (ra). This is the case with all the consonants which fuse with ‘◌्’ i.e. they take the shape of the first consonant.
Table 5.2: The top confusions from all four experiments (see Table 5.1) and from Tesseract OCR Engine. '_' corresponds to a deletion (Pred.) or an insertion (GT). The top two confusions are deletions or insertions in all but one case.

<table>
<thead>
<tr>
<th>Experiment1</th>
<th>Experiment2</th>
<th>Experiment3</th>
<th>Experiment4</th>
<th>Tesseract</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Count</strong></td>
<td><strong>Pred</strong></td>
<td><strong>GT</strong></td>
<td><strong>Count</strong></td>
<td><strong>Pred</strong></td>
</tr>
<tr>
<td>521</td>
<td>_</td>
<td>ओ</td>
<td>103</td>
<td>_</td>
</tr>
<tr>
<td>323</td>
<td>_</td>
<td>र</td>
<td>91</td>
<td>_</td>
</tr>
<tr>
<td>317</td>
<td>_</td>
<td>आ</td>
<td>63</td>
<td>_</td>
</tr>
<tr>
<td>265</td>
<td>ओ</td>
<td>ब</td>
<td>59</td>
<td>व</td>
</tr>
<tr>
<td>235</td>
<td>ओ</td>
<td>_</td>
<td>52</td>
<td>.</td>
</tr>
<tr>
<td>221</td>
<td>_</td>
<td>_</td>
<td>51</td>
<td>ओ</td>
</tr>
<tr>
<td>206</td>
<td>त</td>
<td>न</td>
<td>42</td>
<td>य</td>
</tr>
<tr>
<td>183</td>
<td>व</td>
<td>ब</td>
<td>42</td>
<td>त</td>
</tr>
</tbody>
</table>
Therefore, this is highly probable that the network might predict it as ‘प’ (pa). When this happens, we have a deletion of two characters which are ‘◌्’ and ‘र’. This explains why the top three confusions are deletions. In the fourth image in Figure 5.9, the conjunct character ‘◌ं’ is replaced by consonant ‘ख’ because of a similar shape. This is one such example of deletion of ‘◌्’.

The top deletion errors can be reduced by taking into consideration the pixel variation in the vertical direction as well. Whereas other substitution errors can be removed by training on data which has more samples of these substituted shapes.

To compare the performance of LSTM networks, we evaluated the well known OCR engine Tesseract [Tes14] on our real test set. Tesseract results showed an error of 11.96% (with the default Hindi model) on the same test set where LSTM networks outputs an error of 9%. The confusion matrix from Tesseract also shows the top confusions to be deletions. The character ‘◌ं’ also appears as the top deleted character in the confusion matrix.

### 5.3.5 Conclusions

The complex nature of the Devanagari script (involving fused/conjunct characters) makes the OCR research a challenging task. Since words in Devanagari have a connected form, we proposed LSTM as a suitable classifier. A new database, Deva-DB, comprising of GT text-line images from various scanned pages and synthetically generated text-lines, has been proposed. OCRopus line-recognizer has been adapted and trained on this database. This LSTM-based system yields a character error rate of 1.2% when the test fonts matched that of the training data but the error rate increased to 9% when tested on scanned data (containing different set of fonts). The important issue that the network faced while classifying the characters is that of conjunct characters and the cases where characters are vertically stacked. The shape and position of these vertically stacked glyphs vary widely with different fonts.

### 5.4 Printed Urdu Nastaleeq OCR

Urdu, the national language of Pakistan, is written in the Nastaleeq script. This script belongs to the Nabataean family of scripts and shares many characteristics with Arabic and Persian. Some of its salient features that pose specific challenges for its OCR are presented in Section 3.6. Nastaleeq script\(^3\) consists of 45 basic characters. Five

---

\(^3\)A part of this section is based on the work reported in [UHASB13].
(05) characters can occur only in isolation, 10 can only occur in the first position or at the last position, 2 characters can occur only at the end of a ligature, and only 1 character can occupy position in the middle; it cannot be located in any other position. Remaining 27 characters may occur in isolation, at the beginning, at the end or in the middle of a ligature. Moreover, there are 26 punctuation marks, 8 honorific marks, and 20 digits. Some common punctuations (like %, <, >, parentheses, etc.) and English numerals are also used in Urdu publications frequently; so they are also included in the list of possible characters/class-labels. Characters belonging to above-mentioned eight categories are shown in Figure 5.10. So, in total there are 99 individual labels. Moreover, if we take the shapes of various characters as a separate label, then there are 191 labels. The last column in Figure 5.10 details the number of classes in each category as per their number of shapes depending on their position in a ligature.

Various experiments have been performed on Urdu Nastaleeq script using the LSTM networks. The experimental setup and the results obtained by applying two different LSTM architectures are described in the following sections. However, a short overview of work reported for Nastaleeq OCR is given first to introduce the little work that has been carried out so far in this field.
5.4.1 Related Work

Urdu Nastaleeq script has not yet been thoroughly introduced to current OCR research and till date no significant OCR system, specialized for Urdu Nastaleeq script has been reported. However, there has been an increase in the interest of the researchers, especially from the Indian subcontinent to address the Urdu Nastaleeq OCR problem. Some earlier work was done by Pal et al. [PS05] to recognize individual Urdu characters. They recognized these characters using a combination of topological, contour and water-reservoir concepts. Segmentation of Urdu ligatures is very complex and error-prone. As a result, there has been a shift in interest among researchers to try segmentation-free approaches.

Sabbour et al. [SS13] presented a segmentation-free approach for Urdu and Arabic scripts. They modified the traditional shape-context features method [BMP02] to extract features from Urdu/Arabic ligatures and then applied k-nearest neighbour classifier to recognize the ligatures. Instead of computing shape-context features of the whole ligature, they first divided the ligature image into four parts; they then computed the shape-context of points in each of the region separately. Subsequently, these features were concatenated to define the cumulative feature vector.

Naz et al. [NHR+13] presented a comprehensive survey of Urdu document image analysis research (both from layout analysis and OCR points of view). In another work, Naz et al. [NHR+14] outlined various difficulties in detecting baseline for Nastaleeq script.

Akram et al. [AHN+14] recently adapted the well-known Tesseract OCR system for Urdu Nastaleeq. They modified various routines in the Tesseract system to work for cursive script like Nastaleeq. They reported an accuracy of 97.87% and 97.71% for 14- and 16-point font-sizes respectively.

5.4.2 Database

Urdu Printed Text Images (UPTI) dataset [SS13] has been used for the evaluation of the LSTM-base line recognizer. This Urdu dataset consists of 10,063 synthetically generated text lines. Various degradation techniques [Bai92] have been applied to increase the size of the dataset. 12 sets were generated by varying four parameters, namely, elastic elongation, jitter, sensitivity and threshold. This dataset contains both ligatures and text-line level GT; however, only text-line dataset is used for the present work. These lines are divided into three sub-categories, training (46%), validation (34%) and testing (20%). Each set is build such that text-lines from all 12 degraded
categories and 1 clean category are taken in equal proportions. It is also possible to take all images from all the categories (resulting in $13 \times 10,063$ text-line images) to increase the size of the database; however, it is not done in this work because it would have made LSTM learn the training data too well, thereby resulting in poor generalization. Some of the text-line from UPTI database are shown in Figure 5.11.

### 5.4.3 1D-LSTM Networks for Urdu Nastaleeq Script

There are two kinds of experiments performed for Urdu Nastaleeq script using single layer 1D-LSTM networks. In the first evaluation, shape variations at all four positions (isolation, beginning, middle and end) are considered (191 classes). In the second evaluation, only basic labels are considered (99 classes).

Since 1D-LSTM networks are not translation invariant in vertical dimension, it is therefore necessary to normalize the input images to a specific height, so that the depth of 1D frame is consistent over all text-line images. Currently, there are no Nastaleeq-specific normalization method reported. In the current work, each text-line image is rescaled to a fixed height. Raw pixel values are used as features and no other sophisticated features are extracted. A $30 \times 1$ window is traversed over the
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Figure 5.12: Training pipeline for Urdu Nastaleeq OCR. A 30 × 1 window traverses the height-normalized image and the LSTM network is provided with a 1D sequence of corresponding pixel values. The CTC layer then performs the output-transcription alignment.

text-line image and the resulting 1D sequence (frame) is fed to the LSTM network for training.

As mentioned earlier, the LSTM architecture with CTC output layer is employed to evaluate RNN for Urdu script. A publicly available RNN library [Gra] is used for evaluation. Implementation of both 1D and multidimensional LSTM networks is provided in this library along with CTC output layer.

Size of the hidden layer, learning rate and momentum are other tunable parameters. For the training purpose, the normalized gray-scale input text-line image is scanned from left to right to extract the features. The corresponding transcriptions are reversed to make it consistent with the input image (Urdu is read from right to left). Figure 5.12 shows the complete training pipeline.

Normalized text-line images along with their transcriptions are fed to the network, which perform the forward propagation step first. Alignment of output with associated transcriptions is done in the next step and then finally backward propagation step is performed. After each epoch, training and validation error are computed and the best results are saved. When there is no significant change in training and validation errors for a preset number of epochs, the training is stopped. Training and validation errors are recorded and the network is evaluated on test set.
Parameter tuning is discussed in detail in Section 5.1.1. Briefly, best value for hidden layer size and the learning rate are 100 and 0.0001 respectively. For this network with best parameters, training and validation errors as a function of number of epochs are shown in Figure 5.13. This network took 77 epochs to converge. However, it can be seen that the validation error is minimum after 41 epochs (marked as a dotted-line in Figure 5.13). This network is returned as the best network.

To evaluate the generalization capability of the trained LSTM models, a sub-set of UPTI dataset is used as a test set. There are 2,003 randomly selected text-line images in this test set. As mentioned before, LSTM networks have been evaluated for two scenarios: considering ligature shape variations and ignoring shape variations in the ligatures. For the first case, the recognition error is 13.574%, (Total No. of labels, N = 74,279), while for the second case, the recognition error is 5.15% (N = 74, 279).

There have not been many OCR systems available for Urdu Nastaleeq script. Only shape-matching based OCR system proposed by Sabbour et al. [SS13] is reported in recent times. They evaluated their system on clean printed text as well on some of the artificially degraded versions of the clean dataset. They achieved 11.2% letter error rate on clean images. They also reported error rates for various degradation effects on individual basis. There is no error rate reported for mixed dataset that we used in our evaluations. Moreover, they did not consider the case where ligature shape variations are not considered (where we achieved a CER of 5%). It is therefore
not possible to do one to one comparison in true sense, but it can be seen that our system performed better taking into consideration that clean images are only $\frac{1}{13}$ of our test-dataset. Secondly, the performance of their system changes significantly by changing degradation parameters' values.

### 5.4.4 Error Analysis

Some sample input-output pairs are shown in Figure 5.14. LSTM network performs generally well for most of the labels; however, it appears that it sometimes fails to recognize the location of dots and diacritics (e.g. Figure 5.14-(a)-(e)). As mentioned earlier, the dots and diacritics are very important to give meaning to a ligature. Other errors are mostly due to very similar shapes of a ligature (e.g. Figure 5.14-(e) and (f)).
would increase the recognition accuracy because we have less variations within a specific class. There could be two issues: by ignoring the shape variations, number of samples per class increase. So, increased numbers per class is resulting in better training and thereby reducing recognition errors. Secondly, when considering shape variations, number of samples per class are small and that could lead to insufficient training and thus resulting in higher recognition errors. One may argue that less number of classes generally means better classification accuracy; however, it should be noted that the dataset remains the same, so by merging many classes, we actually are increasing the variations. This conflict may be solved by having such a dataset in which samples per class in both variations are equivalent.

### 5.4.5 HSLSTM Networks for Urdu Nastaleeq OCR

The Hierarchical Subsampling LSTM (HSLSTM) networks are described in Appendix A. One advantage of these networks is to compress the sequence into blocks or windows, thus speeding up the training time with complex architectures. To use these networks with 1D frames (extracted by traversing a window whose width is 1-pixel), these networks combine more than one frame in a single timestep.

There are more free parameters in HSLSTMs than single layer 1D-LSTM networks owing to their complex architecture. The number of hidden layers is fixed to three as suggested in [Gra12]. The number of LSTM cells in each hidden layer is found empirically depending upon the character error rate. The number of tanh cells in feedforward layers are also found empirically. The subsampling size is set to ‘2’ for both 1st and 2nd hidden layers.

Another important difference in HSLSTM networks from single layer 1D-LSTM networks is the use of a different text-line normalization method. Image rescaling does not yield good results when used with HSLSTM networks. The Filter-based text-line normalization method described in Appendix B is employed in this work. This method is applicable to many scripts and found to work good for Urdu Nastaleeq script. To find the right value of the text-line height, experiments are performed using both the 1D-LSTM and HSLSTM networks. The character error rate is plotted (see Figure 5.15) against various normalization heights and the best value is selected.

After having selected the normalization height to 85, the number of LSTM cells in each of the three hidden layers and the number of tanh units in feedforward layers are searched. Table 5.3 shows the character error rates for various configurations.
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Figure 5.15: Comparison of CER for various values of normalized height. It is evident that the HSLSTM network with a normalized height of 85 (denoted by 85-HS) is the optimal choice. The number of LSTM cells in three hidden layers, from lower to higher, are 20, 60, and 100 respectively, while the number of tanh units in 2 feedforward layers are 20 and 60 respectively.

Table 5.3: Various architectures of HSLSTM networks are compared. It is noted that the bigger architectures tend to perform better. It must be kept in mind that the sample size is fixed to 2 in all these experiments.

<table>
<thead>
<tr>
<th>Hidden Layer Size</th>
<th>Feedforward Layer Size</th>
<th>CER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,10,50</td>
<td>6,20</td>
<td>6.12</td>
</tr>
<tr>
<td>2,10,50</td>
<td>12,40</td>
<td>5.47</td>
</tr>
<tr>
<td>4,20,100</td>
<td>6,20</td>
<td>4.07</td>
</tr>
<tr>
<td>4,20,100</td>
<td>12,40</td>
<td>3.32</td>
</tr>
<tr>
<td>20,60,100</td>
<td>6,20</td>
<td>3.01</td>
</tr>
<tr>
<td>20,60,100</td>
<td>12,40</td>
<td>2.55</td>
</tr>
</tbody>
</table>

5.4.6 Comparative Analysis

The UPTI database is becoming popular to benchmark the OCR algorithm for Urdu Nastaleeq script (see Table 5.4). Recently, Naz et al. [NUA+15] reported the results of MDLSTM networks with hierarchical subsampling on this database. They trained MDLSTM networks with many hand-crafted features, which achieved slightly better error rates than those obtained using 1D-LSTM networks with single layer on the same test data (5.03% as compared to 5.15%). However, HSLSTM networks based on 1D architecture significantly outperform both of these results and achieve 2.55% character
Table 5.4: The comparison of various LSTM architectures for Urdu Nastaleeq OCR. The evaluations are performed on the same test data.

<table>
<thead>
<tr>
<th>LSTM Architecture</th>
<th>Features</th>
<th>CER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-LSTM</td>
<td>Automatic</td>
<td>5.15</td>
</tr>
<tr>
<td>MDLSTM [NUA\textsuperscript{+15}]</td>
<td>Hand-crafted</td>
<td>5.03</td>
</tr>
<tr>
<td>HSLSTM</td>
<td>Automatic</td>
<td>2.55</td>
</tr>
</tbody>
</table>

error rate. MDLSTM networks take huge amount of time to train and the results are still marginally better than those obtained by 1D-LSTM networks. On the other hand, HSLSTM networks training time is comparable to that of simple LSTM networks (24 compared to 17 hours on the same training data).

5.4.7 Conclusion

Urdu Nastaleeq is a challenging script for automatic recognition. Moreover, the research in this field is still in its infancy. LSTM networks seem to be a good choice to OCR this script, due to their excellent contextual processing capacity. Two architectures have been evaluated for printed Urdu Nastaleeq OCR. The HSLSTM network yields significantly better results than the simple 1D-LSTM networks. The training time for these networks is considerably small as compared to more complex MDLSTM networks based on hierarchical subsampling [GS08] that are reported in the literature for Arabic handwriting recognition.

5.5 Chapter Summary

This chapter discusses the application of LSTM-based OCR methodology for three modern scripts, namely English, Devanagari and Urdu Nastaleeq scripts. LSTM-based OCR solution has achieved very low error rates on printed OCR of these scripts. Results on English and Urdu Nastaleeq are the best reported OCR results among the reported results in the literature. Training of 1D-LSTM models for OCR is considerably simpler than previous training methods, since all the training is carried out in terms of text line images and transcriptions. In terms of parameters, beyond text line normalization, all that is required is choosing the input size and the number of internal state units. Moreover, the reported results are obtained without using any hand-crafted
features, font recognition and adaptation, language modeling or dictionary correction. The results on Urdu Nastaleeq using HSLSTM networks are significantly better than those obtained using simple LSTM networks.
Preserving the literary heritage is important to gain valuable insights into human history and to gain knowledge about the different aspects of our ancestors’ lives. Documents, whether written on leaves, stones, textiles, animal skin, or paper, have remained the eyes to the history of mankind. Old documents are very delicate and they need extreme care. With the advancement in the capturing technology, the cost of preserving old documents has decreased many folds. Libraries and institutes around the globe have made valuable efforts in making digital copies of historical documents.

However, navigating through these documents is still very difficult as the scanned images are not suitable for searching and indexing. Automatic recognition of historical documents can help a Paleographer\(^1\) by indexing the old documents in a digital library. But, one must contemplate that this is very challenging due to the following reasons:

- These documents are usually found in a very bad condition, so the quality of text is not very high, and is often highly degraded with torn pages.
- The document may have been written in an ancient script with archaic orthography. These primitive scripts render these documents very difficult to recognize by computer programs.
- Many modern text recognition algorithms, based on supervised ML, require a lot of transcribed training data. Transcribing documents by a human is very laborious and costly due to the involvement of language experts; therefore, it is not feasible to transcribe a large enough data for historical scripts.

\(^1\)Paleography is the study and scholarly interpretation of ancient writings and its various forms.
This chapter contributes in the following two ways to enhance the research in the field of historical document digitization.

- Firstly, LSTM-based OCR methodology, which has been described in the previous chapter, is successfully applied on Fraktur and Polytonic Greek scripts. On both these scripts, the LSTM networks have been trained using the synthetically generated data and the results on scanned documents have shown that the LSTM-based methodology has outperformed both Tesseract and ABBYY OCR systems.

- Secondly, a novel approach has been proposed to OCR scripts that lack large amounts of training data. This approach combines the segmentation-based and segmentation-free OCR paradigms to achieve this goal. Although meagre GT data was available, the proposed approach has shown to produce excellent OCR results without using any language models or any other technique.

The first part of this chapter, Section 6.1 reports the results of applying LSTM-based OCR to Fraktur and Polytonic Greek scripts. The second half, Section 6.2 describes a novel framework to combine segmentation-based and segmentation-free approaches for 15th century Latin script.

6.1 Fraktur and Polytonic Greek Scripts

Fraktur script, also known as Black-Letter or Gothic, has been the script of writing in central Europe, especially in Germany from 16th to 20th century. Polytonic Greek, on the other hand, remained the main script in Greece till the 1980s. Rich literature heritage of both countries is available in these scripts, and OCR research is actively being utilized under various digitizing projects. This section describes the results of experimental evaluation of LSTM-based OCR methodology (see Section 5.1) for Fraktur and Polytonic Greek scripts.

6.1.1 Related Work

There is not much literature available regarding the digitization of Fraktur and Polytonic Greek scripts. ABBYY is providing support for Fraktur OCR for a long time. Its core OCR module is based on segmentation-based approach [Fuc] where a combination of classifiers recognize a single letter. Furrer and Volk [FV11] improved both the

\[\text{http://www.frakturschrift.com/en:start}\]
character and word error rates using language modeling. Tesseract [Tes14] also provides the OCR capability for Fraktur script.

White [Whi13] adapted Tessereact OCR system and proposed many improvements to better train it for Polytonic Greek script recently. They showed how to incorporate language-related hints to improve the performance. Boschetti et al. [BRB+09] compared three OCR engines including ABBYY FineReader 9.0, OCRopus 0.3 (based on Tesseract) and Anagnostis 4.1 for Polytonic Greek documents. They aligned the outputs of three OCR systems using progressive multiple alignment method to improve their results.

Gatos et al. [GLS11] proposed a Polytonic Greek recognition system consisting of five modules. One module was dedicated to accent recognition, while the remaining four modules recognized character belonging to various horizontal zones. At the first step, accents were identified and separated. The remaining characters were segmented using skeleton features of foreground and background pixels. The segmented characters were assigned to one of four zones identified by the baseline and the mean-line. In this manner, characters were divided into four categories. A normalization step is carried out on all five categories (modules) before using $k$-NN classifier, with $k=3$. They reported a character recognition accuracy of 90% on various Polytonic Greek documents that belonged to the period between 1950 to 1965.

### 6.1.2 Database

Both Fraktur and Polytonic Greek lack any standardized datasets to evaluate the performance of OCR algorithms. For the OCR of Fraktur script, the LSTM training is carried out on synthetically generated 20,000 text-lines collected from various Fraktur sources. And for ancient Greek, the training is done using a combination of scanned and artificial data from Polyton-DB (see Section 4.4.2).

To evaluate the performance of LSTM models on Fraktur, some sample images are taken from two scanned books, namely (i) Theodor Fontane Wanderungen durch die Mark Brandenburg (a clean, high resolution scan), and (ii) the Ersch-Gruber encyclopedia (a noisy, lower resolution scan).

The LSTM-base OCR models for old Greek are evaluated on various combinations of datasets. These combinations are listed in Section 6.1.4.
6.1.3 Experimental Evaluation for Fraktur Script

Tests have been performed on two scanned documents of Fraktur script. Furthermore, text in Antiqua (Latin) font was excluded from the evaluation. Since error rates were so low, we could quickly determine error rates and Ground-Truth (GT) data using a spell checker and verify any flagged words against the source image. The text contains few digits and little punctuation marks which yields good error estimates. On randomly selected pages from Fontane representing 8,988 Fraktur characters, the CER is 0.15%. On Ersch-Gruber, the CER is 1.37% on randomly selected page images representing 10,881 Fraktur characters. These results are without a language model and without adaptation to the fonts found in these documents. Recognition results for Fraktur (for both Fontane and Ersch-Gruber) are also compared with other OCR systems (see Figure 6.1). The Tesseract system applied to these inputs yields CER of 0.898% (Fontane) and 1.47% (Ersch-Gruber), using a German dictionary and font adaptations. ABBYY commercial OCR system outputs CER of 1.23% on Fontane and 0.85% on Ersch-Gruber.

6.1.4 Experimental Evaluation for Polytonic Greek Script

In order to evaluate the LSTM-based line recognizer, three types of experiments have been carried out using different combinations of documents in Polyton-DB. Like Fraktur, the results have also been compared with the Tesseract and ABBYY FineReader.
In the first experiment, synthetic data of Appian’s Roman history and the 687 images of the Greek Official Government Gazette have been used to train the LSTM-engine (on a total of 12,486 text-lines), while the text-lines of the Greek Parliament Proceedings are used as the test set (3,303 text-line images). It is important to note that in this setting the fonts in the training set are different from the four fonts of the test set. The LSTM recognizer yields a CER of 14.68%, after 125,000 iterations in the training phase, as detailed in Figure 6.2.

In the second configuration, the training set includes the synthetic data of Appian’s Roman history, the text-line images of the Greek Official Government Gazette, and the text-line images of the three subsets of the Greek Parliament Proceedings (a total of 15,167 text-lines), while the text-lines of one subset of each of the above-mentioned sources are the test images (522 text-lines). In this experiment, the training data contain text written in five different fonts, while the test set includes one font that is unseen during the training. A CER of 5.67% is observed on the test data (see Figure 6.3).

In the last experiment, LSTM line recognizer is compared with the Tesseract and ABBYY OCR systems. For Tesseract, the training model for Greek polytonic script proposed by White [Whi13] is used. Regarding the ABBYY FineReader engine, we adapted it to the recognition of Greek polytonic scripts by adopting the procedure described in [SUHP+15].

The 367 text-lines from Greek Official Government Gazette and the datasets of Appian’s Roman history comprise the training data for the LSTM-based recognizer, while the remaining 2,836 text-lines of Greek Parliament Proceedings were included in the test data. The results are presented in Figure 6.4. It is worth mentioning that
the poor performance of Tesseract is mainly explained by the fact that the characters’ degradation in the test set is too high, and the character segmentation introduces too many mistakes that are propagated in the recognition stage. The results of Tesseract further strengthen the observation that many modern-day OCR system do not generalize well on unseen data, which may be totally different to that was used during the training.

Regarding the LSTM-based recognizer, the training model with the lowest error rate (0.16%) is produced after 138,000\(^{th}\) iterations. This training model gives a CER of 6.04%. The total number of characters in the test set is 169,568. By using the training model produced after 148,000\(^{th}\) iterations, with corresponding CER of 0.35%, results in reducing the CER on the test set from 6.05% to 5.51%.

The most frequent errors for the LSTM-recognizer are illustrated in Table 6.1. In
Table 6.1: Most frequent errors of the LSTM-recognizer

<table>
<thead>
<tr>
<th>Number of errors</th>
<th>OCR result</th>
<th>GT character</th>
</tr>
</thead>
<tbody>
<tr>
<td>109</td>
<td>_</td>
<td>χ</td>
</tr>
<tr>
<td>104</td>
<td>.</td>
<td>,</td>
</tr>
<tr>
<td>100</td>
<td>ι</td>
<td>τ</td>
</tr>
<tr>
<td>100</td>
<td>σ</td>
<td>σ</td>
</tr>
<tr>
<td>94</td>
<td>Ἐ</td>
<td>Ἑ</td>
</tr>
<tr>
<td>88</td>
<td>ἔ</td>
<td>ἤ</td>
</tr>
<tr>
<td>86</td>
<td>ι</td>
<td>_</td>
</tr>
<tr>
<td>79</td>
<td>ἔ</td>
<td>ἤ</td>
</tr>
</tbody>
</table>

In particular, there are 318 deletion errors and 273 insertion errors out of 9,351 errors in total. Furthermore, there is a great number of errors where a letter is misclassified with the same letter but different accent. For example 94 occurrences of the letter Ἐ are erroneously classified as the letter Ἑ.

6.1.5 Conclusion

The results obtained on both Fraktur and ancient Greek demonstrate that the LSTM-based approaches generalize much better to unseen data than the previous ML approaches. In addition, during LSTM training, very low error rates on test data are observed, often long before one epoch of training has been completed, meaning that there has likely been no opportunity to “overtrain”.

These results also show that training from artificially generated data is highly successful. One does, however, need to take care of generating this artificial data to resemble well with the scanned data, or else, the performance will suffer. However, to synthetically generate the training data in a particular script, one requirement is to possess some text in that script. This requirement, however, can not be fulfilled for ancient scripts where no such data is available. The next section reports the contribution of this thesis in dealing with the scarcity of GT training data for historical documents.
6.2 OCRoRACT: A Sequence Learning OCR System Trained on Isolated Characters

As mentioned previously that the contemporary ML approaches require a lot of transcribed training data in order to obtain satisfactory results. Transcribing the documents manually is a laborious and costly task, requiring many human hours and language specific expertise. This section presents a generic iterative training framework, named as OCRoRACT\(^3\), to address this issue. The proposed framework is not only applicable to historical documents but also suitable for present-day documents, where manually transcribed training data is unavailable. Starting with the minimal information available, the proposed approach iteratively corrects the training and generalization errors.

Specifically, a segmentation-based OCR method has been trained on individual symbols and used to OCR a subset of documents. These semi-corrected text-lines are then used as the GT data to train a segmentation-free OCR system, which learns to correct the errors by incorporating contextual information. The proposed framework is tested on a collection of 15\(^{th}\) century Latin documents with promising success. The iterative procedure using segmentation-free OCR is able to reduce the initial character error of about 23% (obtained from segmentation-based OCR) to less than 7% in few iterations.

6.2.1 Introduction

There could be multiple approaches to OCR documents, which can be either historical or modern, for which the training data is not available. The first intuitive idea to deal with the unavailability of data is to use a segmentation-based OCR approach that relies on character segmentation from a scanned image, and does not require much training data. The only requirement in such approaches is to extract unique characters from the whole document and train a shape-based classifier [AHN\(^+\)14, Whi13]. The next possible approach would be to manually transcribe a part of data that needs to be recognized, to train a classifier based on segmentation-free OCR approach (that are better for context-aware recognition), and then use this model to OCR the rest of the corpus.

However, both of the above-mentioned solutions carry their own demerits. The first approach, in practice, does not generalize well for new documents as shown by

\(^3\)OCRo refers to OCRopus and RACT refers to TessaRACT
the performance of Tesseract default model for Polytonic Greek on Polyton-DB in Section 6.1.4. The second approach requires a large amount of transcribed data for every type of document that is to be digitized. The use of artificial data is also getting popular; however, generating such a database requires some already transcribed data.

Our hypothesis is that the segmentation-based approaches can be used in tandem with the segmentation-free approaches to OCR documents where no or very limited training data is available. Specifically, the proposed approach is designed for 15th century printed Latin documents, for which very small amount of training data is available. However, the proposed framework can be equally applied to other situations, where no training data is available.

The proposed framework successfully combines the benefits of both approaches. The first issue in using a segmentation-free approach is to have a manually transcribed data. This problem is solved by using a segmentation-based approach to generate semi-corrected GT data. The second issue in using a segmentation-based approach is the poor generalization on new data. LSTM networks aptly solve this problem, as they have demonstrated excellent results on unseen data [BUHAAS13].

The recognition error is reduced with each iteration of training using the proposed design. The CER is reduced to 6.569% from 23.64% in just three iterations. Section 6.2.2 describes the details of this framework.

6.2.2 Methodology

The novelty of the proposed idea is to use both segmentation-based and segmentation-free OCR approaches in tandem to design a high performance OCR system for documents having no or very limited GT data. The complete pipeline of OCRoRACT framework is shown in Figure 6.5.

The idea is to use the segmentation-based OCR to start the training on individual symbols, as not much training data is usually required for such systems. The OCR models obtained can be used to get a semi-corrected text, which can be used subsequently to train a segmentation-free OCR system.

The process starts with the extraction of individual symbols from scanned pages or text-lines. A language expert can provide a list of unique symbols in a given document along with their Unicode representation. Alternatively, a clustering process can follow the symbol extraction step to find the unique symbols. In the present work, the former path is taken due to the availability of some language experts. Tesseract [Smi07] is trained to recognize text, based on the given symbols. Tesseract OCR
model is then used to generate the semi-corrected GT information, which is subsequently used to train OCRopus [OCR15], a segmentation-free open-source OCR system based on LSTM neural networks. The trained LSTM model is then used again to improve the GT information. This iterative process can be repeated for any number of iterations; however, in the current work, we chose to stop the training after seeing a small improvement (less than 1%) in the GT data from the previous iteration.

The details of LSTM-based OCR approach are presented in Chapter 5, and the details about the Tesseract can be found in [Smi07]. However, it is important to mention the procedure for training the Tesseract, which requires a specific box-file containing the bounding-box information of individual connected components in the image along with their corresponding Unicode representation. It is also required to provide this information in the form of a page, so that the Tesseract can learn the context during the training. As it has been mentioned before, that transcribed data for the medieval documents is not available; therefore, a meaningless text is generated from the unique symbols, that is, characters are placed in a text-line randomly. However, the characters are placed according to the placement rules with respect to baseline and x-height information. A thorough analysis has been carried out to find the statistics about various characters and the blank spaces between the individual characters and words.
The basic concept behind the proposed framework is to jointly use segmentation-based and segmentation-free approaches to OCR documents for which GT data is unavailable to train ML algorithms. There are three ways in which the proposed methodology has been evaluated. This is done to compare the results of various alternatives as mentioned in Section 6.2.1. Firstly, the Tesseract is used to OCR the database described in Section 7.5.2. Secondly, an LSTM network is trained directly on a subset of dataset that has been transcribed manually. Thirdly, the proposed approach is used to iteratively improve the semi-corrected GT data to train LSTM networks.

6.2.3 The Database

In order to validate our research hypothesis, 15th century Latin documents, available under the German government funded project, Kallimachos\textsuperscript{4}, are used. There are hundreds of novels written in Latin and Fraktur that are to be digitized. Firstly, it is also important to remember that no GT data is available for any of these novels. Secondly, the pages in these novels not only contain degradations because of aging but also contain annotations, which make them more challenging for document analysis.

In order to validate our research hypothesis, we have selected a subset of 100 images from one novel of Latin script for training, as well as 8 images from another Latin novel for testing. For performance evaluation, GT for 100 scanned pages with 3329 text-lines have been manually generated.

6.2.4 The System Parameters

The system parameters for Tesseract are kept to their default values. There are some tunable parameters to train LSTM-based OCR models. The first important parameter is the number of hidden layers, which is chosen to be one. The second important parameter is the number of LSTM cells at the hidden layer. Higher number of cells take longer to converge due to the enormous size of the network. For the experimental results reported in this section, the number of LSTM at the hidden layer is fixed to 100. Normalizing text-line images to a fixed height is an important preprocessing step. In our experience, the image height of 48 pixels is a reasonable choice and has worked satisfactorily for a variety of scripts. The learning rate and momentum are the remaining parameters and they are set to 1e-4 and 0.9 in the current work. The performance is estimated in terms of Character Error Rate (CER) which is defined by Equation 5.1.

\textsuperscript{4}http://www.kallimachos.de/project/doku.php
6.2.5 Results

This section reports the results of the three experiments that are performed to test the performance of the proposed framework. There are two test datasets used in the evaluation process. The first dataset consists of two randomly selected pages from the same book that is used for training the Tesseract and OCRopus OCR systems; however, these pages are not part of any training. The total number of text-lines are 104 in these two pages and the total number of characters are 2877. This dataset is termed as ‘T1’. The second dataset consists of 8 pages randomly selected from a book that has not been used in training at all. There are a total of 270 text-lines in these pages and the total number of characters are 7203 This dataset is termed as ‘T2’.

The intermediate results obtained by the OCRoRACT framework are presented first before comparing the final results with other two alternatives. During the first stage (iteration-0), a Tesseract OCR model is trained on the unique symbols extracted from the given training documents. Tesseract yields a CER of 23.64% on ‘T1’ dataset and a CER of 14.4% on the data collection that is later used as the training database for LSTM-based OCR. This means that the LSTM-based OCR has been trained with a 14.4% erroneous GT data (iteration-1). The LSTM model thus trained outputs a CER of 7.37% on ‘T1’ database. The same model improves the GT data from having an error of 14.4% to 7.154% (an improvement of 50.1%).

During the second iteration (iteration-2), the LSTM models are trained with the improved GT obtained from the first iteration. The model thus trained gives a CER of 7.26% on the ‘T1’ dataset, and improves the GT by further 9.56% (CER of 6.47%). The improved GT is used again (iteration-3) to train another LSTM model in third iteration, which results in a CER of 6.57% on ‘T1’ data and improves the GT by 0.9%. This iterative process could go on further, but we decided to stop it at this stage as the GT improvement is now less than 1%.

The LSTM models obtained after the third iteration are used to OCR the ‘T2’ dataset along with Tesseract (that was trained at the beginning of this process) and the OCRopus model, trained with correct GT information. The results of the three evaluations are listed in Table 6.2.

A qualitative comparison is also performed and some of the input images along with the OCR output are shown in Table 6.3.
Table 6.2: Comparison of applying Tesseract, OCRopus and OCRoRACT. The results obtained by the OCRopus seems the best, but it must be noted that this system was trained with the correct GT information, while the OCRoRACT is trained with semi-correct GT information. Noteworthy is the results obtained on 'T2' dataset where the difference between the OCRopus and OCRoRACT is relatively small.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Tesseract</th>
<th>OCRopus</th>
<th>OCRoRACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>23.64</td>
<td>1.8</td>
<td>6.57</td>
</tr>
<tr>
<td>T2</td>
<td>25.21</td>
<td>10</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 6.3: Qualitative analysis of three OCR system on 'T2' test data. Tesseract does not compete well with other two OCR systems. Both OCRopus and OCRoRACT perform similar to each other; however, OCRopus results are a little better than OCRoRACT. It must be noted, however, that OCRoRACT has been trained with erroneous GT and the OCRopus with the correct GT.

<table>
<thead>
<tr>
<th>Image</th>
<th>Inter pręcipuos pars est mihi reddita ſtultos</th>
<th>In mare ꝓiegnLꝃūmꝘd&amp;flţi.</th>
<th>Stultus erit ſemper/mifer/ &amp; cęcatus ocefis.</th>
<th>Qui vigilant igitur terrenis rebus: auernís</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tesseract</td>
<td>Inter pręcipuos paTs est mihi reddita ſtultos</td>
<td>In mare ꝓieq9LꝃūmꝘd&amp;flţi.</td>
<td>Stultus erit ſemper/mifer/ &amp; cęcatus ocefis.</td>
<td>Qui vigilant igitur terrenis rebus: auernís</td>
</tr>
<tr>
<td>OCRopus</td>
<td>Inter pręcipuos par est mihi reddita ſtultos</td>
<td>In macꝓpiec ꝙuom Ꝛd&amp;flţi.</td>
<td>Stultus erit ſemper/mifer/ &amp; cęcatus ocefis.</td>
<td>Qui vigilant igitur terrenis rebus: auernís</td>
</tr>
<tr>
<td>OCRoRACT</td>
<td>Inter pręcipuos ars est mihi reddita ſtultos</td>
<td>qat, piec ꝙuom &amp;pondus &amp;auti.</td>
<td>Stultus erit ſemper/mifer/ &amp; cęcatus ocefis.</td>
<td>Qui vigilant igitur terrenis rebus: auernís</td>
</tr>
</tbody>
</table>

6.2.6 Error Analysis and Discussions

The top confusions in applying the three OCR systems on 'T1' dataset are shown in Table 6.4. Tesseract has mostly made errors in recognizing between small and capital
Table 6.4: Top errors generated by the Tesseract, OCRoRACT and OCRopus OCR systems when applied on ‘T1’ dataset. GT denotes the ground-truth, Pred denoted the predicted output and Error shows the number of errors. _ shows the insertion or deletion of the corresponding character. Total number of errors made by a particular OCR system are shown below the name of that system.

<table>
<thead>
<tr>
<th>Tesseract</th>
<th>OCRoRACT</th>
<th>OCRopus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Errors</td>
<td>680</td>
<td>189</td>
</tr>
<tr>
<td>GT Pred. Errors</td>
<td>GT Pred. Errors</td>
<td>GT Pred. Errors</td>
</tr>
<tr>
<td>_ _ 18</td>
<td>_ i 19</td>
<td>_ _ 7</td>
</tr>
<tr>
<td>_ 14</td>
<td>_ _ 17</td>
<td>_ _ 3</td>
</tr>
<tr>
<td>1 11</td>
<td>_ _ 13</td>
<td>_ _ 3</td>
</tr>
<tr>
<td>S s 8</td>
<td>u a 7</td>
<td>_ _ 2</td>
</tr>
<tr>
<td>r i _ 7</td>
<td>u u 5</td>
<td>u u 2</td>
</tr>
<tr>
<td>f i 6</td>
<td>l f 4</td>
<td>. _ 1</td>
</tr>
<tr>
<td>l l 5</td>
<td>. _ 4</td>
<td>f _ 1</td>
</tr>
<tr>
<td>t r 5</td>
<td>i _ 4</td>
<td>l f 1</td>
</tr>
</tbody>
</table>

letters. This is understandable as these errors normally occur when contextual information is not present. It should also be noted that the usual application of Tesseract requires an associated language model. The same has not been done in the current work as no language model for medieval Latin is available.

The OCRoRACT system, which has been trained on the erroneous GT data corrects many of these errors. However, it confuses between similar shape characters like ‘a’ and ‘a’ or ‘u’ and ‘u’. It is to be noted that both of these systems yield many insertion and deletion errors related to the ‘space’ character. One way to reduce the errors made by the OCRoRACT system is to retrain Tesseract system with more variety of symbols that are causing confusions.

The OCRopus system produces less errors; however, the top confusions are again ‘space’ insertion and deletion. Other notable errors are deletion errors. The deletion errors can generally be reduced by better training. It must be noted that the training data is not much and the performance of LSTM networks in still quite satisfactory.

It is also important to see the errors obtained from applying these three systems on ‘T2’ dataset, which has not been used during the training. The top confusions are listed in Table 6.5. By comparing the outputs of three systems on ‘T2’ dataset from
Table 6.5: Top errors generated by the Tesseract, OCRoRACT and OCRopus OCR systems when applied on 'T2' dataset. GT denotes the ground-truth, Pred denoted the predicted output and Error shows the number of errors. _ shows the insertion or deletion of the corresponding character. Total number of errors made by a particular OCR system are shown below the name of that system.

<table>
<thead>
<tr>
<th>Tesseract</th>
<th>OCRoRACT</th>
<th>OCRopus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Errors</td>
<td>1769</td>
<td>Total Errors</td>
</tr>
<tr>
<td>Pred. GT Errors</td>
<td>Pred. GT Errors</td>
<td>Pred. GT Errors</td>
</tr>
<tr>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>t</td>
<td>r</td>
<td>_</td>
</tr>
<tr>
<td>u</td>
<td>n</td>
<td>t</td>
</tr>
<tr>
<td>l</td>
<td>_</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>_</td>
<td>.</td>
</tr>
</tbody>
</table>

Table 6.5, it can seen that Tesseract and OCRoRACT make similar “shape confusion” errors. However, the top errors for OCRopus are due to the misrecognition of characters. This shows that it is difficult for OCRopus to generalize well to unseen variety of characters that it has not seen during the training.

It is also evident from the results that the OCRoRACT performs very well on unseen data. The iterative nature of this framework allows for the addition of further training data (albeit erroneous) into the system, thereby, resulting in better training.

One drawback of this system is its use for cursive scripts like Arabic and Devanagari, where character/ligature segmentation is non-trivial. Arabic-like scripts contain a huge amount of ligatures and the reliable segmentation of ligatures requires more research efforts. However, one possible solution for such scripts is to use the artificial data instead of using the segmentation-based approach to start the training. The LSTM models thus obtained could be used to OCR the scanned documents.

6.2.7 Conclusion

This section presents a novel framework, the OCRoRACT, to combine the benefits of both segmentation-based and segmentation-free OCR approaches to OCR documents where no training data is available. Moreover, the reliance on a human expert
to generate the transcribed data is greatly reduced, if not eliminated by using the proposed methodology. The performance of this system is excellent when a document with similar script is evaluated. Moreover, since the system does not require accurate GT information, it can be retrained as new output becomes available. This framework can be improved further by incorporating the ability of the system to be used for cursive scripts having huge amounts of ligatures.

### 6.3 Chapter Summary

This chapter discusses the contribution of this thesis to OCR of historical documents. LSTM-based OCR methodology has successfully been applied to three historical European scripts, Fraktur, Polytonic Greek and Medieval Latin of 15\textsuperscript{th} century. Creating a manual GT data for LSTM-based approaches is tedious and costly in terms of manual efforts and language expertise. The use of synthetic data for LSTM training has been very successful to achieve reasonable accuracy on Fraktur and Greek; however, to generate the artificial data, one must have already transcribed text. To overcome the challenge of unavailability of GT data, a novel framework, OCRORACT, has been introduced combining the segmentation-based and segmentation-free OCR approaches. Segmentation-based approaches require individual characters for training; however, they do not generalize well in practice on new data. This limitation is overcome in the proposed framework by training the LSTM networks on the semi-corrected GT data generated by the segmentation-based approach.
Chapter 7

Sequence Learning for Multiple Script Identification

Script identification is a crucial step in digitizing multilingual documents. In addition to simplifying the OCR process, it could be used for many other tasks like document indexing, routing, and categorization of documents [PD14]. The traditional process to OCR documents with multiple scripts is to identify and separate the scripts before applying the OCR models. By doing so, the problem is reduced to applying single-script OCR models to the separated scripts.

A standard script identification approach is to manually extract salient features of the given script(s) and then apply a pattern classification algorithm. However, contemporary ML techniques can learn the distinguishing features automatically, thereby eliminating the manual feature extraction step. Sequence learning is based on the sequence-to-sequence matching principle where a neural network is trained such that the input-output pair is comprised of sequences (text-lines in the case of documents).

The contribution of this thesis\(^1\) in using sequence learning for multiple script identification is described in this chapter. The highlights of the proposed approach are:

- No script-specific handcrafted features are extracted. The LSTM networks have yielded excellent results using only the raw pixel values.
- No word- or character-segmentation is required (text-lines extraction is however essential); yet the script identification is done at character level.
- The LSTM networks are used for sequence-to-sequence mapping.

\(^1\)This work is based on author’s work report in [UHAS+15]
This chapter is further organized as follows: Section 7.1 describes the scope of this chapter with respect to the categorization of multilingual documents given in Chapter 3. Sections 7.2 and 7.3 report various script identification techniques used by other researchers. Section 7.4 details the LSTM-based sequence-learning technique for multiple script identification. Section 7.5 describes the experimental setup, database used, and performance metrics; while Section 7.6 shows the results of experimental evaluation and discusses the errors in detail. Section 7.7 concludes the chapter with a short summary suggesting few possible future directions in which this work can be extended.

### 7.1 Scope

A general categorization of multilingual documents has been described in Chapter 3. The first class of multilingual documents are those which have different languages sharing the same script, while the second type are those in which a single language is written in two or more scripts. The documents in the third category contain different languages and different scripts, for instance, English-Arabic, English-Greek, and Chinese-Urdu. For such documents, visual appearance of underlying scripts is highly discriminative and multiple scripts can be separated more easily as compared to the documents in other two categories.

This chapter demonstrates the capacity of LSTM networks in simplifying the script identification task by 1) removing the feature extraction step, and 2) assigning script labels at character level despite processing the whole text-line.

### 7.2 Heuristic-Based Approaches for Script Identification

Pioneering work on multiple script identification was done by Spitz [Spi97]. They used optical density distribution as a feature for the Han script and used typographic character codes for Latin-based script identification. In another early work, Pal and Chaudhuri [PC02] developed a script identification system to recognize printed Roman, Chinese, Arabic, Devanagari, and Bangla text lines. They used different features to identify a particular script.

Ghosh et al., in [GDS10], reported a comprehensive review on multiple script recognition. They divided the script recognition process into two categories of structure- and appearance-based approaches and provided comparative analysis of numerous
systems. Appearance-based approaches are global in the sense that they extract text-blocks irrespective of the document’s script. These techniques are usually faster and are applicable to a wide variety of scripts. Structure-based are local approaches, which are useful where script identification is required at line-, word- or character-level. Both approaches require segmentation of text blocks at the preprocessing stage.

Wang et al. [WLS10] proposed a noise tolerant script identification system based on pixel distribution of low-resolution skeleton of a character or a sub-word. This feature discriminated Chinese, Korean, Japanese, and English scripts at connected component level. Padma and Vijaya [PV10] proposed a texture-based global approach based on Wavelet packet feature (Haar basis function). They reported the script identification accuracies for seven scripts used in India.

Sharma et al. [SCPB13] proposed a methodology for script identification in video frames. They used three well-known features, namely, Zernike moments, Gabor, and gradient features. A script was recognized using Support Vector Machines (SVM) classifier on these features. They evaluated their method on English, Hindi, and Bangla scripts. In order to overcome the problems associated with video frames, they used super-resolution and skeletonization as preprocessing steps.

Rani et al. [RDL13] proposed a script identification method for pre-segmented English and Gurmukhi characters. They extracted Gabor features and gradient features from the characters and applied SVM classifier for recognition.

Recently, Echi et al. [ESB14] proposed a script identification technique for both printed and handwritten text for Arabic-Latin documents. They used many known features in addition to their own features to identify Arabic and Latin. They compared the performance of several classifiers including Naive Bayes, \(k\)-NN, Decision Trees, Multilayer perceptron (MLP) and SVM on selected features.

All of the above-mentioned methods rely on extraction of sophisticated features and image processing techniques along with various heuristics. This is because of the common belief that script-related features are essential to be extracted for reliable script identification. Therefore, major effort has been spent by the research community to find and fine-tune script-related features. One major issue with all feature-based methodologies is the extensive use of heuristics to adapt these methods to the task at hand. Therefore, techniques designed for one script or a set of scripts are not generally suitable for other scripts.
7.3 Machine Learning Based Approaches

Contemporary Machine Learning (ML) techniques, like Deep Belief Networks (DBN) and deep Convolutional Neural Networks (CNN), are gaining popularity in the fields of Computer Vision (CV) and Pattern Recognition (PR), and one of the reason for their wide application in this domain is that they do not rely on sophisticated handcrafted features. Instead they learn the features from the given data themselves, and still perform better than the methods based on handcrafted features. Likewise, there has been some recent efforts in applying these techniques for script identification.

Rashid et al. [Ras10] proposed a script identification method based on CNN, which learns the shapes of individual connected components without explicitly extracting features from them. They tested their method on Latin/Greek, Latin/Arabic and Antiqua/Fraktur scripts. However, they applied a post-processing step to assign small diacritics to corresponding base shapes to improve the final accuracy.

Genzal et al. [GPTF13] proposed an HMM-based script identification system. On a private database consisting of 54 languages with 18 different scripts, they reported an average script identification error rate of 1.73%. The text-lines in their work were assigned a dominant script if it had more than one script.

Singh and Jawahar [SJ15] recently proposed an RNN-based approach for script and language separation. Their approach identifies words of different scripts and languages in a text-line. They cut the word image into upper and lower half for profile feature extraction. The result on a large corpus containing 15 languages shows an average accuracy of 93.96% at word-level and 97.9% at text-line level.

Although all of the above-mentioned techniques are based on modern machine learning principles, but the first work applies post-processing step to improve the accuracy, the second approach achieves low recognition error by the use of carefully selected features and the third work employs profile features of words for the recognition. Our approach, however, is very simple as we neither extract any feature(s) nor we have applied any kind of post-processing on the output. The details of this method are described in the following section.
Chapter 7 Sequence Learning for Multiple Script Identification

7.4 LSTM Networks for Script Identification

The scheme introduced in this chapter models the script identification as a multi-class classification problem. A single target class-label is assigned to all characters of a particular script, which the LSTM network learns in a supervised classification paradigm. A text-line is not segmented into individual characters; instead LSTM network learns scripts’ shapes in a sequence-to-sequence mapping manner. In other words, we are training the LSTM network to learn a particular target class-label for all alphabets in a given language/script.

Figure 7.1 shows the proposed script identification process. The open source OCRopus document analysis system [OCR15] is used for the experimental evaluation. The OCRopus line recognizer is basically designed for OCR task, where the goal is to transcribe a given text-line; therefore, the proposed idea essentially adapts this OCR system to perform the script recognition task. The modification made in the current design to adapt the OCR system is very simple. Instead of giving the Ground-Truth (GT) information about the individual characters in a text-line, a sequence of class-labels is provided as the GT at the training stage. To achieve this in practice, the GT information is modified such that it represents a two-class classification problem (see Figure 7.1). The modified GT information is used as the target sequence for a given text-line image during the training. LSTM network learns the class association of each characters based on their own shape as well as the contextual information of...
Figure 7.2: The location information predicted by the trained LSTM model on a test text-line image. The output from the LSTM trained model for script identification is shown in vertical lines with associated class labels. The vertical line is at the approximate location of the character predicted by the LSTM line-recognizer. This information is then used to separate the two scripts.

...surrounding shapes. At the test stage, the trained network produces a script label corresponding to individual character in the text-line. It produces a string of labels corresponding to each character as shown in Figure 7.2. The network also predicts the approximate location of individual characters, which in turn, is used to separate the scripts.

The proposed approach for multiple script identification is designed to work on text-line images directly; it is therefore not necessary to extract individual characters or words from the page or text-line images, as done in most of the other reported approaches. Only text-line extraction is required from a full given page.

Moreover, unlike the usual approaches, the raw pixel values have been used as the only features. This is done because the LSTM networks, like other contemporary machine learning techniques, have shown to differentiate between many classes based on just raw pixel values [BUHAAS13].

7.5 Experiments

7.5.1 LSTM Networks’ Architecture

For the experiments reported in this chapter, 1D-LSTM architecture has been employed. It is the same as described in [BUHAAS13]. In 1D-LSTM networks, a sliding window of 1-pixel width and of height equal to the image height, traverses the input text-line image to convert it into a one dimensional sequence. The height of the image is termed as “depth” of the 1D sequence and each slice of the image thus obtained is called a “frame”. It is necessary to make the depth of all images equal, so that the individual frames in each image are equal. This process of making heights equal is labelled as “normalization”, and it is essential for such types of networks. For this work, we use the same normalization method used in [YSBS15] and it is available in the OCRopus system. This method of normalization, which can be used for many other scripts, is based on filter operations and affine transformations.
The LSTM network consists of one input layer, one hidden layer containing 50 LSTM cells and one output layer. For 1D-LSTM training, a sliding window of \(48 \times 1\) scans the input image and each frame is given to the LSTM network for training. The network learns to classify each frame into one of the target classes, including the reject class, based on the contextual information of that frame. The bidirectional mode of LSTM architecture is used to access the context in both forward and backward direction. In bidirectional mode, two hidden layers scan the input. One traverses the input from right-to-left and the other from left-to-right and both layers are connected to a single output layer.

### 7.5.2 Database

There is no standard database available for script identification purpose. Therefore, a synthetic database consisting of text-line images from freely available English-Greek text has been developed to evaluate the proposed method. A text-line generation tool available in OCRopus has been used for this purpose. This tool can generate any number of text-line images with a given text-file and font-files. A modification in this utility is done to generate the GT data for each transcription that suits our needs. 90,000 text-line images are synthetically generated in a variety of fonts (both serif and sans-serif) using degradation models described in Section 4.3. A separate test database consisting of 9,500 text-line images from a different English-Greek text has also been prepared. This database is available free of cost for the research purposes from the author.

### 7.5.3 Performance Metric

Since we have adapted an OCR system for the script identification purpose, the output is like a transcription. Therefore, the performance is measured in terms of edit distance (or Levenshtein Distance). Section 5.1.3 describes the details on this metric.

### 7.6 Results and Discussions

There are a total of 9,500 text-line images in our test dataset consisting of 289,013 characters. LSTM network trained for script-identification task as described in Section 7.4 yielded an accuracy of 98.19% (an error rate of 1.81%). Some sample test images are shown in Figure 7.3. Top 15 confusions are shown in Table 7.1. It should
Table 7.1: Top 15 confusions for script identification task.

<table>
<thead>
<tr>
<th>GT</th>
<th>No.</th>
<th>GT</th>
<th>No.</th>
<th>GT</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>v</td>
<td>749</td>
<td>o</td>
<td>717</td>
<td>ε</td>
<td>552</td>
</tr>
<tr>
<td>i</td>
<td>287</td>
<td>p</td>
<td>277</td>
<td>a</td>
<td>228</td>
</tr>
<tr>
<td>u</td>
<td>210</td>
<td>τ</td>
<td>174</td>
<td>x</td>
<td>149</td>
</tr>
<tr>
<td>φ</td>
<td>136</td>
<td>λ</td>
<td>135</td>
<td>γ</td>
<td>128</td>
</tr>
<tr>
<td>ω</td>
<td>120</td>
<td>σ</td>
<td>120</td>
<td>γ</td>
<td>16</td>
</tr>
</tbody>
</table>

GT – Ground-truth, No. – No. of occurrences

be noted that errors made by punctuation marks are not considered as they are generally script independent.

From Table 7.1, one can see that many top confusions are due to the similarity in shapes of characters between the two scripts, like ‘v’ with ν, ‘o’ with ο, ‘i’ with ι, ‘p’ with ρ, ‘a’ with α, ‘u’ with υ, ‘t’ with τ and so on. These type of errors will not be present when characters of both scripts are significantly different, e.g., English and Hindi or Arabic and Chinese. A bigram or trigram analysis could be done to further investigate the causes of such confusions.

Many confusions occur at the locations where the script of the document changes from English to Greek or vice versa. For example, in Figure 7.2, the second last character χ is misclassified as ‘X’ because the preceding character is an ‘r’ (English). Contextual information at that time-step incorrectly makes the LSTM network classify this character as belonging to the Latin script. Again, such errors will not occur in documents in which character shapes are considerably different.

Script identification has been reported by many researchers, but the unavailability of a standard database hampers the comparison of true performance among reported methodologies. Moreover, the difference in performance metrics also obstructs a fair comparison.

The results also show the powerful learning capabilities of LSTM networks. LSTM networks are able to learn many variation in shapes for the same class, for example, it could recognize the class association of whole English and Greek scripts to a single class-label. This suggests us that these networks are very useful for large-scale classification problems where class members show large variations.
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Figure 7.3: Samples of some text-lines separated by LSTM-based script identification method. It is important to note that errors resulted from the punctuation marks including parentheses are not considered as these marks are generally script independent.

7.7 Chapter Summary

This chapter introduces a new method for identifying multiple scripts in multilingual documents. LSTM-based line recognizer has been trained to learn class associations of individual characters for a given bilingual text-line. Experimental evaluation on bilingual English-Greek data has shown encouraging results. This work can be extended further in numerous ways. Firstly, other bilingual documents such as English-Devanagari, Arabic-Latin, or English-Chinese can directly benefit from this approach. Secondly, this approach can be adapted to documents with more than two scripts. Another direction in which the research can be extended is that the LSTM networks can be used to directly OCR the multilingual documents. They have demonstrated a good capacity to learn a lot of classes at the same time; this means that we can avoid the script identification step in some, if not all, multilingual documents.
Chapter 8

Generalized OCR Framework for Multilingual Documents

Multilingual documents are common in the computer age of today. Plethora of these documents exist in the form of translations, books, operational manuals, etc. The abundance of these multilingual documents in everyday life is observed today due to two main reasons.

Firstly, technological advancements are reaching in each and every corner of the world due to globalization, and there is an increasing need from the international customers to access the technology in their native language. This phenomenon has a two-fold impact: 1) operational manuals of electronic gadgets are required to be in multiple languages, 2) the access to knowledge available in other languages has become very easy; thereby, an increase in bilingual books and dictionaries has been witnessed.

Secondly, English has become an international language, and the effect of this internationalization is evident by its impact on many languages. Several languages have adopted words from English and various documents, for instance newspapers, magazines, and articles, use many English words on a daily basis. Therefore, the need to develop reliable Multilingual OCR (MOCR) systems to digitize these documents has inflated manifold.

Despite the increase in the availability of multilingual documents, automatic recognition of multilingual text remains a challenge. Popat [Pop12] pointed out several challenges in the context of the Google books project¹. Some of these unique challenges are:

¹http://en.wikipedia.org/wiki/Google_Books
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Figure 8.1: The traditional approach used to OCR multilingual documents. A separate script identification step is employed to identify and separate the multilingual text. After separating the scripts, a single script OCR model is applied to finally recognize the text.

- Multiple scripts/languages on a single page.
- Multiple languages in same or similar scripts, like Arabic-Persian, English-German.
- The same language in multiple scripts, like Urdu in Nastaleeq and Naskh scripts.
- Archaic and reformed orthographies, for example, 18th Century English, Fraktur (historical German).

One solution to handle multilingual documents is to develop an OCR methodology that can recognize all characters of all scripts. However, it is commonly believed that such a generic OCR framework would be very difficult to realize [PD14]. The alternate process (as shown in Figure 8.1) is to employ a script identification step before recognizing the text. This step separates various scripts present in a document, so that a unilingual OCR model can be applied to recognize each script. This procedure, however, is unsatisfactory for many reasons, some of which are listed below:

- The script identification is itself quite a challenging feat. Traditionally, it involves finding suitable features of the given script(s). One has to either fine tune these hand-crafted features or has to look for some other features, if the same script identification methodology has to be used for other scripts.
- The process of script identification (see chapter 7) is not perfect, thereby the scripts recognized by such process can not be separated reliably. This directly affects the recognition accuracy of the OCR system employed.
Moreover, humans do not process the multilingual documents using the script identification step. A person possessing multilingual prowess reads a multilingual document in a similar manner as he/she would read a monolingual document.

Hence the ultimate aim to OCR multilingual documents is to develop a generalized OCR system that can recognize all scripts. An MOCR system must be able to handle various scripts as well as it should be robust against the intraclass variations, that is, it should be able to recognize the letters despite slight variations in their shapes and sizes.

Although the idea of generalized OCR system is not new, it has not been pursued greatly because of lack of computational powers and suitable algorithms to recognize all characters of multiple scripts. However, recent advancement in machine learning and pattern recognition fields have shown great promise on many tasks that were once considered very difficult. Moreover, these learning strategies are claimed to mimic the neural networks employed in the human brain. So they should be able to replicate the human capabilities in a better way than other neural networks.

The main contribution of this chapter is a Generalized OCR framework\(^2\) that can be used to OCR multilingual and multiscript documents such that there is no need to employ the traditional script identification step. A sub-goal of this work is to highlight the discriminating power and sequence learning capability of LSTM networks for a large number of classes for OCR tasks. The trained LSTM networks can successfully discriminate hundreds of classes when it is trained for multiple scripts/languages simultaneously.

The rest of this chapter is organized as follows. Section 8.1 reports the work done by other researchers to develop generalized OCR systems for multilingual documents. Our quest for a generalized OCR system starts with the development of a single OCR model that can recognize multilingual text in which all languages belong to a single script. Section 8.2 discusses the cross-language performance of LSTM networks. The next step of our quest is to extend the idea of “single OCR model” from multilingual documents to multiscript documents. A single OCR model that can recognize text in multiple scripts is the first step in realizing a generalized OCR system. Section 8.3 describes the design of LSTM-based generalized OCR framework in detail. Section 8.4 concludes the chapter with a brief summary and outlines some directions in which the present work can be further extended.

\(^2\)We followed the use of term “Generalized OCR” for the proposed methodology from [PD14].
8.1 Traditional Approaches for MOCR

The usual approach to address the MOCR problem is to somehow combine two or more separate classifiers [OHBA11]. This is because of the common belief that a reasonable OCR output for a single script cannot be obtained without sophisticated post-processing steps such as language modeling, use of dictionary to correct OCR errors, font adaptation, etc. Natarajan et al. [NLS+01] proposed an HMM-based script-independent MOCR system. Feature extraction, training, and recognition components of this system are all language independent; however, they used language specific word lexicon and language models for the recognition purpose.

There have been efforts reported for the adaptation of the existing OCR systems to other languages. Open source OCR system Tesseract [SAL09] is one such example. The recognition of characters in Tesseract is based on hierarchical shape classification. The character set is reduced to few basic characters and then at last stage, the test sample is matched against the representative of the reduced set. Although, Tesseract can be used for a variety of languages, it cannot be used as an all-in-one solution in situations where multiple scripts are present in a single document together. Similar to the Tesseract OCR, BBN BYBLOS system [LBK+98] can be trained for multiple languages; however, this system is also not capable of recognizing multiple languages and scripts simultaneously.

To the best of our knowledge, not a single method has been proposed for MOCR, that can achieve very low error rates without using sophisticated post-processing techniques. However, experiments on many scripts using LSTM networks have demonstrated that significant OCR results can still be obtained without such techniques. The details about the LSTM-based language independent OCR framework are presented in the next section.

8.2 Language Independent OCR with LSTM Networks

Language models or recognition dictionaries are usually considered an essential step in OCR. However, using a language model complicates the training of OCR systems, and it also narrows the range of texts that an OCR system can be used with. However, recent results have shown that LSTM-based OCR yields low error rates even without language modeling. This leads us to explore the question as to what extent LSTM models can be used for MOCR without the use of language models. To this end,
we measure\textsuperscript{3} cross-language performance of LSTM models trained on different languages. They have exhibited a great capability to be used for language independent OCR. The recognition errors are very low (around 1%) without using any language model or dictionary correction.

Our hypothesis for language independent OCR is that if a single model can be obtained for a single script which is common to many languages, e.g. Latin, Arabic, Devanagari, we can then use this single model to recognize text of that particular family. Doing so, the efforts to combine multiple classifiers can be reduced.

The basic aim in this work is to benchmark how LSTM networks use language modeling to predict the correct labels or can they do better without using any language modeling and other post-processing step. Additionally, we also want to see how well LSTM networks use the contextual information to recognize a particular character.

\subsection*{8.2.1 Experiment Setup}

To explore the cross-language performance of LSTM networks, a number of experiments have been performed. We have trained four separate LSTM networks for English, German, French and a Mixed-Data of all these languages. For testing, there are a total of 16 permutations. Each of the four aforementioned LSTM model is tested on the respective language and on the other three languages as well, for example, testing LSTM network trained on German language on a separate German corpus, French, English, and Mixed-Data. These results are detailed in Section 8.2.5.

As an error metric, the ratio of insertions, deletions and substitutions relative to the \textit{GT} (CER) has been used and accuracy is measured at the character level. This error metric is termed as ‘Levenshtein Distance’ in the literature and is given by Equation 5.1.

This section is further organized as follows. The next sub-section describes the binarization and the text-line normalization, which are the first step in the LSTM-based approach. Details on preparing the dataset for training the LSTM models and the dataset for evaluation are given next. After the details on the database, LSTM network parameters are given, while the results are presented at the tail end of this section.

\textsuperscript{3}This section is based on the author’s work reported in [UHB13]
8.2.2 Preprocessing

Binarization and text-line normalization form the preprocessing step in this experiment. Since synthetically generated text-lines are used in this work, binarization is carried out at the text-line generation step. However, text-line normalization is done separately. Scale and relative position of a character are important features in distinguishing characters in the Latin script (and some other scripts). Moreover, 1D-LSTM networks are not translation invariant in vertical direction. The text line normalization is therefore, an essential step in applying such networks. In this work, we have used the normalization approach introduced in [BUHAAS13] (see Appendix B for details), namely text-line normalization based on a trainable, shape-based model. A token dictionary created from a collection of text lines contains information about x-height, baseline, and shape of individual characters. These models are then used to normalize any text-line image.

8.2.3 Database

To evaluate the proposed methodology, a separate synthetic database for each language is developed using the approach described in Chapter 4. Separate corpora of text-line images in German, English and French languages are generated with commonly used typefaces (including bold, italic, italic-bold variations) from freely available online literature. These images are degraded using some of the degradation models described in [Bai92] to reflect the scanning artifacts. Four degradation parameters namely elastic elongation, jitter, sensitivity, and threshold have been selected. Sample text-lines images from our database are shown in Figure 4.6. Each database is further divided into training and test subsets. Statistics on the number of text line images in training and test corpora of each script are given in Table 4.2.

8.2.4 LSTM Architecture and Parameters

For the experiments carried out in this work, 1D-BLSTM architecture has been utilized. We have found that this architecture performs better than more complex LSTM architectures for printed OCR tasks (please refer to Appendix-A for further details about the LSTM networks and its different variants). 1D-LSTM networks require text-line images of a fixed height as they are not translation invariant in the vertical dimension. Therefore “normalization” is employed to make sure that the sequence depth remains consistent for all the inputs.
Table 8.1: Experimental results of applying LSTM networks for MOCR. Note that the error rates of testing LSTM network trained for German on French and networks trained for English on French and German are obtained by ignoring the words containing special characters (umlauts and accented letters). LSTM networks trained for individual languages can also be used to recognize other scripts, but they show some language dependence. All these results are achieved without the aid of any language model.

<table>
<thead>
<tr>
<th>Script</th>
<th>Model</th>
<th>English (%)</th>
<th>German (%)</th>
<th>French (%)</th>
<th>Mixed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td></td>
<td>0.5</td>
<td>1.22</td>
<td>4.1</td>
<td>1.06</td>
</tr>
<tr>
<td>German</td>
<td></td>
<td>2.04</td>
<td><strong>0.85</strong></td>
<td>4.7</td>
<td>1.2</td>
</tr>
<tr>
<td>French</td>
<td></td>
<td>1.8</td>
<td>1.4</td>
<td>1.1</td>
<td><strong>1.05</strong></td>
</tr>
<tr>
<td>Mixed-Data</td>
<td></td>
<td>1.7</td>
<td>1.1</td>
<td>2.9</td>
<td><strong>1.1</strong></td>
</tr>
</tbody>
</table>

The text lines are normalized to a height of 32 in the preprocessing step. Both left-to-right and right-to-left LSTM layers contain 100 LSTM memory blocks. The learning rate is set to 1e-4, and the momentum to 0.9. The training is carried out for one million steps (roughly corresponding to 10 epochs, given the size of the training set). Training errors are averaged after every 10,000 training steps. The network corresponding to the minimum training error is used for test set evaluation.

While most of the other approaches use language modeling, font adaptation and dictionary corrections as means to improve their results, LSTM networks have shown to yield comparable results without employing these techniques. Therefore, it should be recognized that the reported results are obtained without the aid of any of the above-mentioned post-processing steps. Moreover, it should also be noted that no handcrafted features are used for the training of LSTM networks to recognize multilingual text.

### 8.2.5 Results

The experimental results are listed in Table 8.1, and some sample outputs are presented in Table 8.2. Since, there are no umlauts (German) and accented (French) letters in English, therefore, the words containing those special characters are omitted from the recognition results while testing LSTM model trained for German on French and model trained for English on French and German. If such words are not removed, then the resulting errors would also contain a proportion of errors due to erroneous recognition of characters that were not present in the training of the LSTM model for that language. By removing them, the true performance of the LSTM network trained
Table 8.2: LSTM network trained on English is unable to recognize special characters of German and French as they were not part of training. However, other characters of words containing these special characters are recognized correctly. Thus we can train an LSTM model for mix-data of a family of script and can use it to recognize individual language of this family with very low recognition error.

<table>
<thead>
<tr>
<th>Text-line Image</th>
<th>English</th>
<th>German</th>
<th>French</th>
<th>Mixed-Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>But even then the morning cock crow loud.</em></td>
<td>let me and Mr. Collins have a little conversation together.*</td>
<td>let me and Mr. Collins have a little conversation together.*</td>
<td>let me and Mr. Collins have a little conversation together.*</td>
<td>let me and Mr. Collins have a little conversation together.*</td>
</tr>
<tr>
<td><em>Aus der ich selbst zuweilen nasche,</em></td>
<td>Und bist du kühn und hältst du Stich,</td>
<td>Und bist du kühn und hältst du Stich,</td>
<td>Und bist du kühn und hältst du Stich,</td>
<td>Und bist du kühn und hältst du Stich,</td>
</tr>
<tr>
<td><em>pour peu que ces livres nouveaux fussent</em></td>
<td>avait approché ses deux mains pleines de ma lanterne</td>
<td>avait approché ses deux mains pleines de ma lanterne</td>
<td>avait approché ses deux mains pleines de ma lanterne</td>
<td>avait approché ses deux mains pleines de ma lanterne</td>
</tr>
</tbody>
</table>

LSTM model trained for Mixed-Data is able to obtain similar recognition results (around 1% recognition error) when applied to English, German and French script individually. Other results indicate little language dependence in that LSTM models trained for a single language yielded lower error rates when tested on the same script than when they were evaluated on other scripts.

To gauge the magnitude of affect of language modelling, we have compared our results with Tesseract (Version 3.02) open-source OCR system [Smi07]. The available models for English, French and German languages have been evaluated on the same test-data. Tesseract system yields very high error rates (CER) as compared to LSTM models. It seems that Tesseract models are not trained on certain fonts, thereby resulting in more recognition errors on these fonts. Tesseract OCR model for English yields 7.7%, 9.1% and 8.3% CER when applied to French, German and Mixed-Data respectively. OCR model for French returns 7.14%, 7.3% and 6.8% CER when applied to
English, German and Mixed-Data respectively, while OCR model for German returns 7.2%, 8.59% and 7.4% recognition error when applied to English, French and Mixed-Data respectively. These results show that the absence of language modeling or applying different language models in Tesseract affects the recognition poorly. Since no model for Mixed-Data is available for Tesseract, the effect of evaluating such a model on individual script could not be computed.

8.2.6 Error Analysis

The results reported in this work demonstrate that the LSTM networks can be used for MOCR. LSTM networks do not learn a particular language model internally (nor we need any such model as a post-processing step). Moreover, they show great promise to learn various shapes of a certain character in different fonts and under degradation (as evident from our highly versatile data). The language dependence is observable, but the affects are small as compared to other contemporary OCR methodologies, where absence of language models results in very bad results. To gauge the language dependence more precisely, one can evaluate the performance of LSTM networks by training them on randomly generated data using n-gram statistics and testing those models on natural languages.

In the following text, we will analyze the errors produced by the LSTM networks when applied to other scripts. Top 5 confusions for each case are tabulated in Table 8.3. The case of applying an LSTM network to the same language for which it is trained is not discussed here as it is not relevant for the discussion of cross-language performance of LSTM networks.

Most of the errors caused by LSTM network trained on Mixed-Data are due to its failure in recognizing certain characters like ‘l,t,r,i’. These errors may be removed by increasing the training data, that contains these characters in sufficient amount.

Looking at the first column of Table 8.3 (Applying LSTM network trained for English on other 3 scripts), most of the errors are due to the confusion between characters of similar shapes, like ‘l’ to ‘l’ (and vice versa), ‘Z’ to ‘2’ and ‘c’ to ‘e’. Two confusions namely ‘Z’ with ‘A’ and ‘Z’ with ‘L’ are interesting as, apparently, there are no shape similarity between them. However, if the ‘Z’ gets noisy due to scanning artifacts, then it may look similar to a ‘L’. Another possibility of this error may be due to the fact that ‘Z’ is the least frequent letter in English and thus there may be not many ‘Zs’

http://en.wikipedia.org/wiki/Letter_frequency
Table 8.3: Top confusions when applying LSTM models for various tasks. The confusions for an LSTM models for which it was trained are not mentioned as it is unnecessary for our present work. A “_” shows the garbage class, i.e. the character is not recognized at all. When the LSTM network trained on English is applied to recognize other scripts, the resulting top errors are similar – shape confusions between characters. Non-recognition of “space” and “ ‘ ” are other noticeable errors. For network trained on German language, most errors are due to non-recognition of characters. Confusion of w/W with v/V are the top confusions when LSTM network trained on French is applied to other scripts.

<table>
<thead>
<tr>
<th>Script</th>
<th>English</th>
<th>German</th>
<th>French</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>_</td>
<td><code>space</code></td>
<td>v ← w</td>
<td>_ ← space</td>
</tr>
<tr>
<td></td>
<td>_ ← c</td>
<td></td>
<td>wv ← w_</td>
<td></td>
</tr>
<tr>
<td></td>
<td>_ ← t</td>
<td></td>
<td><code>space</code></td>
<td></td>
</tr>
<tr>
<td></td>
<td>_ ←’</td>
<td></td>
<td>_ ← w</td>
<td></td>
</tr>
<tr>
<td></td>
<td>v ← y</td>
<td></td>
<td>l ← I</td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>l ← I</td>
<td></td>
<td>v ← w</td>
<td>_ ← space</td>
</tr>
<tr>
<td></td>
<td>L ← Z</td>
<td></td>
<td>â ← û</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A ← Z</td>
<td></td>
<td>V ← W</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c ← e</td>
<td></td>
<td>_ ← space</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 ← Z</td>
<td></td>
<td>vv ← w_</td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>_ ←’</td>
<td></td>
<td>_ ← space</td>
<td></td>
</tr>
<tr>
<td></td>
<td>_ ← space</td>
<td></td>
<td>_ ← t</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I ← l</td>
<td></td>
<td>_ ← l</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t ← l</td>
<td></td>
<td>_ ← i</td>
<td></td>
</tr>
<tr>
<td></td>
<td>! ← l</td>
<td></td>
<td>_ ← r</td>
<td></td>
</tr>
<tr>
<td>Mixed-script</td>
<td>_ ←’</td>
<td></td>
<td>_ ← space</td>
<td></td>
</tr>
<tr>
<td></td>
<td>l ← I</td>
<td></td>
<td>_ ← i</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I ← l</td>
<td></td>
<td>e ← é</td>
<td></td>
</tr>
<tr>
<td></td>
<td>_ ← l</td>
<td></td>
<td>_ ← l</td>
<td></td>
</tr>
<tr>
<td></td>
<td>_ ←’</td>
<td></td>
<td>_ ←’</td>
<td></td>
</tr>
</tbody>
</table>

in the training samples, thereby resulting in its poor recognition. Two other noticeable errors (also in other models) are unrecognized ‘space’ and “ ‘ ” (apostrophe). An underscore (“_”) denotes a garbage class.

For LSTM networks trained on German language (second column in Table 8.3), most of the top errors are due to the inability of LSTM to recognize a particular character. Top errors when applying LSTM network trained for French language on other scripts are shape-confusion between w/W with v/V. An interesting observation, which could be a possible reason for such behaviour, is that relative frequency of ‘v’ is higher than ‘w’ (see previous footnote) in German and English, while it is smaller in French. So, this is a language dependent issue, which is not observable in case of Mixed-Data.
8.2.7 Conclusion

The application of LSTM networks for language independent OCR demonstrates that these networks are capable of learning many character shapes simultaneously. Therefore, they can be utilized to recognize multiple scripts simultaneously. The next section reports a generalized OCR framework in which LSTM networks have been used to recognize multascript documents without the aid of a separate script identification module. LSTM networks have demonstrated great ability to be used as a universal OCR engine to recognize the text in multiple languages and scripts.

8.3 Generalized OCR with LSTM Networks

Generalized OCR is the term used for an OCR system that can recognize text in multiple scripts and languages simultaneously. Encouraged by the promising OCR results obtained by the LSTM networks on language independent OCR results for Latin script, this section reports the extension of the same idea to recognize text comprising multiple scripts such that the traditionally employed script identification step can be avoided (see Figure 8.2).
The proposed methodology for generalized OCR is essentially the same as that of using LSTM networks for a single script or unilingual OCR. The sequence learning methodology for a single script or unilingual OCR system, employs the training of LSTM networks on a large corpus of text-line images whose GT information is given. The GT information contains the character labels or equivalent encoding of a single script. An LSTM network is trained to learn the sequence-to-sequence mapping between the given text-line image and associated ground-truth sequence.

In the proposed technique to OCR multilingual documents, the GT data contains the class labels representing the character-set of all scripts. LSTM networks have been used as a sequence learner on text-line images where the target labels are alphabets of multiple scripts. LSTM-based line recognizer learns the sequence-to-sequence matching between the multiscript target sequence with any given text-line image.

Salient features of the proposed approach are as follows:

- No handcrafted features are used; instead the LSTM network learns the features from the raw pixel values of the text-line images.
- No post processing has been done to correct the OCR errors using language modelling, dictionary correction or other such operations.
- Text is recognized at text-line level; thereby requiring only text-lines to be extracted from the layout step.

Our hypothesis in this work is that the LSTM networks can be utilized to OCR multiple scripts using the single OCR model. This hypothesis is based on the results reported in the literature on the usage of LSTM networks for various sequence learning tasks. To justify our hypothesis, a single LSTM-based line recognizer is trained with a corpus containing multiple scripts (in our case, this corpus contains Latin and Greek scripts).

To gauge the accuracy, standard metric of Levenshtein Distance is used (see Equation 5.1). The accuracy is measured at character level and reported as error rate. Experimental evaluation of the LSTM-based solution for generalized OCR are presented in the following section.
8.3.1 Preprocessing

As mentioned earlier, normalization is an important preprocessing step in applying 1D-LSTM networks. The filter-based normalization method, as explained in Appendix B, is used for the experiments reported in this section. This method of text-line normalization is script independent and has shown to work for both printed and handwritten text [YSBS15].

8.3.2 Database

One of the main issues in developing the MOCR technology is the unavailability of standardized databases. A lot of work has been reported for script identification on multilingual documents; however, as mentioned previously, the dataset used therein is either private or no longer available. Therefore, to evaluate our hypothesis about the generalized OCR, synthetically generated multilingual text-lines are used\(^5\). Though one can not replace the effectiveness of real data for training, LSTM networks, however, have shown the capacity to tolerate small variations in shape images.

In order to train LSTM networks, we have used 90,000 synthetically generated text-line images in Serif and Sans-Serif fonts with normal, bold, italic and bold-italic styles (see Figure 8.3 for some example images). The process to generate artificial text-line images is explained in Chapter 4.

Since, these text-lines are taken from natural documents, they contain the natural variation of scripts. Some text lines contain only one script and some contain a good distribution of words from multiple scripts.

8.3.3 LSTM Architecture and Parameters

The architecture of LSTM-based line recognizer, used for Generalized OCR methodology, is shown in Figure 8.4. It is basically the same architecture that has been used throughout this thesis. The 1D-LSTM-based OCR system uses a small number of tunable parameters. One important parameter is the number of LSTM cells in the hidden layer(s) and the number of hidden layers. In this work, we used only one hidden layer with 100 LSTM memory cells in each of right-to-left and left-to-right layers (corresponding to bidirectional mode). Other parameters are learning rate (set to \(1e^{-04}\))

\(^5\)available free-of-cost from the author
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Figure 8.3: Some examples from the training data used for generic OCR. These images were synthetically generated using OCRopus open-source system [OCR15].

Figure 8.4: The network architecture used for the Generalized OCR methodology. The input text-line image along with corresponding ground-truth is given at the input layer. In bidirectional mode of LSTM, one hidden layer scans the input image in forward direction while an identical layer scans in the backward direction. Both layers are connected to a single output layer. CTC layer aligns the output activation with the GT using the forward-backward algorithm. A simplified LSTM cell is also shown on the right.

and the momentum (set to 0.9) in the reported experiments. These parameters are the same as that used in [BUHAAS13], because the performance of an LSTM line recognizer is fairly unaffected by the use of other numbers.

The network has been trained for 1 million iterations (please refer to Figure 8.5 to see how training errors appear at each iteration) and the intermediate models were
saved after every 10,000 iterations. This creates a total of 100 models. The training errors for these models are computed, and then the network with the least error has been selected as the best network, which is then used to \textit{OCR} the test data.

![Training errors for LSTM network](image)

**Figure 8.5**: Training errors for LSTM network. The model saved with the minimum error is applied on the test dataset to compute the generalization error. It is to be noted that the network starts diverging around 40th mini-batch. However, the nearly “flat” error-curve just before indicates a stable network.

### 8.3.4 Results

To test the generalization capability of the trained LSTM network, 9,900 synthetically generated text-line images (using the same methodology described in Section 8.3.2) are used. The LSTM-based generalized OCR model yields an error rate of 1.28% on this test data. A sample image which is correctly recognized with the best trained model is shown in Figure 8.6 and an image on which the same model fails in predicting correct labels is shown in Figure 8.7.

### 8.3.5 Error Analysis

Top confusions for OCR using the proposed generalized MOCR approach are tabulated in Table 8.4. It can be observed that many errors are due to the \textit{insertion} or \textit{deletion} of punctuation marks and ‘space’ \textit{deletions}. This is understandable because of the small size of punctuation marks. Other source of errors are the confusion between
Figure 8.6: An example of correctly recognized text-line image. This figure shows a sample test image on which the best trained LSTM model predicts every label correctly. The first row shows the original image with corresponding GT. The second row shows the confusion table in the image form, with the predicted text given at the top. The vertical axis shows target classes. The third row shows the probability map of the ‘Garbage’ class assigned to the individual frames. The fourth row shows the probability of estimating the ‘space’ between the words. The fifth row shows the posterior probability of all other class labels. The dotted lines in the third, fourth, and fifth rows indicate the probability of aligned labels using CTC, while the solid lines represent the raw output activations. Note that how the probability value of predicting ο (Greek omicron) is comparatively low. However, the LSTM model has correctly predicted this label in this text-line.

The similar characters in both scripts. These letters such as o/o, Χ/Χ, Ο/Ο (first characters are Latin, while latter ones are Greek) are even indistinguishable to human eyes. But if one knows the context, it is easier to recognize any character. However, when these characters occur in conjunction with the punctuation marks, the recognition of a character becomes difficult because in this case context would not help LSTM networks to recognize. To elaborate this point further, consider Table 8.5 where confusions are shown considering neighboring context. There are many instances of similar characters accompanied with punctuation marks. These pairs makes the contextual processing of neural network difficult, resulting in substitution errors. However, it must be noted that these errors are due to the similarity of some characters in both scripts. Both scripts (English and Greek) share some characters’ shape (around 16),
resulting in substitution errors. These errors will not be present in case of scripts that are markedly different in terms of their grapheme structure, e.g., English and Devanagari or Latin and Arabic.

8.4 Chapter Summary

This chapter validates the capability of LSTM networks for the OCR of multilingual (with multiple languages and scripts) documents. As a first step, a single LSTM model is trained with a mixture of three European languages of a single script, namely, English, German and French. The OCR model thus obtained produces very low errors.
Table 8.4: Top 15 confusions from generalized OCR methodology. GT – Ground-Truth, Pred. – predicted and No. – No. of occurrences. '_' denotes a deletion and blank cell represents a space.

<table>
<thead>
<tr>
<th>Total No. of Characters</th>
<th>295096</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total No. of Errors</td>
<td>3770</td>
</tr>
<tr>
<td>Character Error Rate (CER) (%)</td>
<td>1.28%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pred.</th>
<th>GT</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>_</td>
<td>_</td>
<td>122</td>
</tr>
<tr>
<td>l</td>
<td>l</td>
<td>71</td>
</tr>
<tr>
<td>_</td>
<td>.</td>
<td>61</td>
</tr>
<tr>
<td>_</td>
<td>_</td>
<td>59</td>
</tr>
<tr>
<td>_</td>
<td>l</td>
<td>54</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>52</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>51</td>
</tr>
<tr>
<td>c</td>
<td>e</td>
<td>50</td>
</tr>
<tr>
<td>_</td>
<td>l</td>
<td>47</td>
</tr>
<tr>
<td>O</td>
<td>O</td>
<td>43</td>
</tr>
<tr>
<td>.</td>
<td>_</td>
<td>42</td>
</tr>
<tr>
<td>'A</td>
<td>X</td>
<td>41</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>38</td>
</tr>
<tr>
<td>,</td>
<td>_</td>
<td>37</td>
</tr>
<tr>
<td>l</td>
<td>_</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 8.5: Top confusions from generalized OCR methodology considering the neighboring context. GT – Ground-truth, Pred. – predicted and No. – No. of occurrences. '_' denotes a deletion and blank cell represents a space.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>_i</td>
<td>li</td>
<td>29</td>
<td>_i</td>
<td>li</td>
<td>24</td>
<td>_i</td>
<td>li</td>
<td>20</td>
</tr>
<tr>
<td>lli</td>
<td>_i _i</td>
<td>19</td>
<td>a</td>
<td>a_</td>
<td>19</td>
<td>O</td>
<td>O_</td>
<td>18</td>
</tr>
<tr>
<td>H</td>
<td>H_</td>
<td>18</td>
<td>'A</td>
<td>X_</td>
<td>18</td>
<td>P</td>
<td>P_</td>
<td>16</td>
</tr>
<tr>
<td>_I</td>
<td>H</td>
<td>16</td>
<td>lb</td>
<td>lb</td>
<td>13</td>
<td>lo</td>
<td>lo</td>
<td>13</td>
</tr>
</tbody>
</table>
in recognizing the text of these languages without using any post-processing tech-
niques, such as language modeling or dictionary correction. The language depen-
dence is observed by reduction in the character recognition accuracy as compared
to the single language OCR; however, the effect is small in comparison to other OCR
methods.

The idea behind the language independent OCR is then extended to a generalized
OCR framework that can OCR multilingual documents comprising multiple scripts.
The presented methodology, by design, is very similar to that of a single script OCR
system and does not employ the traditional script identification module. A single
LSTM-based OCR model is trained for Latin-Greek bilingual documents that yields very
low Character Error Rate (CER) on a dataset consisting of 9,900 text-lines.

The results of our experiments underpin our claims that multiscr ipt OCR can be
done without doing separate script identification step, thereby, we can save the ef-
fots spent on script identification and separation. The proposed system can be re-
trained for any new script by just specifying the character-set of that script during
the training phase. Secondly, the OCR errors are mainly due to the similarity of both
scripts. The algorithm could be tested further on other multilingual documents con-
taining other languages and scripts, such as, Arabic and English, Devanagari and En-
glish, and many more.
Chapter 9

Conclusions and Future Work

This thesis contributes in the field of Optical Character Recognition (OCR) for printed documents by extending the use of contemporary Recurrent Neural Networks (RNN) in this domain. There has been an increasing demand in developing reliable OCR systems for complex modern scripts like Devanagari and Arabic, whose combined user population exceeds 500 million people around the globe. Likewise, large scale digitization efforts for historical documents require robust OCR systems to preserve the literary heritage of our world. Furthermore, an abundance of multilingual documents present today in various forms intensifies the need of having usable OCR systems that can handle multiple scripts and languages.

This thesis contributes in two ways to solve some of these issues. Firstly, several datasets have been proposed to evaluate the performance of OCR systems for printed Devanagari and Polytonic Greek scripts. Databases for OCR tasks related to multilingual documents, such as script identification and cross-languages performance of an OCR system, have also been proposed. Additionally, a bilingual database to evaluate script independent OCR system has been developed.

Secondly, Long Short-Term Memory (LSTM)-based OCR methodology has been assessed for some modern scripts including English, Devanagari, and Nastaleeq. This methodology has also been evaluated for some historical scripts including Fraktur, Polytonic Greek, and medieval Latin script of 15th century. A generalized OCR framework for documents containing multiple languages and scripts has also been put forward. This framework allows the use of a single OCR model for multiple scripts and languages.

Several conclusions can be drawn from the work done in this thesis.
The first and the foremost is that the use of artificial data, if generated carefully to reflect closely the degradations in the scanning process, can replace the need for a large collection of real ground-truthed datasets. Experiments performed by training the LSTM-based line recognizer on synthetic data and testing it on real scanned documents justifies this claim.

The marriage of segmentation-based and segmentation-free approaches to OCR documents, for which GT data is not available, results in a framework that can self-correct the ground-truthed data in an iterative manner.

The powerful context-aware processing makes the LSTM-based OCR network a suitable sequence learning machine that can perform on mono-lingual scripts, as well as on multiple scripts. The use of 1D-LSTM networks requires very few parameters to tune and these networks outperform more complex MDLSTM networks, if the input is normalized properly. Moreover, the performance is better when features are learned automatically instead of when handcrafted features are used.

There are multiple directions in which the work reported in this thesis can be further extended. Some of the key future directions are listed below:

- The application of LSTM-based OCR methodology can be directly extended for the case of camera-captured documents. The challenge in camera-captured documents is the presence of curved text-lines. There are several techniques to correct this issue, including image dewarping or text-line extraction directly from the camera-capture documents. If these issues are taken care of, the application of LSTM-based OCR is straightforward and simple.

- The Hierarchical Subsampling LSTM (HSLSTM) networks have shown excellent results on Urdu Nastaleeq OCR. However, their performance could be more thoroughly tested on other scripts to better gauge their potential.

- The LSTM-based OCR reported for Urdu Nastaleeq can be extended further to other similar scripts, e.g., Persian, Pushto, Sindhi, and Kashmiri.

- The OCR of Devanagari can be improved by employing a mechanism that addresses the issue of vertically stacked characters. MDLSTM networks may yield better results, or alternatively, improved preprocessing may benefit 1D-LSTM networks.

- The generalized OCR framework is presently evaluated for two only scripts (Greek and English). If more datasets containing multiple scripts emerge, this framework can be used to further establish its performance.
It is hoped that the work in this thesis successfully attempts to fulfill the gap that was present in the field of OCR for printed documents, and would serve as a stepping stone in future research endeavors.
Appendix A

Long Short-Term Memory Networks

This appendix details the internal working of Long Short-Term Memory (LSTM) networks. The first part of this appendix overviews the necessary mathematical details about the LSTM network. The second part discusses various architectures of LSTM networks that have been used commonly for various tasks, including printed OCR. The last part describes various parameters that one needs to tune when using the LSTM networks.

A.1 LSTM Networks

LSTM networks are a recent architecture of Recurrent Neural Networks (RNN). RNNs are similar to feedforward neural networks with the exception that neurons at hidden layers are self-connected. These connections form directed graphs in the architecture [Gra12]. A typical recurrent neural network is shown in Figure A.2.

The feedback mechanism enables RNNs to remember inputs at different time-steps. They are therefore, very good sequence learners. However, in practice their applications were quite limited till the late 1990s. This was mainly because of the training, where typical gradient descent based algorithms (first order derivatives) generally fail to converge or take too much time [BSF94]. Recently proposed 2nd order derivative based methods however have shown to train RNNs much more efficiently [Sut12]. Another issue with early RNNs is the so-called “Exploding/Vanishing Gradient Problem”, which implies that the gradients, during the training, either become very large or very small, thus resulting in poor training [HS97].
Figure A.1: Illustration of a basic LSTM memory cell. The cell input at any time step consists of external input and the cell state from previous timestep. At each timestep, the cell has to decide which information it needs to update and which information it needs to forget. The information flow inside the cell is indicated by numbered circles. The first step is to decide about the information that is no longer required. The logistic sigmoid layer, also called Forget Gate Layer, makes this decision by applying a sigmoid function to the cell input and produces a value between ‘0’ (do not retain at all) and ‘1’ (retain everything). The second step decides which values are going to be updated in the Cell Memory, and it consists of two sub-steps. Firstly, a sigmoid layer, called Input Gate Layer selects the values from the cell input, and secondly, a tanh layer creates a candidate vector of input values that could be added to the Memory State. These two stages are combined through a multiplicative gate, shown by \( \odot \). With this information available, the cell updates the current memory state (step 3) by combining linearly the output from 1\(^{st}\) and 2\(^{nd}\) steps. Finally, another sigmoid layer, termed as Output Gate Layer decides about the output value. However, before deciding on the values, the Memory State is filtered through another tanh layer so that the output values range between \(-1\) to \(+1\). All the gates shown have a bias input in addition to the inputs shown in this figure.

Hochreiter and Schmidhuber [HS97] proposed to change the basic unit of RNN, that is a simple neuron with a computer memory-like cell, called LSTM cell. A simplified LSTM cell is shown in Figure A.1.

The basic idea is to update the memory cell state represented as “Memory State” in Figure A.1 or also termed in the literature as “Cell State”. To update the Cell State, two inputs are important: 1) the information that is no longer required (so that the cell can forget about this information) and 2) new information that has to be stored in the cell state. The “Forget Gate Layer” decides about the retention of the input.
It is a sigmoid function given by

\[ \sigma(x) = \frac{1}{1 + e^{\text{exp}(-x)}} \]  \hspace{1cm} (A.1)

The sigmoid function ranges between '0' and '1'. The forget layer determines inputs that are no longer needed to be retained. Following Equation A.2 shows this process mathematically.

\[ f_t = \sigma(W_{xf}.x_t + W_{hf}.h_{t-1} + b_f) \]  \hspace{1cm} (A.2)

where \( f_t \) is the forget gate’s output. \( W_{xf} \) denotes the connection strength (weight of the connection) between the external input \( x_t \) and the forget gate, \( W_{hf} \) denotes the weight of the connection between the previous hidden state and the forget gate, and \( b_f \) denotes the bias of the forget gate.

Information that needs to be retained in the cell state is determined separately (denoted by (2) in Figure A.1). It consists of two parts: firstly, the “Input Gate Layer” decides which inputs are to be retained by applying a sigmoid function similar to the forget gate. Equation A.3 formulates this process mathematically. Secondly, a \( \text{tanh} \) layer provides a candidate list \((v_t)\) (as shown by Equation A.4) that could be added to the cell state. Both of these instructions are combined by a multiplicative gate (denoted by \( \otimes \)).

\[ i_t = \sigma(W_{xi}.x_t + W_{hi}.h_{t-1} + b_i) \]  \hspace{1cm} (A.3)

where \( W_{xi} \) denotes the weight between the external input and the input gate, \( W_{hi} \) denotes the weight between the previous hidden state and the input gate and \( b_i \) is the bias of that unit.

\[ v_t = \text{tanh}(W_{xv}.x_t + W_{hv}.h_{t-1} + b_v) \]  \hspace{1cm} (A.4)

where \( \text{tanh} \) is the tangent hyperbolic function defined as,

\[ \text{tanh}(x) = \frac{e^{2x} - 1}{e^{2x} + 1} \]

The cell state \( C_t \) is now updated with this information obtained from previous two steps.

\[ C_t = f_t \ast C_{t-1} + i_t \ast v_t \]  \hspace{1cm} (A.5)

where \( C_{t-1} \) is the previous cell state.
The final step is to produce the cell output. The “Output Gate Layer” is another sigmoid function that selects cell inputs that are to be carried forward (as shown by the following Equation A.6).

\[ o_t = \sigma(W_{xo} x_t + W_{ho} h_{t-1} + b_o) \]  

(A.6)

where \( W_{xo} \) is the weight strength between the external input \( x_t \) and the output gate, \( W_{ho} \) is the weight of connection between the previous hidden state and the output gate and \( b_o \) is the bias of this unit. The cell state \( h_t \) is passed through a \( \tanh \) layer to push the values between the range -1 and +1. The cell output is finally calculated through Equation A.7.

\[ h_t = o_t \cdot \tanh(C_t) \]  

(A.7)

Apart from a different processing unit, an LSTM memory cell, and feedback at hidden layer, the usage of LSTM networks is very much like multilayer perceptron or any other recurrent neural network architecture. The input is given to the network at input layer. The output generated during the forward pass (following the Equations A.2 to A.7) is then compared to the target and the error is then back-propagated through the hidden layers to update weights of the neural network's internal connections to reduce the error between the actual output and the target output. There could be multiple error metrics like cross-entropy or least square error, etc.

In its core, the back propagation is the repeated application of chain rule to calculate the derivative of error function with respect to the network’s weights. In feedforward networks, these derivatives can be calculated by using the error derivatives from the layer above. This is not the case in recurrent neural networks, where self-loops would require to express the error derivative in terms of itself. The backpropagation through time (BPTT) [Wer90] was designed to overcome this issue by “unrolling” the recurrent connections to transform the RNN into a deep feedforward network.

A.1.1 Connectionist Temporal Classification (CTC)

Any neural network requires a well-defined input-output pair. This means that the input has to be segmented before hand for every target value. For text recognition, this requires individual character segmentation. This pre-segmentation is, however, very difficult in many scenarios, such as in complex scripts, cursive writing, handwritten documents or printed documents where characters are touching due to various reasons. Segmentation-based recognition strategies for OCR usually lead to inferior results. This peculiar requirement renders RNNs unattractive for several sequence
learning tasks, where they could have been a natural choice. The implication of this requirement is to use some post-processing techniques to generate a sequence at the output. Many researchers tried RNN-HMM hybrid architectures to overcome this issue without much success. Graves et al. [GFGS06] proposed the Connectionist Temporal Classification (CTC), which removes this requirement of pre-segmented inputs. This algorithm is inspired by the forward-backward algorithm of HMM, and is used to align the target labels with the output activations of the neural network, thereby removing the need for pre-segmenting the inputs.

The network output activation provides the posterior probability of characters of the input string. Let the posterior probability at timestep, $t$, of a character, $c$, is given as $y_{tc}$. Then, at a certain timestep, the individual character probability can be given as the $\max(y_{tc})$. The network is augmented with an additional class ‘$\epsilon$’ to denote the blank label. So, at each timestep, either a character class is present in the output activation or a blank label, e.g., for a given input containing the string ‘abc’, the output activation may look like ‘$\epsilon\epsilon\epsilonaaaaabbbbeeecccc$’. The next step is to remove the repetitive symbols and to remove the blank labels. Every possible sequence is assigned a score, $s(seq) = \max(s(p))$ where $s(p)$ is given in terms of output activation as the multiplication of all $y_{tc}$. There could be exponential possible paths and the best path is found using a procedure similar to the Viterbi algorithms [Vit67] in HMM.

To integrate the CTC algorithm into the training process of LSTM network, the training algorithm looks like the following.

1. Compute the output activations $y_{tc}$ through the neural network.
2. Compute the probability of starting at $t = 0$ and reaching $y_{tc}$.
3. Compute the probability of starting at $y_{tc}$ and arriving at the end of the text-line.
4. Compute the probability of each target symbol given an output activation.
5. Calculate the error gradient.
6. Use backpropagation to compute the error gradients for the network weights.
7. Update weights.
A.2 LSTM Architectures

There are many LSTM architectures reported in the literature. It is important to distinguish between various types, so that one can choose the right type. In this Section, details about some of the commonly used LSTM networks are presented.

A.2.1 Single Layer LSTM Network

Single layer LSTM network is the simplest of LSTM networks. It consists of a single hidden layer with \( N \) LSTM cells. The last section outlines and describes the internal working of such an architecture. Figure A.2 shows this network.

A.2.2 Multilayer LSTM Network

A multilayer LSTM network is an extension of single layer network. The only difference between a single layer and multilayer network is that the later contains multiple hidden layers instead of a single layer. Figure A.3 shows an example of multilayer LSTM networks. The equations shown for a single layer LSTM network (Equation A.2–Equation A.7) remain the same except an additional summation is introduced to account for all the hidden layers.
A.2.3 Hierarchical SubSampling LSTM (HSLSTM) Networks

In theory, an LSTM network with a single layer is able to learn sequence-to-sequence mapping of arbitrary length. However, in practice, it is unable to do this for very long sequences [Gra12]. A common solution is to apply subsampling on the sequence. This is done by collapsing consecutive timesteps into a single block or windows. In a multilayer setting, where output of one layer is the input of another layer, the sequence length can be reduced at each step before feeding it to the next level in the hierarchy. Graves [GS08] introduced this concept in LSTM networks for Arabic Handwriting recognition task. A schematic diagram of a hierarchical network (a network with multilayer architecture) with subsampling is shown in Figure A.4. Subsampling window or block sizes are chosen empirically depending upon the task. In order to reduce the number of weight connections between hidden layers, a feedforward layer is incorporated [Gra12].

Figure A.3: A Multilayer LSTM consists of LSTM cells arranged in multiple layers. The functioning of such a network is the same as that of single layer LSTM network.
A.2.4 Bidirectional LSTM Networks (BLSTM)

RNNs are very good at context-aware processing. In order to access the future context of a timestep (for offline data processing, the whole sequence is already available), Graves et al. [GS05] introduced the so-called BLSTM networks. In this type of network (which can be a single layer or multilayer with subsampling), the data sequence is processed by two identical hidden layer(s). One layer or one set of multiple layers process the data in the forward direction (left-to-right in case of a text-line) and the other identical layer or set of multiple layers process the data in the reverse direction (right-to-left in case of a text-line). Both of these layers are connected to a single output layer. Figure A.5 shows a single layer BLSTM network.

A.2.5 One Dimensional LSTM (1D-LSTM) Networks

In a One Dimensional LSTM (1D-LSTM) network, the input sequence is traversed by a sliding window of width of 1-pixel and of height equal to the image height. This
converts the input sequence into a one-dimensional sequence. The height of the image is termed as the “depth” of the 1D sequence and each slice of the image thus obtained is called a “frame”. It is, therefore, necessary to make the height of all images equal (a process termed as “normalization” in this thesis), so that the individual frames are of equal size. Figure A.6 depicts the process of converting the image into a one-dimensional sequence.

A.2.6 Multidimensional LSTM (MDLSTM) Networks

In a Multidimensional LSTM (MDLSTM) network of dimensions ‘\( n \)’, each LSTM cell has ‘\( n \)’ self-connections with ‘\( n \)’ forget gates. This makes every timestep to connect to its context in all ‘\( n \)’ dimensions. Moreover, instead of frame, each pixel value is presented at each timestep. The training of such networks thus takes much more time than their 1D siblings. In our experience, the performance gain is not very significant as compared to the increase in computational time. MDLSTM networks are not used in the course of this thesis work.

A.3 Tunable Parameters

There are various parameters that one needs to tune so that the LSTM networks perform satisfactorily on a given problem. In this section, tunable parameters used in various types of LSTM networks are described.
Figure A.6: The process of converting a text-line image into a 1D sequence. In order to use 1D-LSTM networks, the input text-line image (a 2D sequence) is converted to a 1D sequence by traversing a 1-pixel wide window over the image in horizontal direction and then concatenating the slices thus obtained into one vector. A single slice or frame is provided at the input layer at each timestep of training. The LSTM learns to associate each frame with a class label, which also includes reject class.

Parameters for 1D-LSTM Networks: For 1D-LSTM networks, the most important parameter is the size of the hidden layer, that is, the number of LSTM cells in the hidden layer. Increasing the number of cells increases the performance, but it also increases the training time. See Section 5.1.1 for a discussion on how to optimally select this size. Other parameters are learning rate and momentum; but the LSTM performance is generally unaffected by changing these parameters.

Parameters for MDLSTM Networks: The number of hidden layers is also an important parameter along with the number of LSTM cells in an individual layer. Though with more layers, the learning capability of a network increases as it learns more compact representation, but it also makes the training more difficult [Gra12].

Parameters for HSLSTM Networks: These networks need a lot of parameters to be considered. Apart from the number of layers and the number of cells in a layer,
it is also important to select the optimal sizes for various subsampling window sizes. The relative sizes of hidden layers are also important in this type of architecture. The number of cells in hidden layers at the top of hierarchy should be far more than those in lower level to ensure that the total time does not exceed than twice of that consumed at the lowest layer.
Appendix B

Text-Line Normalization

The relative position and scale of individual characters in a text-line are important features for Latin and many other scripts. *Normalization* of text-lines helps in making this information consistent across all text-lines in a given database. There are many normalization methods proposed in the literature. Normalization methods that have been used for various experiments reported in this thesis are described in the sections below.

B.1 Image Rescaling

Image rescaling is the simplest method to make the heights of all images in a database equal. For a desired image height, a scale can be calculated as following:

\[
scale = \frac{\text{target\_height}}{\text{actual\_height}}
\]

This scale is then used to determine the width of the “normalized” image by simply multiplying it with the width of the actual image.

\[
\text{target\_width} = \text{scale} \times \text{actual\_width}
\]

This normalization is used in the current thesis for some of the OCR experiments reported for Urdu Nastaleeq script.
B.2 Zone-Based Normalization

Characters in many scripts like Latin, Greek and Devanagari follow certain typographic rules. A text-line in such scripts can be divided into three zones. A baseline passes through the bottom of majority of the characters, and a mean-line is at the middle height from the baseline to the top edge of a text-line. Most of the small characters, like ‘x’, ‘s’, and ‘o’ lie between these two lines. The portion of the characters that extends above the mean-line is termed as ‘ascender’, and that extending below the baseline is termed as the ‘descender’. The zone between the baseline and the mean-line is the middle-zone, the zone below the mean-line is the bottom-zone and the zone above the baseline is called the top-zone. A sample text-line in Devanagari script with these three zones is shown in Figure B.1.

Rashid et al. [Ras14] proposed a text-line normalization method which uses the above-mentioned three zones. Statistical analysis is carried out to estimate these zones in an image and then each zone is rescaled to a specific height by simple rescaling described in the previous section. This normalization method has been employed for the experiments reported for Devanagari script in this thesis.

B.3 Token-Dictionary based Normalization

This text-line normalization method is based on a dictionary composed of connected component shapes and associated baseline and x-height information. This dictionary is pre-computed based on a large sample of text-lines with baseline and x-heights
derived from alignment of the text-line images with textual ground-truth, together with information about the relative position of Latin characters to the baseline and x-height. Note that for some shapes (e.g., p/P, o/O), the baseline and x-height information may be ambiguous; the information is therefore stored in the form of probability densities given a connected component shape. The connected components do not need to correspond to characters; they might be ligatures or frequently touching character pairs like “oo” or “as”.

To measure the baseline and x-height of a new text-line, the connected components are extracted from the text-line and the associated probability densities for the baseline and x-height locations are retrieved. These densities are then mapped and locally averaged across the entire line, resulting in a probability map for the baseline and x-height across the entire text-line. Maps of x-height and baseline of an example text-line (Figure B.2-(a)) are shown in Figure B.2-(b) and (c) respectively. The resulting densities are then fitted with curves and are used as the baseline and x-height for line size normalization. In line size normalization (possibly curved) baseline and x-height lines are mapped to two straight lines in a fixed size output text-line image, with the pixels in between them rescaled using spline transformation. This method of normalization of a text-line has been used in the experiments for English and Fraktur.
B.4 Filter-based Normalization

The zone-based and token-dictionary methods work satisfactorily for scripts, where either baselines and x-height information is easily estimated or where segmentation can be done to extract individual characters. They fail to perform reasonably for Urdu Nastaleeq script where neither baseline nor segmentation are trivial to estimate. The filter-based normalization method is independent of estimating baseline or individual characters. This method is based on simple filter operations and affine transformation; thus making it script-independent normalization method, as compared to the normalization process described in the previous section, which was based on the shapes of the Latin alphabets. The complete normalization process is shown in Figure B.3. The input text-line image is first inverted and smoothed with a large Gaussian filter. The benefit of doing this is to capture the global structure of the underlying contents. Now, as shown in Figure B.3-(a), the smoothed image has maximum values near the center of the image along the vertical axis. These points are then fitted with a straight line (in practice, we smooth the line passing through these points as well). This is the line around which the whole text line is re-scaled using affine transformation. First a zone is found according to the difference between the height of the input image and the center line. Now, to make sure that the finally normalized image contains all the contents without clipping, the next step is to expand the image above and below of the center line by the amount equal to the height of the image. This padded image is then cropped using the zone measurement found previously. Finally, the image is scaled to the required height using affine transformation. The width of the final image is calculated by multiplying the original width with the ratio of “target” height to the height of the dewarped image. The only tunable parameter in this method is the target height. Other parameters are calculated from the given image itself. This text-line normalization is used for works reported for Urdu Nastaleeq, historical Latin and for multilingual documents. Some of the normalized images using this methodology are shown in Figure B.4.
Figure B.3: Filter-based method for script-independent text-line normalization. The input text-line image is first smoothed with a large \( \sigma \) to capture the outline of the underlying contents. This profile is then used to estimate the center line in the text-line image around which the whole text is finally rescaled. This image is rescaled using affine transformation according to the required height.

Figure B.4: SSamples text-line images normalized using filter-based method of text-line normalization. The original images (on left) are shown in their actual sizes, while those on the right are normalized to the image height of 48 pixels. The filter-based normalization performs equally well on a variety of scripts.
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