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Abstract

Proof planning is an alternative methodology to classical automated theorem proving based on exhaustive search that was first introduced by Bundy [8]. The goal of this paper is to extend the current realm of proof planning to cope with genuinely mathematical problems such as the well-known limit theorems first investigated for automated theorem proving by Bledsoe. The report presents a general methodology and contains ideas that are new for proof planning and theorem proving, most importantly ideas for search control and for the integration of domain knowledge into a general proof planning framework. We extend proof planning by employing explicit control-rules and supermethods. We combine proof planning with constraint solving. Experiments show the influence of these mechanisms on the performance of a proof planner. For instance, the proofs of LIM+ and LIM* have been automatically proof planned in the extended proof planner OMEGA.

In a general proof planning framework we rationally reconstruct the proofs of limit theorems for real numbers (R) that were first computed by the special-purpose program reported in [6]. Compared with this program, the rational reconstruction has several advantages: It relies on a general-purpose problem solver; it provides high-level, hierarchical representations of proofs that can be expanded to checkable ND-proofs; it employs declarative control knowledge that is modularly organized.

1 Introduction

While humans can cope with long and complex proofs and have strategies to avoid less promising proof paths, traditional automated theorem proving suffers from exhaustive search in super-exponential search spaces. As a potential solution of this problem, proof planning has been introduced by Bundy in [8] as an alternative to the methodology of classical automated theorem proving. It employs high-level planning operators rather than calculus-level rules and global control as opposed to the more local search heuristics which are used for search control in automated theorem proving (see, e.g. [29]).

However, there are classes of theorems that are difficult or impossible to prove by state-of-the-art proof planners such as CBAM [10] or OMEGA [3]. For instance, the limit theorem LIM* is beyond the capabilities of current theorem provers and proof planners. For many problems, the available control means in these systems do not sufficiently reduce the search or the difficulties are caused by the need to construct mathematical objects with certain properties rather than searching for them. Such constructions occur, for example, in the Gram-Schmidt orthogonalization process [26] and in proving theorems about limits. Therefore, we investigate proof planning for the well-known class of limit theorems, using them as a "Drosophila"¹ of proof planning. There are more reasons why we have chosen the class of limit theorems:

- The limit theorems are well-known.
- Some of the knowledge engineering work was done already in [6]. We encode some of the heuristics employed there in our methods.

¹Drosophila is a fly that has intensively been investigated in molecular biology in order to find scientific explanations/results for more complex systems too.
• The limit theorems are genuinely mathematical problems that are at the edge or beyond the capabilities of the current fully automated theorem provers of the classical type.

We investigate a **general methodology** with new features of proof planning mathematical theorems that manifest in planning limit theorems. Consequently, we suggest an extended architecture for proof planners. The resulting extensions of OMEGA go beyond the needs for a particular class of theorems. They address the following general tasks.

• Representing domain knowledge explicitly which includes methods, control-rules, and domain-dependent constraint solvers. Here, domain means "mathematical theory", such as set theory, group theory, integers, etc.

• Combining proof planning with constraint solving mechanisms.

• Integrating modularly represented, declarative, high-level control into proof planning.

• Designing planning strategies and complex methods to reduce the search.

Our goal is to rise to Bledsoe’s challenge to “pay attention to mathematician’s great deal of direction” rather than “cover the eyes with blinders and hunt through a cornfield for a diamond-shaped grain of corn” issued in 1986 [4].

### 1.1 The Class of Limit Theorems

The class of limit theorems includes the well-known theorem LIM+ from calculus that states that the limit of the sum of two functions in \( \mathbb{R} \) is the sum of their limits. Other theorems in this class are, e.g., LIM- and LIM*4, similar theorems about differences and products, COMPOSITE that states that the composition of two continuous functions is continuous, CONTINOUS that states that a function having a derivative at a point is continuous there, and theorems like \( \lim_{x \to a} x^2 = a^2 \). These theorems are formulated in the theory of the real numbers \( \mathbb{R} \). One of the simplest of these theorems, LIM+, is proposed as a challenge problem in [5] and given next.

\[
\lim_{x \to a} f(x) = L_1 \land \lim_{x \to a} g(x) = L_2 \rightarrow \lim_{x \to a} f(x) + g(x) = L_1 + L_2,
\]

which, after expansion of the definition of lim, is

\[
\forall \epsilon_1 \exists \delta_1 \forall x_1 (0 < \epsilon_1 \rightarrow 0 < \delta_1 \land |x_1 - a| < \delta_1 \rightarrow |f(x_1) - L_1| < \epsilon_1) \land \\
\forall \epsilon_2 \exists \delta_2 \forall x_2 (0 < \epsilon_2 \rightarrow 0 < \delta_2 \land |x_2 - a| < \delta_2 \rightarrow |f(x_2) - L_2| < \epsilon_2) \\
\rightarrow \forall \epsilon \exists \delta \forall x (0 < \epsilon \rightarrow 0 < \delta \land |x - a| < \delta \rightarrow |(f(x) + g(x)) - (L_1 + L_2)| < \epsilon).
\]

The typical way a mathematician goes about to prove such a theorem is to (incrementally) invent an instantiation of \( \delta \) that depends on \( \epsilon, \delta_1 \), and \( \delta_2 \). This is a non-trivial thing to do and difficult for students as reported in [26]. One way to construct \( \delta \) is described by Bartle and Sherbert in their textbook [2]. They constrain the number \( n \) (that corresponds to \( \delta \)) in the proof for products of limits of the sequences \( X = (x_n) \) and \( Y = (y_n) \) by using immediately introduced variables \( M_1, M, K_1, \) and \( K_2^2 \) upon which \( n \) depends. \(^2\)

\(^2\)K\(_1\), K\(_2\) correspond to \( \delta_1, \delta_2 \) in LIM+
to Theorem 3.2.2, there exists a real number $M_1 > 0$ such that $|x_n| \leq M_1$ for all $n \in \mathbb{N}$ and we set $M = \sup\{M_1, |y|\}$. Hence, we have the estimate

$$|x_n y_n - x y| \leq M * |y_n - y| + M * |x_n - x|.$$  

From the convergence of $X$ and $Y$ we conclude that if $\varepsilon > 0$ is given, then there exist natural numbers $K_1$ and $K_2$ such that if $K_1 \leq n$, then $|x_n - x| < \varepsilon/2M$, and if $K_2 \leq n$, then $|y_n - y| < \varepsilon/2M$. Now let $K(\varepsilon) = \sup\{K_1, K_2\}$, then if $K(\varepsilon) \leq n$ we infer that

$$|x_n y_n - x y| \leq M(\varepsilon/2M) + M(\varepsilon/2M) = \varepsilon.$$ 

Since $\varepsilon$ is arbitrary, this proves that the sequence $X \ast Y$ converges to $x \ast y$ [2].

Inspired by a similar mathematical idea, Bledsoe, Boyer, and Henneman presented a special-purpose theorem prover for limit theorems, IMPLY [6]. It attempts to prove formulae of the form $|A| < \varepsilon_1 \vdash |B| < \varepsilon$ by representing $B$ as a linear combination of $A$, $B = k * A + l$, and by proving the simpler formulae $|k| < M$, $|A| < \frac{2\varepsilon}{M}$, and $|l| < \frac{\varepsilon}{2}$, containing a new variable $M$. The IMPLY prover employed this heuristic and a number of other rules to restrict the value of the variable $\delta$. It seems that this work is not as well recognized nowadays in the field – maybe because of its special-purpose character.

### 1.2 Objectives of the Report

Planning inductive proofs with the proof planner CLOM[10] and the first planning attempts in OMEGA [3], have been steps towards proof planning. Our goal is to extend the general methodology and the realm of proof planning and to show a more general direction.

In order to demonstrate the potential of extended proof planning, the report shows how to automatically plan limit theorems, i.e., theorems that are at the edge and beyond the capabilities of other current automated systems. For this purpose, we rationally reconstruct and extend IMPLY heuristics in the proof planning framework by designing frequently used proof planning operators. In addition, we enlarge the domain knowledge and extend the architecture of proof planners in order to make use of declarative control-rules that considerably restrict the search. The domain knowledge is also employed to solve constraints in proof planning.

Compared to Bledsoe’s original special-purpose prover, the rational reconstruction exhibits the following advantages

- We use a general methodology, namely proof planning.
- We use a general-purpose proof planner.
- Most of the methods employed belong to the theory base or ordered-field rather than being specific for the limit-class of theorems. The control makes feasible to pick the right methods from a large collection of methods.
- Proof plans are expandable to Natural Deduction (ND) proofs that can be proof checked.
- As exercised with the reconstruction of Nqthm in proof planning [8], proof planning allows for a more flexible use of methods than special-purpose theorem provers with a fixed sequence of routines, e.g., Nqthm’s waterfall.
• Declarative global control knowledge restricts the search.

• Proof planning results in a high-level, hierarchical representation of proofs. The rational reconstruction makes explicit the methods and the control knowledge and explicates the structure of limit proofs. This is important for an interactive system (for the user’s proof understanding), for learning methods and control knowledge, and for reusing proofs.

This paper is organized as follows. After a brief introduction to the state-of-the-art proof planning, we characterize the extensions of proof planning that give rise to the new architecture of our proof planner. Then we present the knowledge that belongs to the limit domain theory – being part of OMEGA’s hierarchically structured theory knowledge base. This knowledge comprises methods, a constraint solver, and control knowledge available for proof planning the limit theorems. We then provide details of the proof planning for LIM+. Results of experiments show how the new mechanisms influence the feasibility and performance of proof planning limit theorems. A summary, related, and future work conclude the paper.

In the remainder, we use the following naming conventions: METHODS names in capital letters denote supermethods, names with the capital initial letter denote Methods, and names written in small letters denote procedures. As for symbol’s meaning, div, *+, -val denote the division, multiplication, addition, subtraction, and absolute value function in \( \mathbb{R} \), respectively. We use \( \sigma \) for substitutions and abbreviate the result of applying \( \sigma \) to \( F \) by \( F_\sigma \).

2 Brief Review of Proof Planning

Automated theorem proving currently witnesses a change: classical techniques based on search at the calculus level are augmented by a knowledge-intensive, more abstract and high-level planning of a proof.

Proof planning employs intelligent guidance of proofs and high-level planning operators rather than calculus-level rules. The Edinburgh group pioneered proof planning as a technique by building the proof planner CIAM [10]. Yet, CIAM has not been sufficiently acknowledged by the theorem proving community, maybe because it is specialized to inductive proofs and by and large did not perform much better than other state-of-the-art theorem provers, e.g., than Nqthm [7]. Many people from the theorem proving community mistakenly perceived proof planning as restricted to the difference reduction technique rippling, but there is more to proof planning indeed, see, e.g., [9].

The basic idea of proof planning is that of classical planning in Artificial Intelligence (AI): Operators represent actions and specify preconditions and effects of the action’s application. In STRIPS notation, the effects are captured in add and delete lists [15]. The add-list contains the literals (or more general the elements) that are introduced into a state by the operator’s application, and the delete list contains those elements that are deleted from the state by the operator’s application. A planning problem consists of an initial state and goals. A solution is a sequence of actions, i.e., of instantiated operators, that transforms the initial state into a state in which the goals hold. Backward planning starts with the conjecture as an open goal \( g \) and with assumptions. The planner searches for an operator\(^3\) \( Op \) that

\(^3\)In the following we say operator instead of instantiated operator.
proves $g$ and introduces a node annotated with $Op$ into the plan. The subgoals $g_i$ produced by the application of $Op$ become the new open subgoals and $g$ now has the status closed. The planner continues to search for operators applicable to one of the open subgoals and terminates if there are no more open goals.

A cognitive motivation for proof planning is the fact that mathematicians tend to plan proofs. Several empirical sources [32, 1, 24] provide evidence that mathematicians use specific methods (e.g., diagonalization) and plan a proof during the proof discovery process. E.g., the German mathematician Faltings, who proved Mordell’s Conjecture, described in [14] that

"We know from experience that certain inferences are usually successful under certain prerequisites. So first we ponder about a reasonable way to proceed to prove the theorem. In other words, we roughly plan: If we get a certain result the next result will follow and then the next etc. Afterwards we have to fill in the details, and to check whether the plan really works."

These insights make proof planning intriguing for interactive as well as for automated theorem proving.

A computational motivation for proof planning is the restriction of search which is necessary to cope with potentially infinite branching, long solutions, and numerous, even irrelevant, available axioms in theorem proving. Proof planning tries to avoid huge search spaces

1. by taking larger steps and
2. by employing global search control, as opposed to the more local search heuristics which are used for search control in automated theorem proving. That is, instead of making separate decisions at each choice point of proving at the (low) level of logical inferences, based on local clues, proof planning has some sense of the overall direction of the proof.

As for large steps, proof planning builds on tactics inherited from tactical theorem proving [16]. The operators in proof planning (called methods) have two aspects: On the one hand, they represent planning operators with declarative preconditions and effects. On the other hand, a method specifies a tactic, where a tactic executes a number of logical inferences. Thereby, larger chunks of proof steps are encapsulated in methods and thereby proof plans are an abstract representation of proofs.

The global control can be realized in several ways. In CIAM, the step-case subproofs of inductive proofs are guided by the rippling heuristic [12, 21] which is well-suited for guiding proofs based on difference reduction. Below, we present control-rules and supermethods as other means of control in (extended) OMEGA.

2.1 Proof Planning in CIAM

In order to enable a combination of tactical theorem proving with meta-level control, Bundy [8] introduced methods as (partial) specifications of tactics that specify in a meta-language the preconditions and effects of its application. In Figure 1 the structure of CIAM’s methods
name: Prolog term
input: sequent \( H \Rightarrow G, \)
\( H \) set of hypotheses, \( G \) goal
precondition: list of conjuncts in
meta-level language
postcondition: list of conjuncts in
meta-level language
output: list of sequents
tactic: Prolog term

Figure 1: The method data structure in CIAM.

is depicted. The methods serve as planning operators whose application yields the sequents from the output slot as subgoals.

The meta-level control came into play by (a) recognizing common proof plan patterns in families of proofs, for instance in proofs by mathematical induction or in diagonalization proofs, and by (b) discovering abstract goals and abstract heuristics that can guide the search for proofs. Proofs by mathematical induction reveal a common general structure displayed in Figure 2. This pattern is roughly to first find an appropriate induction schema and then

<table>
<thead>
<tr>
<th>Induction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base-case</td>
</tr>
<tr>
<td>Symbolic evaluation</td>
</tr>
<tr>
<td>Simplification</td>
</tr>
<tr>
<td>Tautology checking</td>
</tr>
<tr>
<td>Step-case</td>
</tr>
<tr>
<td>Rippling</td>
</tr>
<tr>
<td>Fertilization</td>
</tr>
</tbody>
</table>

Figure 2: Structure of proofs by mathematical induction

to prove the conjecture for the base case, e.g., for \( n = 0 \), and for the step case, where the conjecture for a “successor” of the induction variable, e.g. of \( n \), (called the induction conclusion) is proved provided the conjecture for the induction variable itself (which is called the induction hypothesis) holds. The step case pattern includes some kind of “fertilization”, i.e., of applying the induction hypothesis to a rewritten induction conclusion such that a true formula results. This rewriting is subject to the abstract heuristic rippling. A meta-level goal in the step case is to reduce the differences between induction conclusion and induction hypothesis in order to enable a final fertilization. These differences are represented by
annotations, e.g., colours, to the induction conclusion. Axioms and definitions that belong to the initial state and which can be used to reduce the differences are annotated similarly.

The abstract search heuristic for proofs by mathematical induction, rippling, was introduced by Bundy [8] and Hutter [21]. It describes a systematic way to remove the differences, for example by moving the differences outward until the induction hypothesis can be applied to an inner part of the rewritten induction conclusion. For example, in proving the conjecture

\[ \forall x, y, z. x + (y + z) = (x + y) + z \]  

the induction hypothesis is

\[ x + (y + z) = (x + y) + z \]  

and the conclusion is

\[ s(z) + (y + z) = (s(z) + y) + z \]  

The boxes, excluding the underlined terms, denote the differences. The non-differences are called the skeleton. Rippling works by successively applying skeleton preserving definitions and axioms to the induction conclusion.

2.2 Original Proof Planning in OMEGA

In OMEGA, domain knowledge is stored in a hierarchically organized theory knowledge base. So far, proof planning in OMEGA employed axioms, definitions, and methods as the only domain knowledge. Theories may have parents they can inherit from. For instance, the theory ordered-field inherits, among others, from the theory base and a parent of the theory limit is ordered-field.

OMEGA’s methods are frame-like structures specified in [20]. More specifically, these methods have the following slots: declaration of types, (annotated) premises and conclusions, constraints, proof schema, and procedure. From a logical (static) point of view, premises are sequents\(^4\) from which the method logically derives the conclusions, and conclusions are sequents which the method is designed to prove. In Refutation, e.g., \( (\Delta, \neg F \vdash \bot) \) is used to derive \( (\Delta \vdash F) \).

The constraints are formulated in a meta-language and restrict the applicability of a method and the instantiations of parameters. If available, a proof schema is filled with a declarative schematic representation of a proof whose lines contain a label, a sequent, and a line-justification. This proof relies on the Natural Deduction (ND) calculus rules, on invoking tactics, or on invoking classical automated theorem provers such as OTTER [27]. Therefore, the line-justification consists of the name of an ND-rule, the name of a tactic or a prover, a variable, or OPEN in case the sequent is to be planned for. Additionally, the line-justification may include supporting lines. For instance, in Refutation

3. \( \Delta \vdash F \quad (\neg E; 2) \)

states that the sequent \( \Delta \vdash F \) is derived from the sequent in line 2 by the ND-rule \( \neg E \). In what follows, names of lines abbreviate the corresponding sequents.

\(^4\)Sequents \( F = (\Delta \vdash F) \), are pairs of a set \( \Delta \) of formulas and a formula \( F \) in an object language that is extended by meta-variables for functions, relations, formulas, sets of formulas, and terms. The semantic of a sequent \( (\Delta \vdash F) \) is that \( F \) can be inferred from \( \Delta \).
The program in the slot *procedure* is a special purpose procedure. The function *eval* that may occur in the *constraint* slot – see section 3.1 – returns true for an instantiation of variables, if its first argument is true before the procedure runs and if its third argument is true after the procedure's run. The second argument of *eval* is bound to the procedure's output.\(^5\)

An example for a method is *Refutation*. Its annotations \(\oplus, \ominus\) of *premises* and *conclusions* roughly indicate add (\(\oplus\)) and delete (\(\ominus\)) effects in STRIPS terminology, respectively. See a more detailed explanation below. The methods below omit some obvious details in order to make them more readable.

<table>
<thead>
<tr>
<th>method: <strong>Refutation</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>declaration</td>
</tr>
<tr>
<td>premises</td>
</tr>
<tr>
<td>conclusions</td>
</tr>
<tr>
<td>constraints</td>
</tr>
<tr>
<td>proof schema</td>
</tr>
<tr>
<td>L1. (\Delta, \neg F \vdash \bot)</td>
</tr>
<tr>
<td>L2. (\Delta, \vdash \neg F)</td>
</tr>
<tr>
<td>L3. (\Delta, \vdash F)</td>
</tr>
<tr>
<td>procedure</td>
</tr>
</tbody>
</table>

**The Planning Process in OMEGA**

OMEGA's planning process searches the space of planning states, hence it is a state-space planning process as opposed to plan-space planning. A planning state contains a set of sequents represented by proof lines that is divided into open lines (goals) and closed lines (assumptions). Open lines are indicated by ? and closed lines by !. A proof planning problem is defined by an initial state specified by the proof assumptions) and the goal specified by the theorem to be proved. The planner searches for a solution, i.e., a sequence of methods that transforms the initial state into a state with no open lines.

Ignoring the \(\oplus, \ominus\) annotations, *premises* and *conclusions* provide a purely logical description of a method. For proof planning, however, we need to know how it changes the planning state and how to introduce a method into the plan, e.g., by forward or backward planning. That is, it is important to specify which sequents can be used as inputs (*preconditions* in STRIPS notation) for a planning operator and which are outputs (*effects* with *add* and *delete* lists in STRIPS notation) of the method. Therefore, a translation of methods to a STRIPS-like representation of operators, used in OMEGA’s planning, is derived from the annotated *premises* and *conclusions* of the method in the following way [34]:

- not annotated *premises* become !-lines in the *preconditions*,
- \(\oplus\) annotated *premises* are translated to !-*preconditions* and to !-elements of the *delete* list of the operator,

\(^5\)Hiding meta-formulae \((X \leftarrow A)\) evaluate to true.
• ⊕ premises are introduced as ?-lines into the add list of the operator,
• not annotated conclusions become ?-preconditions,
• ⊕ conclusions are translated to ?-preconditions and introduced as ?-elements into the delete list of the operator,
• ⊕ conclusions are introduced as !-lines into the add list of the operator.

The operator corresponding to Refutation, for example, has the precondition ?L3, the add-list (?L1), and the delete-list (?L3). Hence, its input is ?L3 and its output ?L1. That is, Refutation is a backward operator (reducing a goal L3 to a subgoal L1). The following planning algorithm (in pseudo code) has been presented in [34] and will be extended in the sequel of this paper.

While there are ?-lines in the planning state

• Find all applicable instantiated operators:
  - Select an operator M,
  - find all matchings from M’s preconditions with (?) and !) elements of the current planning state. For each instantiation
  - evaluate the constraints of the instantiated M. This may further reduce the instantiations. An instantiated M is applicable, if the constraints evaluate to true for the instantiation.

• Select the best applicable instantiated operator M*. (backtracking point)

• Apply M* to the planning state by
  - inserting the sequents from the add slot of M* into the planning state,
  - deleting the sequents from the delete slot of M* from the planning state.

Successively expand methods of the complete plan to ND-subproofs.

The ‘best’ method M* is chosen according to a numeric rating of methods. Once a proof plan is found, all methods are successively expanded in order to obtain a calculus-level (ND) proof. For the expansion of methods, expansion functions are defined that are not discussed in this report. Sometimes, one expansion of methods yields plans that contain steps that are not ND-rules. Then these steps can be expanded further. The recursive expansion yields a hierarchical representation of a proof plan that is captured by the PDS (Plan Data Structure) data structure in OMEGA.
3 Our Extensions of OMEGA: Domain Knowledge and Architecture

Our experience with planning limit theorems and theorems from other domains [28], leads us to an extension of OMEGA’s proof planner along the following dimensions. These extensions are general rather than specific for OMEGA.

1. The **domain specific knowledge** to be employed for proof planning must include (i) methods, (ii) control knowledge (control-rules), and (iii) constraint solvers. These extensions are discussed in sections 3.1, 3.2, and 3.3.

2. The **architecture** of OMEGA’s planner must include the above knowledge sources and the planner has to be guided by a control unit that receives information from a monitor and that interprets control-rules.

3. The planner should have multiple refinement strategies at its disposal (This is not discussed in this paper but in [28]).

The extended architecture of the proof planner is shown in Figure 3. Note the meaning of the different kinds of arrows in Figure 3: dashed arrows indicate choices, e.g., the control unit chooses a method. Solid black topped arrows indicate refinements, e.g., the application of a method refines the PDS. Solid white topped arrows indicate information delivery, e.g., the monitor delivers information to the control unit.

- The original planner architecture consists of a planning algorithm and a domain (theory) knowledge base that contains axioms, definitions, and methods. The application of methods can change the planning state.

- First, we add a control unit to the planner architecture and control-rules to the domain knowledge. The control unit interprets control-rules in order to restrict the choices of methods and of goals before the planner decides about the applicability of methods, see § 3.3.

---

6 apart from the obvious knowledge base with axioms, definitions, lemmata, previously proved theorems
While there are ?-lines in the planning state

- admissible methods := interpretation(control-rules, methods)
- for each admissible method M
  * find all matchings from M’s **preconditions** with (? and !) elements of the current planning state. For each instantiation
  * evaluate the **constraints** of the instantiated M. An instantiated M is applicable, if the constraints evaluate to true for the instantiation.
- Select (best) applicable instantiated operator M*. (backtracking point)
- Apply M* to the planning state by
  * inserting the sequents from the **add** slot of M* into the planning state,
  * deleting the sequents from the **delete** slot of M* from the planning state.

Successively expand methods of the complete plan to ND-subproofs.

- The control works on the basis of information provided by a monitor that inspects the constraint state, resources, the planning state, and the planning history.

- Secondly, we add a constraint solver to the domain knowledge, see §3.2 for an explanation. Thereby we can take advantage of a lot of work performed in the CLP community. The constraint solver can be accessed via methods and can transform a constraint state. It provides answers to the application-conditions of methods too (about entailment or consistency of constraints).

  Now the domain knowledge (methods, control-rules, special constraint solvers) belongs to a theory in the theory knowledge base.

- Thirdly, the planning algorithm is changed such that it can invoke several refinement strategies rather than just one. Possible candidate strategies are: forward refinement, backward refinement, expansion, island planning, analogy, and refinement by the user [28]. In different ways, the different strategies introduce methods into the plan.

  The control unit supports the choice of refinement strategies in the planning process too. We do not discuss this extension here.

  The flexible use of the expansion strategy turned out to be most interesting for planning limiting theorems: Rather than always expanding methods when a complete plan is found or always expanding a supermethod instantaneously, the expansion strategy is picked flexibly according to the planning situation. This flexibility can be achieved by deiving control knowledge that is evaluated according to the history, the current planning state, and the available resources.

  The currently implemented expansion of supermethods as described in section 3.1.2 is less elaborate. Since the multistrategy-planning is not implemented yet, a program associated with supermethods expands a supermethod when it is introduced into the plan.
Multistrategy-Planning Algorithm PLAN($\pi$)

Parameters: sol procedure for picking solutions

1. **Termination Check:** If $\text{sol}(\pi)$ returns a solution, return it and terminate. If it returns $\text{fail}$, fail. Otherwise continue.

2. **Refinement:** Pick one of the following planning strategies that refine $\pi$:
   - forward-state-space
   - backward-state-space
   - expansion
   - analogical-driven proof plan construction
   - island-planning.
   - refinement by the user

3. **Recursive Invocation:** Call PLAN on the refined plan.

Table 1: Outline for multistrategy planning.

### 3.1 Methods for Planning Limit Theorems

The first examples of proof planning in OMEGA employed methods that were nothing else than (schematic) partial plans resulting from dividing (ND) proofs into subproofs. While this is fine for a first attempt such as [30], in general, methods may cover a much wider range than fixed ND-subproofs.

In this section, the relevant methods that belong to the limit domain theory or to its parent theories are presented. Note that $\text{LimHeuristic}$ is the only method that is used exclusively for planning proofs for limit theorems. All other methods described below, are methods widely applicable at least for planning problems from ordered fields.

$\text{LimHeuristic}$ is the central method in planning limit theorems. Foremost, the application of the other methods prepares the application of the $\text{LimHeuristic}$ or prove inequalities. Depending on the particular problem, the $\text{LimHeuristic}$ has to be applied a different numbers of times. For instance, in planning LIM+ it is applied once and for LIM* it is applied three times.

In the following, we consider basic methods and supermethods. We present them in a format that is still close to the actual implementation, in this technical report. Supermethod is a subclass of the method data structure that currently simulates planning with a restricted set of methods and control-rules. In the near future, the application of supermethods will, in a conceptually clean way, be associated with an expansion strategy of the planner.

#### 3.1.1 Basic Methods

The *basic methods* that are employed for proof planning limit theorems are the methods Same, Same=, AndI, AndE, Impl, ImplI, EquivE, EquivI, Skolem-b, Skolem-f, Mpb, Backchain, IncreaseHyps, Focus, RemoveFocus, from the theory base, \(^7\), the meth-

\(^7\)Many of these correspond to ND-rules.
ods Solve<:b, Solve<:f, Solve<:b, Solve*, Solve*<:b from the theory ordered-field, and LimHeuristic from the theory limit. In the method names, the annotations b and f indicate the direction of the method application: forward and backward, respectively. Backward methods are applied to goals whereas forward methods are applied to the assumptions of a planning state.

The LimHeuristic Method

The LimHeuristic method is a reconstruction of Bledsoe’s limit heuristic in [6]. Similar to the mathematician’s behavior described above, each application of LimHeuristic introduces a new auxiliary variable $M$ upon which $\delta$ depends finally. $M$ restricts the range of the object $\delta$ and its range is restricted by (1), (2), and (3) in turn. For instance, in planning LIM+, thm is $\Delta \vdash val(f(x_1) - l_1) < E_1 \rightarrow val(f(x) + g(x) - (l_1 + l_2)) < \epsilon$ and the subgoals are

1. $\Delta \vdash val(1) < M$
2. $\Delta \vdash val(f(x_1) - l_1) < E_1 \rightarrow val(f(x) - l_1) < div(\epsilon, 2 \cdot M)$
3. $\Delta \vdash val(g(x) - l_2) < div(\epsilon, 2)$

$M$ is used to propagate range restrictions between the known constants and variables and $\delta$ as explained in section 3.2. LimHeuristic reduces a goal

$$val(a) < e_1 \rightarrow val(b) < \epsilon,$$

e.g., $val(f_1(x) - l_1) < E_1 \rightarrow val(f_1(x) + f_2(x) - (l_1 + l_2)) < \epsilon$, to three simpler subgoals (1), (2), and (3).
method: LimHeuristic

| declaration | term: a, b, e_1, e_k, l var: M |
| premises    | ⊕(1), ⊕(2), ⊕(3) |
| conclusions | ⊥θm_1, ⊥θ(0) |
| constraints | eval(true, (k, l, σ), (k, l, σ) ≠ ⊥) |

<table>
<thead>
<tr>
<th>proof schema</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0), (0) ⊢ val(a) &lt; e_1 (HYP)</td>
</tr>
<tr>
<td>(1). Δ ⊢ val(k_ω) &lt; M (OPEN)</td>
</tr>
<tr>
<td>(2). (0) ⊢ val(a_ω) &lt; div(e, 2 * M) (OPEN)</td>
</tr>
<tr>
<td>(3). Δ ⊢ val(l_ω) &lt; div(e, 2) (OPEN)</td>
</tr>
<tr>
<td>11. Δ (0) ⊢ b = k_ω * a_ω + l_ω (CASextract)</td>
</tr>
<tr>
<td>111. Δ (0) ⊢ val(b) &lt; ε (fix; 11, (1), (2), (3))</td>
</tr>
<tr>
<td>thmΔ ⊢ val(a) &lt; e_1 → val(b) &lt; ε (→; 111)</td>
</tr>
</tbody>
</table>

procedure extract(a, b)

The application condition reads as follows. If there exists (k, l, σ) such that extract(a, b) = (k, l, σ), then the method can be applied with the resulting instantiations of k, l, and σ.

The line-justification CASextract names a computer algebra tactic that can justify the equation b = k_ω * a_ω + (l_ω, where k_ω, l_ω, and σ are computed by the oracle extract (see below) and a_ω, k_ω, l_ω result from applications of σ to a, k, and l. During the expansion of LimHeuristic, CASextract produces a proof plan for this computation. The “fix” justification is an abbreviation for a fix subproof that proves the sequent in line 111 from the given support lines. ‘→I’ is the ND-rule implication introduction.

For planning purposes, the compact proof schema shown in the method is sufficient. For the interested reader, we give a more detailed proof schema. This level of detail illustrates why a fixed proof schema is possible for deriving thm from (1), (2), and (3).

<table>
<thead>
<tr>
<th>N</th>
<th>S</th>
<th>D</th>
<th>Formula</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.</td>
<td>0</td>
<td>Δ</td>
<td>val(a) &lt; e_1</td>
<td>(HYP)</td>
</tr>
<tr>
<td>1.</td>
<td>Δ</td>
<td></td>
<td>val(k_ω) &lt; M</td>
<td>(OPEN)</td>
</tr>
<tr>
<td>2.</td>
<td>0</td>
<td>Δ</td>
<td>val(a_ω) &lt; div(e, 2 * M)</td>
<td>(OPEN)</td>
</tr>
<tr>
<td>3.</td>
<td>Δ</td>
<td></td>
<td>val(l_ω) &lt; div(e, 2)</td>
<td>(OPEN)</td>
</tr>
<tr>
<td>12.</td>
<td>Δ</td>
<td></td>
<td>val(b) ≤ val(k_ω * a_ω) + val(l_ω)</td>
<td>(triang; 11)</td>
</tr>
<tr>
<td>13.</td>
<td>Δ</td>
<td></td>
<td>val(b) ≤ val(k_ω) * val(a_ω) + val(l_ω)</td>
<td>(Mval; 12)</td>
</tr>
<tr>
<td>14.</td>
<td>Δ</td>
<td></td>
<td>val(k_ω) * val(a_ω) + val(l_ω) &lt; M * val(a_ω) + val(l_ω)</td>
<td>(mul≤; 1)</td>
</tr>
<tr>
<td>15.</td>
<td>Δ</td>
<td></td>
<td>val(b) ≤ M * val(a_ω) + val(l_ω)</td>
<td>(trans;≤)</td>
</tr>
<tr>
<td>16.</td>
<td>0</td>
<td>Δ</td>
<td>M * val(a_ω) &lt; M * div(e, 2 * M)</td>
<td>(mul&lt;; 2)</td>
</tr>
<tr>
<td>17.</td>
<td>0</td>
<td>Δ</td>
<td>M * val(a_ω) + val(l_ω) &lt; M * div(e, 2 * M) + val(l_ω)</td>
<td>(ad&lt;; 3)</td>
</tr>
<tr>
<td>18.</td>
<td>Δ</td>
<td>0</td>
<td>val(b) &lt; M * div(e, 2 * M) + val(l_ω)</td>
<td>(trans&lt;; 15, 17)</td>
</tr>
<tr>
<td>19.</td>
<td>Δ</td>
<td></td>
<td>M * div(e, 2 * M) + val(l_ω) &lt; M * div(e, 2 * M) + div(e, 2</td>
<td>(ad&lt;; 3)</td>
</tr>
<tr>
<td>20.</td>
<td>Δ</td>
<td></td>
<td>val(b) &lt; M * div(e, 2 * M) + div(e, 2)</td>
<td>(trans&lt;; 18, 19)</td>
</tr>
<tr>
<td>11.</td>
<td>Δ</td>
<td>0</td>
<td>val(a) &lt; e_1 → val(b) &lt; ε</td>
<td>(fix&lt;; 10)</td>
</tr>
<tr>
<td>thm.</td>
<td>Δ</td>
<td></td>
<td>val(a) &lt; e_1 → val(b) &lt; ε</td>
<td>(→; 111)</td>
</tr>
</tbody>
</table>

How to read the more detailed proof schema?
‘fix1’ is an abbreviation for a fix arithmetic subproof that proves the sequent in line 111 from
the given support lines. ‘triang’ means the application of the triangle inequality,
‘Mval’ means the application of $A \leq \text{val}(B * C) + D \Rightarrow A \leq \text{val}(B) * \text{val}(C) + D$,
\text{mult} \leq \text{means the application of } A < B \Rightarrow A \ast C + D \leq B \ast C + D \text{ for positive } A, C$,
‘trans\leq’ means the application of the transitivity of $\leq$, ‘\text{mul}<\text{ means the application of }$A < B \Rightarrow A \ast C < B \ast C$ for positive $C$,
‘\text{add}<’ means the application of $A < B \Rightarrow A + C < B + C$.

Characteristically, the use of domain axioms and definitions belonging to the theory of $\mathbb{R}$
is encoded into the method rather than being visible at the proof planning level. Therefore,
a search for applicability among the different axioms is not necessary.

How does the planner handle \text{LimHeuristic}? 

- If a goal in the planning state matches \text{thm}, then \text{LimHeuristic}'s parameter, $a, b, \epsilon, e_1$
  are instantiated by the matcher. Then

- \text{constraints} is evaluated. That is, since the first argument of eval is \text{true}, the procedure
  \text{extract}(a, b)$ is invoked. The procedure \text{extract}(a, b)$ works as an oracle and outputs
  a list $(k, l, \sigma)$, where $k$ and $l$ are terms and $\sigma$ is a substitution, such that $b$
  can be represented as a linear combination of $a$, i.e., $b = k_\sigma \ast a_\sigma + l_\sigma$. The substitution $\sigma$
  computed by \text{extract} leaves $b$ unchanged. For instance, if $a$ is $g(X_2) - l_2$ and $b$
  is $(f(x) + g(x) - (l_1 + l_2))$, then \text{extract}(a, b)$ returns the list $(1, (g(X_2) - l_2), [X_2/x])$.
  If \text{extract} runs successfully (i.e., result $\neq \bot$), then the method is applicable and
  $a_\sigma, k_\sigma, l_\sigma$ are bound to terms resulting from applications of $\sigma$ to $a, k, l$.

- The goal, \text{thm}, can logically be inferred from this linear combination and from the
  subgoals (1), (2), and (3), as shown in the detailed proof schema. Therefore, the
  application of \text{LimHeuristic}, removes the goal and introduces the new goals (1), (2),
  and (3).

\textbf{The Solve Methods}

The methods \text{Solve} \leq \text{b}, \text{Solve} \leq \text{a}, \text{Solve}*, \text{Solve}^* \leq \text{b}, \text{and Solve} < \text{f}$ handle goals and
assumptions, respectively, that involve linear equalities or inequalities. The methods \text{Solve} \leq \text{b},
\text{Solve}^* \leq \text{b}, \text{and Solve} < \text{f}$ call the functions \text{tell} \leq or \text{ask} \leq$ that provide an interface between
the methods and the constraint solver \text{LINEQ}, see section 3.2. \text{tell}(a \leq b)$ returns $\bot$ if
$(a < b)$ is inconsistent with the current constraint store. \text{ask}(a \leq b)$ returns $\bot$ if $(a < b)$ is
not entailed by the constraint store. In this case, the \text{Solve} method is not applied. Similar
to the \text{Solve} \leq methods, we define a \text{Solve} \leq \text{m}$ method that employs the function \text{tell} \leq \text{m}$. The
method’s application can remove a goal $(a < b)$ from the state. The method \text{Solve} \leq \text{b}$ has
no preconditions, i.e., it produces no subgoals.
The method $\text{Solve}_{\prec b}$ is applied to a goal $(a < b)$. Its application condition can be read as follows: In case the occurs-check for $a, b$ fails (first argument of eval), the second argument of eval is evaluated: If a variable occurs in the goal $(a < b)$, then the function $\text{tell}_{\prec}$ is invoked that checks whether its argument $(a < b)$ is consistent with the current constraint store. Then LINSEQ integrates $(a < b)$ into the constraint store and $\text{tell}_{\prec}$ returns $\text{true}$ for $\text{result}$. Otherwise, $\text{result}$ is $\bot$. If no variable occurs in $(a < b)$, then the function $\text{ask}_{\prec}$ is invoked with argument $(a < b)$. It checks whether the current constraint store entails $(a < b)$ already. If it does, then the result is $\text{true}$, otherwise $\bot$. If the output of the invoked function is not $\bot$ (third argument of eval), then the method is applicable.

In proof schema, the line-justification solverCS names a tactic that can recompute $(a < b)$ from the constraint store. During the expansion of $\text{Solve}_{\prec b}$, this tactic runs and provides a proof plan for its computation.

The method $\text{Solve}_{\prec f}$ is applied to assumptions $(a < b)$, i.e., forward. It does not change the planning state, except for the constraint store. Since the assumption in L1 is not removed from the planning state, $\text{Solve}_{\prec f}$ should be applied to an assumption only once. A second application would be redundant, see section 3.3.

The application condition of $\text{Solve}_{\prec f}$ reads as follows. If the occurs check for $a, b$ fails, then the function $\text{tell}$ is invoked that checks whether $(a < b)$ is consistent with the current constraint store. If it is, $\text{tell}$ returns $\text{true}$, otherwise $\bot$. The method is applicable if $\text{tell}$ returns $\text{true}$ only.
The next method, Solve* b, removes an inequality subgoal \((a' < c)\) (L3), if an assumption \((a < b)\) (L1) exists in the current planning state for which \(a\) and \(a'\) are unifiable. Solve* b returns a disjunctive subgoal (L2) and a subgoal (L4) which is a conjunction of equations derived from a substitution \(\sigma\). For instance, if \(\sigma = (a/x, b/y)\), then =conjunct is \((a = x \land b = y)\). =conjunct is produced by the procedure subst-to-=conjunct.

The application condition of Solve* reads as follows. If there is a most general unifier \(\sigma\) of \(a\) and \(a'\) and if \(\Delta_1 \subseteq \Delta_2\), then the method is applicable with the particular instantiations of \(b, c\), and =conjunct (the latter being the result of subst-to-=conjunct(\(\sigma\))).

The ‘arith’ justification in line L3 of proof schema denotes a fix arithmetical subproof of \((a' < c)\) from \((a < b), (b < c),\) and =conjunct.

A disjunctive subgoal \((a < b \lor a = b)\) can be removed by the following method Solve*\(\prec b\) if it is applicable. Solve*\(\prec b\) yields either no new subgoal or the subgoal \((a = b)\).

The application conditions can be read as follows. When the occurs check on \((a, b)\) failed and tell\(\prec(a < b)\) (entail\(\prec(a < b)\), respectively) succeeded, i.e., if the invoked function did
not return \( \perp \), then \( \texttt{Solve}^* \prec \texttt{b} \) produces no subgoals. Otherwise, the method yields the new subgoal (\( a = b \)). This is expressed by the third argument of \( \texttt{eval} \) in \texttt{constraint} that binds the meta-variable \( L \) to the empty list (no subgoals) or to \( L2 \) (subgoal \( a = b \)).

**Methods from the Theory \texttt{base}**

Some methods are applicable in all domains and therefore they belong to the theory \texttt{base}. Since most of them are well-known from the corresponding ND-rules, we describe only selected methods.

- **\texttt{IncreaseHyp}** enlarges the set of hypotheses \( \Delta_0 \) of an assumption. This is logically legal for any superset \( \Delta \) of \( \Delta_0 \). However, one is not interested in arbitrary sets \( \Delta \). In the opposite, the infinite branching in search that is caused by almost arbitrary instantiations of \( \Delta \) needs to be avoided, see section 3.3.

<table>
<thead>
<tr>
<th>method: <strong>\texttt{IncreaseHyp}</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>declaration</strong></td>
<td>term: ( F )</td>
</tr>
<tr>
<td><strong>premises</strong></td>
<td>( L1 )</td>
</tr>
<tr>
<td><strong>conclusions</strong></td>
<td>( \oplus L2 )</td>
</tr>
<tr>
<td><strong>constraints</strong></td>
<td>subset ( (\Delta_0, \Delta) )</td>
</tr>
<tr>
<td><strong>proof schema</strong></td>
<td>\begin{align*} L1. &amp; \Delta_0 \vdash F \quad (j) \ L2. &amp; \Delta \vdash F \quad \text{(weaken)} \end{align*}</td>
</tr>
<tr>
<td><strong>procedure</strong></td>
<td></td>
</tr>
</tbody>
</table>

- **\texttt{Backchain}** is the ND-version of Bledsoe’s “backchain” handling of assumptions [6].

<table>
<thead>
<tr>
<th>method: <strong>\texttt{Backchain}</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>declaration</strong></td>
<td>term: ( F_1, F_2 )</td>
</tr>
<tr>
<td><strong>premises</strong></td>
<td>( \oplus L1, \oplus L2 )</td>
</tr>
<tr>
<td><strong>conclusions</strong></td>
<td>( \oplus L3 )</td>
</tr>
<tr>
<td><strong>constraints</strong></td>
<td>subset ( (\Delta_1, \Delta) )</td>
</tr>
<tr>
<td><strong>proof schema</strong></td>
<td>\begin{align*} L1. &amp; \Delta_1 \vdash F_1 \rightarrow F_2 \quad (j) \ L2. &amp; \Delta \vdash F_1 \quad \text{(OPEN)} \ L3. &amp; \Delta \vdash F_2 \quad (\rightarrow E; L1, L2) \end{align*}</td>
</tr>
<tr>
<td><strong>procedure</strong></td>
<td></td>
</tr>
</tbody>
</table>

\texttt{Backchain} takes an implicational assumption \( \Delta_1 \vdash F_1 \rightarrow F_2 \) as input and yields a simpler assumption \( \Delta \vdash F_2 \) and an additional goal \( \Delta \vdash F_1 \) as output. Since \texttt{Backchain} may increase the search space unnecessarily, the choice of this method has to be controlled strictly.
• The method **Modus Ponens** backward (**MP-b**) belongs to the base theory. **MP-b** takes an assumption \( \Delta \vdash F_1 \) and a goal \( \Delta \vdash F_2 \) and returns the new goal \( \Delta \vdash F_1 \rightarrow F_2 \) while removing \( \Delta \vdash F_2 \). Obviously, the application of **MP-b** has to be controlled strictly; otherwise it can produce new goals \( F_{i1} \rightarrow (F_{i2} \rightarrow \ldots) \) infinitely often.

<table>
<thead>
<tr>
<th>Method: <strong>MP-b</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Declaration</strong></td>
</tr>
<tr>
<td><strong>Premses</strong></td>
</tr>
<tr>
<td><strong>Conclusions</strong></td>
</tr>
<tr>
<td><strong>Constraints</strong></td>
</tr>
</tbody>
</table>
| **Proof Schema** | \begin{align*}
L_1. & \quad \Delta \vdash F_1 \rightarrow F_2 & (\text{OPEN}) \\
L_2. & \quad \Delta_1 \vdash F_1 & (j) \\
L_3. & \quad \Delta \vdash F_2 & (\rightarrow E; [1, 1, 2])
\end{align*} |
| **Procedure** | |

• **Same** takes an assumption \( (t_1 = t_2) \), a goal \( L_3 \), and an assumption \( L_1 \), where \( L_1 \)'s formula results from \( L_3 \)'s formula by replacing \( t_1 \) by \( t_2 \). The method removes the goal \( L_3 \).

<table>
<thead>
<tr>
<th>Method: <strong>Same</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Declaration</strong></td>
</tr>
<tr>
<td><strong>Premses</strong></td>
</tr>
<tr>
<td><strong>Conclusions</strong></td>
</tr>
<tr>
<td><strong>Constraints</strong></td>
</tr>
</tbody>
</table>
| **Proof Schema** | \begin{align*}
L_1. & \quad \Delta_1 \vdash F & (j1) \\
L_2. & \quad \Delta_2 \vdash t_1 = t_2 & (j2) \\
L_3. & \quad \Delta \vdash F_1 & \text{(subst-apply; \( L_1, L_1, L_2 \))}
\end{align*} |
| **Procedure** | |

The application condition of **Same** reads as follows: If \( F_1 \) results from \( F \) by replacing \( t_1 \) by \( t_2 \) or vice versa and if \( \Delta \) contains \( \Delta_1 \) and \( \Delta_2 \), then the method is applicable.

### 3.1.2 Supermethods

Hierarchical decomposition of methods is desirable in proof planning because restricting the search space by planning at a higher level without losing the opportunity to expand it to a lower level plan can save search. Furthermore, a hierarchical presentation of the proof plan is easier to grasp by the user. The following decomposition techniques are known from the literature:
• Hierarchical task network planning (HTN) [37] that introduces abstract operators into a plan and then replaces the abstract operator by one of its reduction schemas. (The simplest form is planning with macro-operators [25] that represent fixed sequences of operators.) For proof planning, HTN planning cannot be used in exactly the same way because here the right decomposition may be computed from the planning situation rather than being one of the schemas fixed in advance.

• The proof planner CIAM [10], uses so-called supermethods that have a limited pool of operators they can invoke. For instance, the supermethod step-case has the sub-methods ripple, fertilize, and base-case. These, supermethods are expanded during the planning.

We want the decision when to expand a supermethod to depend on the planning situation, the available resources, and on the method itself. Hence, we extend the notion of supermethods. This extension takes into account that supermethods have two faces: one that exhibits the features of a method and another that amounts to, possibly complicated, control knowledge. Therefore, our supermethods are methods that have premises and conclusions and at the same time provide control knowledge on how to build the expansion of the supermethod. Importantly, the control knowledge guiding the construction of the subplan can be specific for a particular supermethod because supermethods have the slot submethods and the slot control, as in the examples below.

How does the expansion of supermethods work currently? A problem is created (containing one goal only). Then the planner is called with the set of methods given in the slot submethods. The sequence of methods in ‘submethods’ is the one in which the application of submethods is tried. Instead of the usual backtracking in planning, the supermethod’s planning stops when no method is applicable. It returns the eventual resulting changes of the planning state. Supermethods for planning the limit-class theorems are:

<table>
<thead>
<tr>
<th>name</th>
<th>submethods</th>
<th>control-rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOLVE-b</td>
<td>Solve-b AndI</td>
<td>dismiss-a&lt;b</td>
</tr>
<tr>
<td>SOLVE-I</td>
<td>Solve_\leq AndE</td>
<td></td>
</tr>
<tr>
<td>SOLVE*</td>
<td>Solve*_ AndI Solve_\leq=b</td>
<td></td>
</tr>
<tr>
<td>NORMAL</td>
<td>Impl Equiv Skolem-b AndI</td>
<td>choose-focus</td>
</tr>
<tr>
<td>UNWRAPHYP</td>
<td>Focus IncreaseHyp AndE Skolem-f Backchain</td>
<td>increase-hyps attack-focus</td>
</tr>
</tbody>
</table>

NORMAL unpacks a goal similarly to simplification tactics. NORMAL is applicable if the input goal sequent’s formula is not atomic.

---

8 at least more complicated than the ordering of submethods as in CIAM.  

---
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**supermethod: NORMAL**

| character | unpredictable |
| declaration | meta-var: LIST term: \( \Psi \) |
| premises | \( \oplus \) LIST |
| conclusions | \( \ominus L1 \) |
| appl-cond. | \( \Psi = \text{formula}(L1) \land \sim \text{atom}(\Psi) \) |
| submethods | \( \text{Impl Equiv Skolem-b AndI} \) |
| control | () |

\( \text{SOLVE-b} \) integrates unpacking and solving conjunctive inequality goals. Its applicability condition reads as follows. If \( < \) occurs in the formula of \( L1 \), then try to apply the method.

**supermethod: SOLVE-b**

| character | unpredictable |
| declaration | meta-var: LIST term: \( F \) |
| premises | \( \oplus \) LIST |
| conclusions | \( \ominus L1 \) |
| appl-cond. | \( F = \text{formula}(L1) \land \sim \text{termoccs}(< F) = \text{emptylist} \) |
| submethods | \( (\text{Solve}_< \text{b AndI}) \) |
| control | () |

More interestingly, \( \text{Solve}* \) integrates all steps that are necessary to remove an inequality goal with the help of a similar assumption. The application condition says that \( a \) and \( a' \) from the assumption \( \ldots \vdash a < b \) and from the goal \( \ldots \vdash a' < c \) have to be unifiable.

**supermethod: SOLVE*\**

| character | unpredictable |
| declaration | term: \( a, a', b, c \) meta-var: LIST |
| premises | \( L1, \oplus \) LIST |
| conclusions | \( \ominus L2 \) |
| appl-cond. | \( \text{formula}(L1) = a < b \) & \( \text{formula}(L2) = a' < b \) & \( \sigma \leftarrow \text{termmg}(a'a) \) |
| submethods | \( \text{Solve}_* \text{b AndI Solve=} \text{Solve}_*< \text{b} \) |
| control | () |

Our most interesting supermethod is \( \text{UNWRAPHYP} \). It decomposes an assumption such that a particular subformula \( S \) is extracted. In order to focus the attention to \( S \), \textbf{Focus} has to
color $S$. The decomposition is continued until $S$ is obtained, i.e., an assumption that is all colored. As opposed to ‘unpredictable’, the ‘predictable’ classification means that the main output can be anticipated without actually expanding the supermethod. For \textbf{UNWRAPHYP} this holds because the eventually resulting assumption is marked by a focus before applying \textbf{UNWRAPHYP}. However, the anticipation may not be reliable and in particular, it does not provide the subgoals \textbf{LIST} that arise during the full expansion.

<table>
<thead>
<tr>
<th>supermethod: UNWRAPHYP(ass, pos, goal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>character</td>
</tr>
<tr>
<td>declaration</td>
</tr>
<tr>
<td>premises</td>
</tr>
<tr>
<td>conclusions</td>
</tr>
<tr>
<td>appl-cond.</td>
</tr>
<tr>
<td>submethods</td>
</tr>
<tr>
<td>control</td>
</tr>
</tbody>
</table>

In a multi-strategy planner, the expansion of supermethods can be one of the refinement strategies available to the planner. This expansion strategy yields the subplan that is introduced into the PDS at a hierarchically lower level, under the supermethod node. In case the invocation of refinement strategies is controlled by control-rules, the expansion can be invoked flexibly, depending on the planning state and history as well as on resources and properties of the respective supermethod. For instance, the supermethod \textbf{UNWRAPHYP} does not have to be expanded immediately because a main output can be determined before actually expanding the method. However, an expansion could be preferred if enough resources are available and if the user wants to check the ND-proof. However, for some supermethods none of the resulting goals and assumptions can be predicted without actually expanding the method. In this case, an expansion will take place right away.

3.2 Combination of Proof Planning with Constraint Solving

In many mathematical proofs, logical steps are naturally combined with specialized reasoning such as computing integrals, solving polynomial equations, and finding instantiations of existentially quantified variables. For the construction of mathematical objects with certain properties, for example the existentially quantified $\delta$ in LIM+, pure proof planning can be difficult because infinitely many potential instantiations of the variable (the “object”) may exist. A way to delay the instantiation (until the plan is completed) is the incremental restriction of the range of the variable by a domain-specific constraint solver that is combined with the planner.

Some of the advantages of integrating constraint solving are

- Logic and planning, respectively, provide very general data structures. Often, however, it is convenient to represent objects by specialized data types that can be efficiently handled, e.g., for rational and real numbers [18].
• For many constraints there exist very efficient specialized procedures for constraint solving (consistency check, entailment check, and simplification), e.g., for finite integer domains [17], for sets [36], etc.

3.2.1 General Framework for Constraint Solving

Jaffar and Maher suggest an abstract procedural semantics for constraint solvers in [22]. We briefly and simplified\(^9\) review this framework and then we present below our self-made constraint solver LINEQ that implements the necessary operations.

A constraint solver acts upon a constraint state, \((C, S)\), where \(C\) and \(S\) are multisets of constraints. \(C\) is the set of so-called active constraints (constraint store) and \(S\) is the set of so-called passive constraints. There is one other state denoted by fail. Constraint solving is modeled by a transition system that is parametrized by a predicate consistent and a function infer. Three transitions of the constraint state are \(\rightarrow_c, \rightarrow_i, \rightarrow_s\),

\[
(C, S) \rightarrow_c (C, S \cup c)
\]

if \(c\) is a constraint told to the constraint solver,

\[
(C, S) \rightarrow_i (C', S')
\]

if \((C', S') = \text{infer}(C, S)\).

\[
(C, S) \rightarrow_s (C, S)
\]

if consistent\((C)\) or else

\[
(C, S) \rightarrow_s \text{fail}
\]

The \(\rightarrow_c\) transitions introduce constraints into the constraint solver, \(\rightarrow_s\) transitions test whether the constraint store is consistent, and \(\rightarrow_i\) transitions infer more active constraints (and possibly modify the passive ones).

A tell \(c\) constraint is handled by \(\rightarrow_{ct}\) transitions; and an ask constraint \(c\) is handled by \(\rightarrow_{ci}\) transitions with \((C, S) \rightarrow_i (C, S - \{c\})\). ask constraints are tested for entailment from \(C\) only. For instance, in planning LIM+\(^d\), the ask constraint \((0 < d_1)\) is entailed by \((0 < D)\) and \((D < d_1)\) from the constraint store.

In order to implement the abstract operational model of constraint solvers, several operations have to be implemented. These include: a satisfyability test to implement consistent and infer and the projection of the constraint state onto a set of variables to compute an answer constraint from the final store. For the extraction of answer, the problem at hand is to obtain a useful representation of the projection of constraints \(C\) w.r.t. a given set of variables. Usability usually means conciseness and readability [22].

Most constraint solving systems represent constraints in \(C\) in a solved form which is a convenient representation of the projection of the solution space with respect to any set of variables. Usually, solved form means a format in which satisfiability of \(C\) is evident.

---
\(^9\)We do not consider constraint states that include formulae that are not constraints because we do not combine logical and constraint inferences in one calculus.
3.2.2 Combining Proof Planning with Constraint Solving

In proof planning, the constraint-handling component serves two main purposes: Firstly, it is used during the process of proof planning to determine whether a \texttt{Solve} method can be legally applied. This is realized by checking consistency or entailment of a constraint with the constraint store. Secondly, after the completion of the proof plan, the constraint store is condensed into an answer assertion \texttt{answer} about the values of variables. \texttt{answer} is the starting assumption for the final textbook style proof as discussed in section 5. It justifies inequalities and equalities that follow from the final constraint store.

\textbf{Interface}

An interface between proof planning and constraint solving can be provided by methods. For proof planning limit theorems, the most important methods at the interface between the proof planning and constraint-handling component are \texttt{Solve< b}, \texttt{Solve< f}, \texttt{Solve=b}, and \texttt{Solve*< b}. Their purpose is to remove an equational or an inequality goal by adding it to the constraint state. Each of the \texttt{Solve} methods is applicable only if the function called returns \texttt{true}. In this case, it will later be possible to derive the proved inequality from the final constraint store.

The functions \texttt{tell} and \texttt{ask}, respectively, are invoked by the \texttt{Solve} methods and access the constraint solver. Which function to call depends on the kind of constraint. \texttt{tell(c)} checks the consistency of \texttt{c} with the current constraint store \texttt{C} and may add the (in)equality to \texttt{C}, whereas \texttt{ask(c)} checks whether \texttt{(c)} is entailed by \texttt{C}.

Through the \texttt{application conditions} \texttt{Solve< b}, \texttt{Solve< b}, and \texttt{Solve* b} determine whether a goal \((a < b)\) or \((a = b)\), respectively, is a \texttt{tell}-constraint or \texttt{ask}-constraint. The access of the constraint solver via \texttt{tell} is chosen when the inequality at hand contains a (existentially quantified) variable that can be solved for. Otherwise, \texttt{ask} is chosen. The reason is that an (in)equality \texttt{goal} \((a < b)\) that contains constants and universally quantified variables only, e.g. \(0 < \delta_1\), cannot be introduced into the constraint store without a loss of generality of the proof, whereas implicitly existentially quantified variables can. For an assumption the situation is different, of course. It can be introduced into the constraint store in any case. For instance, for an assumption like \(\forall \delta_1 (\delta_1 > 0 \rightarrow \cdots)\), \(\delta_1\) is universally quantified; its restriction \((\delta_1 > 0)\) is assumed as a hypothesis

3.2.3 The Constraint Solver LINEQ

For the first experiments we used our own constraint solver LINEQ that is capable of handling value constraints that are expressed by linear equalities and inequalities over \(\mathbb{R}\) that may contain terms \(\text{val}(x)\) for a variable or constant \(x\). LINEQ was motivated by a particular application, so the general-purpose domain \(\mathcal{R}_{Lin}\)\footnote{\(\mathcal{R}_{Lin}\) denotes the domain of linear arithmetic over the real numbers with the function symbol + and the predicate symbols =, <, \leq.} has been extended by the ad-hoc addition of the absolute value function \(\text{val}\) and an internal handling of this interpreted function.

For \texttt{tell}-constraints LINEQ checks the consistency of an input with the constraint store and propagates value restrictions. In the process of planning a proof, the constraint state will be modified with every application of \texttt{Solve< b} or similar methods. Every time a new inequality is passed to LINEQ, it is necessary to immediately decide the consistency of the
original store with the new inequality. This situation calls for a representation of the constraint store by a solved form in which every constraint of a variable that can possibly be propagated is stored explicitly. The explicit representation of the constraint stores also facilitates backtracking to earlier PDS nodes (or planning states) by storing complete constraint stores in nodes.

**Constraint Representation**
In order to be able to handle equalities as well as inequalities, we consider “equality classes” of terms that have been claimed to be equal at some point in the planning process by adding a respective equality. The constraint store is represented as a (disjunctive) list of branches, each of which contains (for every known equality class) lists of terms that denote upper and lower bounds. This representation allows for case splits: For example, the solution of the inequality $a \cdot x < 1$ for $x$ has two branches, one where $a$ is negative and one where it is positive. In such a case, the branch of the constraint store that has been worked on would be split in two, each of them containing one of the solutions.

Every time a new tell-constraint (equality or inequality) is added, the constraints is propagated until no new information can be extracted. This is necessary for a consistency check, anyway, and ensures that the constraint store is always represented explicitly.

**Some Functions of LINEQ**
LINEQ has functions to initialize the constraint state, to check the (in)consistency of a constraint store, to solve a linear (in)equality for a variable, to propagate constraints, and to project a constraint store onto a set of variables.

The constraint store component of the first planning state is initialized with $\{ \[ \] \}$, i.e., the constraint store that only contains the empty branch.

The `add-inequality` and `add-equality` functions tell new information to the store and propagate it. Applying the `Solve\_b` method in a planning state calls the `add-inequality`’ function, passing as arguments the old constraint store and an inequality. If these are consistent with each other, the function returns a new constraint store that contains all information that could be propagated from them. The `Solve\_b` method uses the `add-equality` function in the same manner. The algorithm to add an inequality to the constraint store is described in the following pseudocode.

**Adding an inequality $a < b$ to a branch $B$:**
add-inequality(B, a < b, H):
    IF a < b is trivially invalid THEN RETURN { }
ELSE IF a < b is trivially valid THEN RETURN { B }
ELSE IF a < b contains no variables THEN RETURN { }
ELSE IF a < b appears in the history H THEN RETURN { }
ELSE
    R := \emptyset
    FOR every variable x in a and b DO
        Solve a < b for x
        FOR every possible solution DO
            B' := B
            B'' := \emptyset
            IF the solution yields an upper bound u for x THEN
                IF the upper bound is not already entailed by the branch THEN
                    Upper(x) := Upper(x) \cup \{u\} (in B')
                    S' := \{ B' \}
                    FOR every lower bound l of x DO
                        S' := add-inequality'(S', l < u, H \cup \{ a < b \})
                    FOR every side condition C of the solution DO
                        S' := add-inequality'(S', C, H \cup \{ a < b \})
                    IF the solution yields a lower bound l for x THEN
                        (analogously)
                        R := R \cup B''
                RETURN R

Adding an equality a = b to a branch B:
add-equality(B, a = b):
    IF a = b is trivially invalid THEN RETURN {} 
ELSE IF a = b is trivially valid THEN RETURN { B }
ELSE IF a = b contains no variables THEN RETURN {} 
ELSE
    FOR every variable x in a and b DO
        RHS := Solve=(a = b, x)
        Ex := equality class of x in B
        IF RHS doesn’t appear in Ex THEN
            IF RHS is in the equality class of another variable THEN
                ; merge the ECs
                Er := equality class of RHS in B
                B’ := remove Er from B
            FOR every r in Er DO
                B’ := add-equality(B’, x = r)
                S’ := { B’ }
            FOR every upper bound u of Ex and every lower bound l of Er DO
                S’ := add-inequality'(S’, l < u)
            FOR every lower bound l of Ex and every upper bound u of Er DO
                S’ := add-inequality'(S’, l < u)
        RETURN S’
    ELSE
        B’ := add r to the equality list of x
        S’ := { B’ }
        FOR every member t of Ex except for x and t DO
            S’ := add-inequality'(S’, r = t)
        FOR every upper border u of Ex DO
            S’ := add-inequality'(S’, r < u)
        FOR every lower border l of Ex DO
            S’ := add-inequality'(S’, l < r)
        RETURN S’

The add-inequality function takes as arguments an inequality and a branch of a constraint store; it returns a list of branches that describe all possible situations satisfying both the old branch and the new inequality. The add-inequality’ function is its extension that takes an entire list of branches and executes add-inequality on each branch.

First, some conditions about the consistency or inconsistency of the inequality are tested; moreover, we test if the inequality appears in a history list H to avoid loops. Then the inequality is solved for each variable that it contains. A solution of a linear inequality is an upper or lower bound for the variable along with a number of side conditions. (Side conditions discriminate among different branches of the solution. In the example of \( a \cdot x < 0 \) above, one solution would have a side condition of \( a < 0 \) and a lower bound of 0 for \( x \), the other would have a side condition of \( a > 0 \) and an upper bound of 0 for \( x \).) If this bound is not already known (if, for example, we obtain an upper bound that is a number greater

---

11Of course, we can only employ a number of heuristics to test for obvious situations; general validity of arithmetic inequalities is undecidable.
than another number that already appears in the list of upper bounds), it is inserted into
the appropriate bound list for the variable and compared against the bounds of the other
side. This comparison produces several new inequalities that are recursively added to the
constraint store. Afterwards, all side conditions are added to the store. These steps can
produce several new branches, one for every branch of the inequality's solution. A branch
can be closed, i.e. removed from the constraint store, if it contains an inconsistency (for
example, inequalities of the form $x < x$ or $0 < -1$ are trivially invalid). A constraint store
is inconsistent if it contains no more open branches.

The add-equality function, which takes as argument an equality and a branch and
returns a list of branches, is extended to the function add-equality' operating on lists of
branches in the same manner as add-inequality is extended to add-inequality'. After
some preliminary tests for obvious validity and invalidity of the argument equality, it is
solved for every variable $x$ it contains. This time, a solution is simply a term, called RHS
in the pseudocode. There are three possible cases for RHS.

1. RHS is already known to be equal to $x$, i.e. it is a member of its equality list. Then
   we are already done.

2. RHS is in the equality list of any other variable. Then we successively add every
   member of RHS's equality list to $x$'s equality list. Every time we add a new member,
   we obtain a number of new equalities (to the former members of the equality list) and
   inequalities (to the upper and lower bounds of $x$), which are recursively added to the
   store. We also recursively add all inequalities of the form $l < u$, where $l$ is a lower
   bound of either $x$ or RHS and $u$ is an upper bound of the other class.

3. RHS isn't in the equality list of any other variable. Then we add it to the equality
   list of $x$, obtaining a number of new equalities (to the former members of the equality
   list) and inequalities (to the upper and lower bounds), just like in the previous case.

The Projection Function
In constraint solvers, the projection of a constraint $c_0$ onto variables $\mathfrak{x}$ to obtain a constraint $c_1$ such that $\mathfrak{R} \models c_1 \leftrightarrow \exists \mathfrak{x} c_0$. The projection aims at computing the simplest $c_1$ with fewest quantifiers. (In general it is not possible to eliminate all uses of the existential quantifier.)

In a ND-proof that can be produced from the proof plan, every goal that was removed by a Solve method by planning must be logically justified. As we said above, we achieve this by at the beginning of the proof asserting the formula answer that is a projection of the final constraint store w.r.t. the (implicitly existentially quantified) variables. From this formula, every line that was justified by adding an (in)equality to the constraint store follows by means of logic and arithmetic. This formula answer can be extracted from the final constraint store in a very straightforward way: Without loss of generality, choose on of the branches of the constraint store and transform it into a conjunction of (in)equalities.

Example
Let us consider an example. In the proof of the LIM+ theorem, the following constraints
are told to the constraint solver in a row: $0 < D, 1 < M, E_1 < \text{div}(\epsilon, 2 \cdot M), x = X_1, E_2 < \text{div}(\epsilon, 2), x = X_2, D < \delta_2, D < \delta_1$. From the constraints $1 < M$ and $E_1 < \text{div}(\epsilon, 2 \cdot M)$, for
instance, the new upper bound $\text{div}(\epsilon, 2)$ of $E_1$ is propagated.
This leads to several applications of the add-inequality’ and add-equality’ functions and to a final constraint store that looks as follows:

\[
\begin{align*}
0 & < E_2 < \text{div}(\epsilon, 2); \\
0 & < D < \delta_2, \delta_1; \\
0 & < E_1 < \text{div}(\epsilon, (2 * M)), \text{div}(\epsilon, 2); \\
1 & < M < \text{div}(\epsilon, (2 * E_1)) \\
-\infty & < X_1 = x = X_2 < +\infty
\end{align*}
\]

That is, a lower bound for \( E_2 \) is 0 and an upper bound for \( E_2 \) is \( 1/2 * \epsilon \); a lower bound for \( D \) is 0 and an upper bounds are \( \delta_1, \delta_2 \), etc. The above constraint store contains a single branch that contains information about five equality classes, most of which only contain a single variable; \( x, x_1, \) and \( x_2 \), however, have been collected in one equality class.

Suppose we wanted to introduce another inequality \( M < E_1 \): Both variables are existentially quantified, so this would add \( E_1 \) to the list of upper bounds of \( M \) and recursively add the inequality \( 1 < E_1 \) (which, in turn, will produce inequalities \( 1 < u \) for every upper bound \( u \) of \( E_1 \)). Likewise, we would have to add \( M \) to the list of lower bounds of \( E_1 \) and recursively add, for every upper bound \( u \) of \( E_1 \), the inequality \( M < u \).

From the final constraint store of the LMI plan, our current projection algorithm that is similar to Bledsoe’s SupInf, computes the answer w.r.t. \( E_1, E_2, D \)

\[
0 < E_2 \wedge E_2 < \frac{\epsilon}{2} \wedge 0 < D \wedge D < \delta_2 \wedge D < \delta_1 \wedge 0 < E_1 \wedge E_1 < \frac{\epsilon}{2} \wedge
\]

which contains the core assumption a mathematician would make in the proof, namely, “Let \( \epsilon_1 < \frac{\epsilon}{2}, \epsilon_2 < \frac{\epsilon}{2}, \delta < \min\{\delta_2, \delta_1\} \).” Sometimes an answer contains conjuncts that are not relevant for the proof.

**Using a more General Constraint Solver**

Actually, we could have taken off-the-shelf a constraint solver for linear arithmetic over the real numbers, e.g., CLP(\( R \)) [23]. In this case we would have to take care of so-called non-basic constraints containing the interpreted absolute value function val. This can be done by employing lemmata about the interpreted (or user-defined) function, e.g., \( 0 \leq x \rightarrow |x| = x \), as guarded constraints [33] or as user-defined propagators with a as done in Oz [31]. (BTW, this is similar to the augmentation module known from the integration of Linear Arithmetic into Neqhm.)

In our proof planning framework, the introduction/employment of a lemma can be achieved in the following way: If \( c \) is a non-basic constraint that cannot be solved because it contains an interpreted function term \( t \), then the constraint solver puts \( c \) into the \( S \)-part (passive constraints) of the constraint state \((C, S)\). \( c \) is activated only if a lemma exists in the planning state that can be used to rewrite \( c \) into a basic constraint. If the lemma can be used only to rewrite \( c \) into a non-basic constraint \( c' \), then \( c \) is replaced in \( S \) by \( c' \). A control-rule has to be devised that looks at \( S \) and, in the simplest case, selects \text{Solve}_t \text{f} \) or \text{Solve}_m \text{f} \) with an instantiation of its parameter whose lhs or rhs matches \( t \). By applying the respective method, an (in)equality is told to the constraint solver that helps to solve the constraint \( c \). That is, as opposed to constraint solvers, the control lives outside and is not predefined for each lemma separately.

Suppose, for example, \((\text{val}(U) < M)\) is a passive constraint, the assumption \((0 \leq X \rightarrow X = \text{val}(X))\) is in the planning state, and \((0 \leq U) \in C\). Then the constraint \((U = \text{val}(U))\) is told to the constraint solver and \((\text{val}(U) < M)\) becomes activated, which results in the
basic constraint \((U < M)\) in \(C\).

3.3 Mathematical Control Knowledge

In planning, several decisions have to be made. There are choices between alternatives for strategies, methods, goals to work on, and instantiations of variables. Control knowledge in proof planning is devised to reduce the alternatives and to prefer certain user-friendly proof plans. E.g., having certain steps belonging together as neighboring steps in a sequence may be better comprehensible for a user.

Numerous experiences indicate the superiority of a separate representation of control knowledge by control-rules for the user’s comprehension, for experiments with different rules, for modifications, and for learning control knowledge. This modular and declarative representation of control-rules, that is similar to a small expert system, has been useful, provided the interpretation works efficiently. For efficient algorithms see, e.g., the Rete-Algorithm in OPS5 or, more recently [13]. For a summary and evaluation, see [40].

In this report, we describe a control-rule mechanism. Our control-rules contain decidable meta-predicates, encoded in LISP functions, that inspect the current planning state, the planning history, resources, and the current partial proof plan.

3.3.1 Syntax of Control-Rules

Currently, we distinguish the following classes (kinds) of control-rules that correspond to the different decisions of the planner.

- strategy
- method
- sequent, with the subclasses goal and assumption,

Other kinds, such as abstraction are conceivable and planned as well as rules with an extended syntax that allows for a more complicated control structure.

The syntax of control-rules in (extended) OMEGA is defined as

\[
\text{Control-rule} := (\text{control-rule } \text{<Name>})
\]

(kind \(<\text{Kind}>\))

(if \(<\text{If-part}>\))

(then

\(<\text{To-do-part}>\))

(side-effect \(<\text{Side-effect-part}>\)))

The syntactic definitions are as follows

\(<\text{Name}>\) := lisp-symbol

\(<\text{Kind}>\) := method | sequent | binding

\(<\text{If-part}>\) := \(<\text{Meta-predicate}>\) | (and \(<\text{If-part}>\) \(<\text{If-part}>\))

\(<\text{Meta-predicate}>\) := LISP expression

\(<\text{To-do-part}>\) := () | \(<\text{Choice}>\) |
(and <To-do-part> <To-do-part>)

<Choice> := select <Alternative-list> | reject <Alternative-list> | prefer <Alternative-list> | iterate <Alternative-list>

<Alternative-list> := list of strategies | list of methods | list of sequents | list of bindings

<Side-effect-part> := () | conjunction of side-effects

Meta-predicates return all satisfying binding alternatives in case an argument is not instantiated; otherwise they return a truth value. Examples for meta-predicates are current-goal(x) and last-method(x) which yield instantiations for x, if x is a variable. Otherwise they return the truth value, e.g., of current-goal(a) for the instantiation (a/x). Meta-predicates can be written by the user but some frequent ones are available in (extended) OMEGA.

Choice refers to different strengths of the restriction. select and reject are stronger than prefer. Note that select and reject rules can result in an incompleteness of the planner. The iterate mode is an extended prefer mode. It allows for sequencing several methods by means of a control-rule. This mode can avoid a repeated expensive evaluation of the if-part of control-rules. Side-effects are LISP functions that can set flags etc.

Interpretation of Control-Rules

Before matching the preconditions of operators with lines of the current state, the planner presents a list of alternatives of a certain kind to the control-rule interpreter via an interface. The interpreter returns a (reduced) list of alternatives via the interface. That is, the matching and the search effort decreases.

Given a list of alternatives of kind k, the interpreter processes the control-rules of kind k in the sequence in which they are stored. The if-parts are evaluated as long as no conjunct evaluates to false for at least one instantiation. select(lst) returns an (ordered) list, lst, of alternatives which is then intersected with the current list of alternatives. prefer(x) reorders the list of alternatives such that x is the first element if it was in the list before. reject(lst) removes lst from the current list of alternatives. iterate(lst) determines the next method choices in the planning process according to lst.

3.3.2 Control-Rules for Planning Limit Theorems

In the following, we present a set of control-rules that produced a satisfying search behavior in planning limit theorems as documented in section 6. With the given control-rules, we want to demonstrate the line of reasoning for designing control-rules rather than competing for the most efficient control. Most of the following rules are designed in order to capture the following global control story:

First the goal is normalized. Linear inequality goals can be satisfied by Solve2b, SOLVE*, or by LinHeuristic. The latter requires some preparation by UNWRAPYP and MP-b. In planning the limit theorems, UNWRAPYP extracts a particular subformula \( s \) from an assumption in order to afterwards employ \( s \) as an antecedent in a goal that can be reduced by LinHeuristic. In order to guide the unwrapping of \( s \) of an assumption, Focus annotates \( s \)
and thereby puts a local focus on this subformula. The purpose of this focus is to concentrate
operator applications on extracting the colored formula.

Now the control-rules together with some explanation of their intended purpose follow.

(control-rule attack-goal
(kind method)
(if (and (goal-matches ("goal" (less (val "x") "y")))
    (most-similar-subterm-in ("goal"
                              "ass"
                              "pos")))
  (then
   (prefer ((Solve-b "goal")
            (SOLVE* "goal")
            (UNWRAPHyP () ("ass") ("goal"))))))

The intention of attack-goal is an attempt to apply Solve-b or alternatively SOLVE* if
a goal is of the form \( val(x) < y \), and if these two fail to be applicable, to move on to the
preparations for LimHeuristic by UNWRAPHyP.

The evaluation of the meta-predicate most-similar-subterm-in returns for each pre-
viously resulting instantiation of "goal", most-similar-subterm-in returns instantiations
of "ass" and "pos". The meta-predicate computes the formula \( s \) at position \( pos \) in some as-
sumption \( ass \) such that \( s \) is most similar to the goal. The similarity is measured by function
symbol occurrences and characterizes the suitability of antecedents for LimHeuristic to
succeed. The evaluation of most-similar-subterm-in is expensive. A repeated evaluation
of this meta-predicate can be avoided by designing a different set of control-rules including
one that iterates over Focus, Increase-Hyp and UNWRAPHyP.

After UNWRAPHyP stopped and returns an assumption that is all colored (unwrapped),
the unwrapping business is completed by removing the color altogether because it is no
longer necessary. This is expressed in the rule after-UNWRAPHyP (We did not integrate
RemoveFocus into UNWRAPHyP because RemoveFocus is applied to a particular assumption,
the unwrapped one, and hence determines the assumption, "ass", that is one argument for
the then following Mp-b method.)

(control-rule after-UNWRAPHyP
(kind method)
(if (and (last-method UNWRAPHyP)
         (and (latest-assumption "ass")
              (unwrapped-focus "ass")))
  (then
   (select ((RemoveFocus () ("ass"))))))

After the unwrapping extracted an assumption \( focus(F) \) and the color removal pro-
vided the uncolored assumption \( F \), SOLVE* or alternatively Mp-b – the last preparation for
LimHeuristic – are tried to be applied as formulated in the next control-rule. SOLVE* is
tried first because it produces simple or no subgoals as opposed to LimHeuristic preceded
by Mp-b.
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(control-rule attack-unwrapped
  (kind method)
  (if (and (last-method RemoveFocus "ass")
                (last-UNWRAP "ass" "goal"))
      (then
       (select ((SOLVE* "goal" ())
                 (Mp-b "goal" ("ass"))))))

Mp-b is exclusively applied in order to provide a goal that LimHeuristic can handle afterwards.

(control-rule choose-LimHeuristic
  (kind method)
  (if (last-method Mp-b "goal")
      (then
       (prefer ((LimHeuristic "goal" ()))))

The next rule can be read as: Solve-f should be applied to an assumption only once because a second application is redundant.

(control-rule dismiss-a<b
  (kind sequent)
  (if (and (already-applied (Solve<f "ass")))
      (then
       (reject-sequents () ("ass")))))

Finally, we have control-rules that belong to the control of supermethods. For instance, the three following control-rules govern the planning in the expansion of supermethod UNWRAP Hyp. First Focus is chosen with parameters. choose-focus selects the subformula of an assumption to focus on. Then IncreaseHyp is preferred in order to adjust the hypotheses set of the picked assumption sequent to the hypotheses set of the goal sequent. Finally, only assumptions that were derived latest and that carry a focus are admitted as an input of the next UNWRAP Hyp submethods. attack-latest

control-rule choose-focus
  (kind method)
  (if (and (no-focus)
            (most-similar-subterm-in ("goal"
                                       "ass"
                                       "pos")))))
  (then
   (select ((Focus () ("ass") ("pos"))))))

(control-rule increase-hyps
  (kind method)
  (if (and (last-method Focus)
(and (latest-assumption "ass")
  (and (current-goal "goal")
    (hyps-of "goal" "hyps"))))

(then
  (prefer ((IncreaseHyp () ("ass") ("hyps"))))))

(control-rule attack-latest
  (kind sequent)
  (if (sub-of-latest-assumption(focus "ass"))
  (then
  (select-sequents () ("ass"))))))

4 Exemplary Proof Planning for LIM+

LIM+ is a limit theorems with a relative simple proofs. Since an exemplary detailed
description should be comprehensible and not too boring, we present LIM+ rather than, say,
LIM*. A proof plan for the more difficult proof of LIM* is provided, however, in Figure 4.

Planning for LIM+ starts with the goal
\[ \emptyset \vdash \forall \epsilon \exists \delta_1 \forall x_1 \left( 0 < \epsilon_1 \rightarrow 0 < \delta_1 \land \text{val}(x_1 - a) < \delta_1 \rightarrow \text{val}(f(x_1) - l_1) < \epsilon_1 \right) \land \]
\[ \forall \epsilon_2 \exists \delta_2 \forall x_2 \left( 0 < \epsilon_2 \rightarrow 0 < \delta_2 \land \text{val}(x_2 - a) < \delta_2 \rightarrow \text{val}(f(x_2) - l_1) < \epsilon_2 \right) \rightarrow \forall \epsilon \exists \delta \forall x \left( 0 < \epsilon \rightarrow 0 < \delta \land \text{val}(x - a) < \delta \rightarrow \text{val}((f(x) + g(x)) - (l_1 + l_2)) < \epsilon \right) \]
After all the skolemizations, we use the Prolog notation: \( \epsilon \) is a constant, \( \delta_1, \delta_2, x \) are Skolem functions, and \( E_1, E_2, D, X_1, X_2 \) are variables.

1. The NORMAL application consists of

(a) ImpI results in:
\[ \forall \epsilon_1 \exists \delta_1 \forall x_1 \left( 0 < \epsilon_1 \rightarrow 0 < \delta_1 \land \text{val}(x_1 - a) < \delta_1 \rightarrow \text{val}(f(x_1) - l_1) < \epsilon_1 \right) \land \]
\[ \forall \epsilon_2 \exists \delta_2 \forall x_2 \left( 0 < \epsilon_2 \rightarrow 0 < \delta_2 \land \text{val}(x_2 - a) < \delta_2 \rightarrow \text{val}(f(x_2) - l_1) < \epsilon_2 \right) \left( \forall \epsilon \exists \delta \forall x \left( 0 < \epsilon \rightarrow 0 < \delta \land \text{val}(x - a) < \delta \rightarrow \text{val}((f(x) + g(x)) - (l_1 + l_2)) < \epsilon \right) \right) \]
and the new assumption \( H \vdash H \) for \( H \):
\[ \forall \epsilon_1 \exists \delta_1 \forall x_1 \left( 0 < \epsilon_1 \rightarrow 0 < \delta_1 \land \text{val}(x_1 - a) < \delta_1 \rightarrow \text{val}(f(x_1) - l_1) < \epsilon_1 \right) \land \]
\[ \forall \epsilon_2 \exists \delta_2 \forall x_2 \left( 0 < \epsilon_2 \rightarrow 0 < \delta_2 \land \text{val}(x_2 - a) < \delta_2 \rightarrow \text{val}(g(x_2) - l_2) < \epsilon_2 \right) \]

(b) Skolem-b is applied to the goal, giving the subgoal \( H \vdash 0 < \epsilon \rightarrow 0 < D(\epsilon) \land \text{val}(x(D) - a) < D(\epsilon) \rightarrow \text{val}((f(x(D)) + g(x(D))) - (l_1 + l_2)) < \epsilon) \).
In the following, we abbreviate by omitting the Skolem function arguments. After all the skolemizations, we use the Prolog notation: \( \epsilon \) is a constant, \( \delta_1, \delta_2, x \) are Skolem functions, and \( E_1, E_2, D, X_1, X_2 \) are variables.

(c) ImpI, ImpI is applied to the current goal. It moves the antecedent \( 0 < \epsilon \) and then \( 0 < D \land \text{val}(x - a) < D \) from the conclusion to the hypotheses giving a subgoal with the resulting conclusion
\[ \emptyset \vdash \text{val}((f(x) + g(x)) - (l_1 + l_2)) < \epsilon \]
and with the set of hypotheses
\[ \Delta = \{ H, (0 < \epsilon), (0 < D \land \text{val}(x - a) < D) \} \]
and giving the new assumptions
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i. \( (0 < \epsilon) \vdash (0 < \epsilon) \) and
ii. \( 0 < D \land \text{val}(x - a) < D \) \( \vdash 0 < D \land \text{val}(x - a) < D \).

2. Solve-f is applied to 1(c)i.

3. \text{SOLVE}_f \text{ iterates over AndE. Solve}_f \text{ on 1(c)ii. For}
\[
V = \{(0 < D \land \text{val}(x - a) < D)\}
\]
the resulting new assumptions are
(a) \( V \vdash 0 < D \) which is processed by Solve-f. This adds \( 0 < D \) to the constraint store.
(b) \( V \vdash \text{val}(x - a) < D \)

4. Guided by a control-rule, now UNWRAPHYP, RemoveFocus, Mp-b, LimHeuristic are applied in a row.

5. The goal is of the form \( \Delta \vdash \text{val}(B) < E \). Therefore, the control suggests UNWRAPHYP with the focus on the \( H \)'s subformula \( \text{val}(f(x_1) - l_1) < \epsilon_1 \) that is most similar to the goal and that has hypotheses contained in \( \Delta \). On the input \( H \vdash H \), IncreaseHyp outputs the assumption \( \Delta \vdash H \).

(a) AndE is applied to the assumption \( H \) giving the two assumption
i. \( \Delta \vdash \forall \epsilon_1 \exists \delta_1 \forall x_1 (0 < \epsilon_1 \rightarrow 0 < \delta_1 \land \text{val}(x_1 - a) < \delta_1 \rightarrow \text{val}(f(x_1) - l_1) < \epsilon_1) \)
and
ii. \( \Delta \vdash \forall \epsilon_2 \exists \delta_2 \forall x_2 (0 < \epsilon_2 \rightarrow (0 < \delta_2 \land \text{val}(x_2 - a) < \delta_2 \rightarrow \text{val}(g(x_2) - l_2) < \epsilon_2)) \).

(b) Skolem-f is applied to the assumption 5(a)i gives
i. \( \Delta \vdash 0 < E_1 \rightarrow 0 < d_1 \land \text{val}(X_1 - a) < d_1 \rightarrow \text{val}(f(X_1) - l_1) < E_1 \), and
(c) Backchain on 5(b)i gives
i. the goal \( \Delta \vdash 0 < E_1 \)
ii. the assumption \( \Delta \vdash 0 < d_1 \land \text{val}(X_1 - a) < d_1 \rightarrow \text{val}(f(X_1) - l_1) < E_1 \)
(d) Backchain on 5(c)ii gives
i. the goal \( \Delta \vdash 0 < d_1 \land \text{val}(X_1 - a) < d_1 \) and
ii. the assumption \( \Delta \vdash \text{val}(f(X_1) - l_1) < E_1 \) with an unwrapped focus. This focus is removed.

6. Mp-b can now establish the subgoal
\( \Delta \vdash \text{val}(f(X_1) - l_1) < E_1 \rightarrow \text{val}(f(x) + g(x) - (l_1 + l_2)) < \epsilon \).

7. Now LimHeuristic is applicable. Its procedure extract yields the list and \( (1, (g(x) - l_2), [x/x_1]) \). LimHeuristic yields a new assumption and three subgoals with the new meta-variable \( M \) that becomes an argument of the Skolem functions \( d_1, d_2, z \):
(a) \( \Delta \vdash \text{val}(1) < M \)
(b) \( \text{val}(f(X_1) - l_1) < E_1 \vdash \text{val}(f(x) - l_1) < \text{div}(\epsilon, 2 * M) \)

36
\[(c) \Delta \vdash \text{val}(g(x) - l_2) < \text{div}(\epsilon, 2)\]

\[(d) \text{assumption } (\text{val}(f(X_1) - l_1) < E_1 \vdash \text{val}(f(X_1) - l_1) < E_1 \text{ (HYP)})\]

8. 7a is satisfied by Solve<\b on M. This adds val(1) < M to the constraint store.

9. 7b is satisfied by SOLVE*: first Solve\b produces the subgoal E_1 < div(\epsilon, 2 * M) \vee E_1 = div(\epsilon, 2 * M) and the subgoal \( \emptyset \vdash x = X_1 \). The latter is satisfied by Solve=b that produces the assumption \( \emptyset \vdash x = X_1 \). Then Solve<\b closes the first subgoal and adds \( E_1 < \text{div}(\epsilon, 2 * M) \) to the constraint store.

10. 7c has the following larger subproof guided by control-rules: UNWRAP HYP, RemoveFocus, and then SOLVE*.

\[(a) \text{ UNWRAP HYP iterates over the submethods: Focus, Skolem-f, Backchain. IncreaseHyp does not change anything.}\]

\[\text{i. Skolem-f applied to the assumptions 5(a)ii gives}\]
\[\Delta \vdash 0 < d_2 \rightarrow 0 < d_2 \land \text{val}(X_2 - a) < d_2 \rightarrow \text{val}(g(X_2) - l_2) < E_2.\]

\[\text{ii. Backchain on this assumption yields}\]

A. the subgoal \( \Delta \vdash 0 < E_2 \) that is proved later by Solve<\b adding 0 < E_2 to the constraint store, and

B. the new assumption \( \Delta \vdash 0 < d_2 \land \text{val}(X_2 - a) < d_2 \rightarrow \text{val}(g(X_2) - l_2) < E_2\)

\[\text{iii. Backchain decomposes assumption 10(a)iiiB into:}\]

the subgoal \( \Delta \vdash 0 < d_2 \land \text{val}(X_2 - a) < d_2 \) and the assumption
\[\Delta \vdash \text{val}(g(X_2) - l_2) < E_2\] which is unwrapped now. The focus is removed.

\[\text{b) This assumption } \Delta \vdash \text{val}(g(X_2) - l_2) < E_2 \text{ now serves to prove the subgoal 7c}\]
\[\Delta \vdash \text{val}(g(x) - l_2) < \text{div}(\epsilon, 2) \text{ by SOLVE*: iterates over Solve*, Solve=, and Solve<\b which yield the constraint } E_2 < \text{div}(\epsilon, 2) \text{ and the subgoal } \emptyset \vdash x = X_2 \text{ turned into an assumption by Solve=}.\]

11. The subgoal from 10(a)iii is decomposed by AndI into the subgoals:
\[\Delta \vdash 0 < d_2\]
\[\Delta \vdash \text{val}(X_2 - a) < d_2.\]

\[(a) \text{ Solve<backward removes subgoal } 0 < d_2 \text{ and adds it to the constraint store because it can be inferred from the existing store.}\]

\[(b) \Delta \vdash \text{val}(X_2 - a) < d_2 \text{ satisfied by SOLVE*: Solve* applied to assumption } V \vdash \text{val}(x - a) < D \text{ and then Solve<\b (3b) yield the constraint } (D < d_2). \text{ Solve* yields the additional subgoal } \emptyset \vdash x = X_2 \text{ which is changed to an assumption by Solve=}.\]

12. The goal 5(d)i \( \Delta \vdash 0 < d_1 \land \text{val}(X_1 - a) < d_1 \) is closed by AndI (part of SOLVE<) that yields three subgoals:

- \( \Delta \vdash 0 < d_1 \) closed by Solve< because it can be inferred from the constraint store.

- \( \Delta \vdash \text{val}(X_1 - a) < d_1 \) closed by SOLVE*: Solve* with the assumption \( V \vdash \text{val}(x - a) < D \) (3b) and then Solve<\b passes the goal \( D < d_1 \) to the constraint store. The additional subgoal \( \emptyset \vdash x = X_1 \) is removed by Solve=.
The final constraint store is:

\[
\{ \ 0 < E2 < \text{div}(E, 2) ; \\
   0 < D < D2, D1; \\
   0 < E1 < \text{div}(E, (2 * M)), \text{div}(E, 2); \\
   1 < M < \text{div}(E, (2 * E1)) \ \} \\
\]

From this state the proof assumption \(0 < D < \min(d_1, d_2)\) can be extracted for a textbook style proof presentation discussed in the next section.

5 Extracting a Proof from the Plan

Leron [26] points out that there are two ways of presenting a proof that involves constructions: one that states the definition of an object and another that provides the construction of the object. The latter communicates more information and should, hence, be preferred in teaching proofs. Hence, we want to provide two different styles of proof presentation:

1. one that starts with the final constraint state (let ...) and

2. another that captures the constraint solving, i.e., the construction of \(\delta\) as given by the proof plan (extended by the constraint annotations).

The second (construction style) presentation follows the proof plan whose nodes are annotated by constraint states because this plan is a high-level description on how to find a proof.

The first presentation (textbook style) still needs to be extracted from the annotated proof plan. It is achieved in the following way. The expansion of the proof plan methods yields a proof. This proof has to be augmented by a (conjunctive) assumption line that captures the final state of the constraint store. We mentioned the procedure for extracting this formula \(\Phi\) in section 3.2. The resulting ND-level proof is the basis for OMEGA’s natural language presentation by PROVERB [19] which then produces a textbook style proof with the beginning ‘Let \(\delta\) be ...’. In such a proof presentation, however, the information on how \(\delta\) has been constructed is not present any more.

6 Experiments and Results

The extended OMEGA can proof plan for limit theorems, including

- \(\text{LIM}^+, \text{LIM}^-, \text{LIM}^\ast\),
- \(\text{COMPOSITE}\) that states that the composition of two continuous functions is continuous,
- \(\text{CONTINUOUSifDeriv}\): a function having a derivative at a point is continuous there,
- \(\text{SUMcont}\): the sum of two continuous functions is continuous,
- \(\text{PRODUCTcont}\): the product of two continuous functions is continuous,
• UNIFcont: a uniformly continuous function is continuous

• Theorems like \( \lim_{x \to a} x^2 = a^2 \).

Our hypothesis has been, among others, that the use of control-rules and of supermethods with their particular control makes proof planning feasible. In order to test this hypothesis and to demonstrate the effect of control-rules on the search space, we devised and conducted the following experiments for planning LIM+ and LIM* in the following control contexts:

1. Basic methods only with an intelligent numeric rating; We tested a rating of methods that provides the following order of methods:

   • Same, Same=
   • Solve=
   • Solve\_f
   • Solve\_b
   • Solve\_*\_b
   • Solve*
   • LimHeuristic
   • AndE, AndI, ImpI, EquivI, Skolem
   • Backchain
   • Mp-b, IncreaseHyp, Focus, RemoveFocus

OMEGA’s proof planner did not succeed in planning a proof for LIM+ using these rated methods but no control-rules. The rating is devised by an experienced human proof planner but still we expect a potentially infinite search because of methods such as Mp-b, Solve\_f, and IncreaseHyp. This expectation was met. The planner did not succeed with LIM+.

2. Using supermethods; we expect the creation of subplans to reduce the search space in general. We tested the following rating of supermethods and methods that provides the following order of methods:

   • Same, Same=
   • Solve=
   • SOLVE\_f
   • SOLVE\_b
   • SOLVE*
   • LimHeuristic
   • NORMAL
   • UNWRAPHYP
   • Mp-b, RemoveFocus
OMEGA’s proof planner did not succeed in planning a proof for LIM+ using these rated supermethods and methods but no control-rules.

3. Using explicit control-rules; we expect to exclude infinite search by control-rules. This hypothesis proved true as described below.

The experiments on planning LIM+ and LIM* with the control-rules presented in section 3.3 show that the search guided by control-rules succeeded in planning for LIM+ and LIM*. We express the experimental results in terms of search space exploration rather than in terms of CPU time because the current performance of the matcher and the overall planning algorithm is not the topic of this report.

With the presented control-rules no backtracking is necessary to plan LIM+. For planning LIM+, 216 matching attempts for methods’ inputs were performed. For planning LIM*, 336 matching attempts for methods’ inputs were performed. The search performed in supermethods is counted in this figure. This is a reason for the relatively high number of matching attempts that resulted despite of no backtracking. The matching and the evaluation of the methods’ application condition restrict again the actual choice of a method. Therefore, no backtracking is necessary in planning LIM+ and LIM*.

The potential availability of all the methods of parent theories is a notable progress. This large set of methods can be restricted by a control-rule that belongs to the limit domain.

7 Conclusion and Related Work

Proof planning is an alternative to classical automated theorem proving techniques that has been successfully used in limited areas of theorem proving so far. The vision behind our ‘limit’ enterprise, which we have chosen as a prototypical area, has been to make proof planning a more widely usable technique in automated theorem proving and to foster even more the application of AI-techniques in theorem proving. Based on AI-planning experience and on the specificity of theorem proving, we have gained a deeper understanding of proof planning and have extended the methodology and the applicability of proof planning to new mathematical domains.

The paper has shown directions to follow in proof planning such as extending the domain knowledge by modularly represented control-rules and by constraint solving, encoding existing heuristics into planning operators, and employing different flexibly applicable planning strategies. Including this domain knowledge seems to be even cognitively adequate since mathematicians specialize in a particular mathematical area and then they have this diverse domain-specific knowledge in addition to general problem solving competence. Integrating domain knowledge into a general problem solving framework is a well established AI principle and more often than not in AI, problem solvers are divided into general reasoners with general heuristics and domain-specific components such as constraint solvers.

The class of limit theorems can be considered a prototype for classes of theorems whose proofs involve the construction of objects or require high-level control.

The fact that we have succeeded in automatically planning a proof of LIM* with our general purpose proof planner shows that these techniques can be successfully used now for
highly nontrivial mathematical theorems. While LIM+ represents the limit of what current theorem provers and planners could handle, LIM* is certainly beyond the capabilities of other current proof planners and theorem provers.

As in most complex planning domains (see, e.g., [38]), the design of methods and control knowledge is crucial for the success of planning and requires a good deal of domain understanding and of knowledge engineering work. We designed methods encapsulating ideas from the special-purpose program [6]. Hence, our proof planning combines a general-purpose proof planner with specific domain knowledge.

Advantages of the proof planning framework are: the resulting high-level, hierarchical representation of proofs, the flexible invocation of methods, the use of explicit global control knowledge, and the possible expansion of plans to checkable proofs. Expanding computations or constructions to a checkable logical proof typically yields proofs of enormous length. That is, in many situations it may be desirable to have a plan only rather than expanding it or constructing calculus-level proofs in the first place.

By using appropriate methods, the theorems and axioms from the theory of $\mathbb{R}$,\footnote{Some inherited from parent theories} such as the triangle inequality or the transitivity of $<$, do not need to be referred to explicitly. This seems to be similar to mathematician’s way of doing things. This advantage was already mentioned by Bledsoe who qualified proofs without the inclusion of axioms as desirable “because, for most automatic theorem proving programs, the axioms have to be selected by humans for each theorem being proved.”\footnote{6}

Related Work

Clearly, proof planning in CLAM is related to proof planning in OMEGA. There are several differences and similarities. For instance, as opposed to our hiding of axioms, CLAM with colored rippling [39] proved LIM+ by explicitly using the proof assumptions

\[(x_1 + x_2) - (y_1 - y_2) = (x_1 - y_1) + (x_2 - y_2)\]
\[val(x + y) < w \iff val(x) + val(y) < w \]
\[x + y < w \iff x < div(w, 2) \land y < div(w, 2)\]
\[q \rightarrow p_1 \land p_2 \iff (q \rightarrow p_1) \land (q \rightarrow p_2)\]
\[\forall x(p_1 \land p_2) \iff \forall x.p_1 \land \forall x.p_2\]
\[\exists \delta. \Phi(u < \delta \rightarrow p_1 \land p_2) \iff \exists \delta. \Phi(u < \delta \rightarrow p_1) \land \exists \delta. \Phi(u < \delta \rightarrow p_2)\]
\[0 < e \rightarrow p \land q \iff 0 < div(e, 2) \rightarrow p \land 0 < div(e, 2) \rightarrow q,\]

where some of these assumptions stem from [5].

Similar to the rippling heuristic developed for inductive proofs and used to guide proof planning in CLAM, some of our control-rules have a focusing purpose. The control-rule mechanism presented is, however, more general than rippling. While rippling [11, 21] is a powerful search heuristic for difference reduction, it is not universal enough for other mathematical proofs. As far as we know, LIM* could not been proved by rippling, for instance.

A new universe appears to opens up when combining theorem proving with constraint solving. This relates particularly to work in constraint logic programming, see [17, 22]. For related work see also [35, 36].
8 Acknowledgement

Many thanks to the students Alexander Koller, Carsten Ullrich, and Jürgen Zimmer who enthusiastically helped to get OMEGA’s proof planning for limit theorems running. In particular, Alexander designed and implemented the constraint solver, Carsten implemented the control-rule interpreter, and Carsten and Jürgen ran the experiments. I thank Jörg Siekmann for suggesting improvements on an earlier draft of this paper.

This work has partially been funded by the Deutsche Forschungsgemeinschaft SFB378.

References


Figure 4: Proof plan of LIM*
Figure 5: Proof plan of LIM+