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Abstract. We investigate one of the classical problems of the theory of  
term rewriting, namely termination. We present an ordering for comparing  
higher-order terms that can be utilized for testing termination and  
decreasingsness of higher-order conditional term rewriting systems. The  
ordering relies on a first-order interpretation of higher-order terms and  
a suitable extension of the RPO.

1 Motivation

Term rewriting systems (TRSs) can be considered as a powerful theoretical  
model for reasoning about functional and logic programming in an abstract way,  
independently of a particular programming language. In such an approach to  
computer programming, logic and functional programs are represented by means  
of executable specifications essentially consisting of conditional equations. The  
operational semantics of these specifications is defined by term rewriting and  
equation solving, respectively. The extension of first-order logic to higher-order  
logic by means of (universally quantified) conditional equations enormously in-  
creases the expressive power of the specifications and permits an efficient  
operationalization.

Equations on terms specify (pure) term replacement criteria that can be per-  
formed on formulae or expressions. However, equations are ambiguous since they  
can be used in two different directions. Rewriting rules are directed equations  
which can be applied only in one direction by imposing some orientation on  
the terms in the equation. Such an orientation should imply that the repeated  
replacement of subterms in a given expression using the rules eventually stops  
yielding a simplest term or normal form unable to be further simplified. If equa-  
tions represent, for instance, axioms of a theory (i.e. facts about some abstract  
entity) oriented replacement can be used to prove equality of formulae or  
expressions. In other words, to solve the so-called word problem of the equational  
theory we only need to reduce expressions to a common normal form. In the case
that equations describe an equational (logic or functional) program, oriented replacement can be used for giving semantic values to expressions, i.e. for computing. The normal form of an expression represents its semantic value. Under these conditions, one of the fundamental problems associated with TRSs is the following one: Are the rules really simplifying, i.e. does rewriting always lead to a normal form after a finite sequence of rule applications?

The theory of first-order term rewriting offers different alternatives to solve this problem, i.e. to guarantee termination (see, for example, [Der87]). For introductions to TRSs see, for example, [DJ90, AM90]. See also [DO90] for a survey on conditional rewriting systems.

In [Lor93], criteria for testing confluence and termination of some classes of higher-order conditional TRSs (HCTRSs) have been developed (see also [AL94]). HCTRSs naturally extend (unconditional) HTRSs as defined in [Nip91]. [Lor93] follows the approach of [Nip91] by combining term rewriting and the \( \lambda \)-calculus. For the \( \lambda \)-calculus the reader is referred to [HIS86].

**Example 1.** In order to illustrate how both computational paradigms – \( \lambda \)-calculus and TRSs – interact, let us consider an algebraic specification of the addition \( (+) \) on natural numbers \( (nat) \):

\[
\begin{align*}
0 + y &\rightarrow y \\
s(x) + y &\rightarrow s(x+y)
\end{align*}
\] (1)

where as usual \( s : nat \rightarrow nat \) is the successor function, \( 0 : \rightarrow nat \) and \( + : (nat, nat) \rightarrow nat \). A higher-order expression like

\[
\lambda x. (x+x)
\]

(3)

can be used for ‘locally’ specifying the double function and so we could compute, for instance,

\[
\begin{align*}
(\lambda x. (x+x))s(0) &\rightarrow^\beta s(0)+s(0) \\
&\rightarrow^R s(0+s(0)) \\
&\rightarrow^R s^2(0)
\end{align*}
\]

Note that the \( R \)-reductions reduce the \( + \) operator. The \( \beta \)-reduction represents the parameter-passing mechanism of programming languages.

In addition to local declarations like \( \lambda x. (x+x) \) in Example 1, rewriting becomes more interesting when we permit specifying higher-order rules like the following ones

\[
\begin{align*}
fold([], X, z) &\rightarrow z \\
fold(x :: L, Y, z) &\rightarrow fold(L, Y, Y(z, x))
\end{align*}
\] (4) (5)

In the approach of [Nip91] to higher-order rewriting the dynamical parameter-passing (i.e. \( \beta \)-reduction) has priority over term rewriting using rules. In fact, one can consider \( \beta \)-reduction as part of the substitution operation. This represents
the first characteristic of the combination of higher-order and term rewriting used in [Nip91]. The second characteristic is that terms can only be rewritten if they are in βη-long form. This decision does not represent any computational restriction and it simplifies much of the technical work. Thus, an expression like

\[ \text{fold}([1.2].\lambda xy.(x+y),0) \]  

will be reduced by proceeding in the following way: The expression is in β-normal form, hence a rule can be applied. Using rule (5),

\[ \text{fold}([2].\lambda xy.(x+y),\lambda xy.(x+y)\ 0\ 1)). \]  

can be produced. Now we apply β-normalization yielding

\[ \text{fold}([2].\lambda xy.(x+y),(0+1)). \]  

As in this example, β-normalization is already performed after having applied the term rewriting indicated by the selected rule. Repeating this process, first using rule (5) followed by rule (4), we yield the algebraic term

\[ (0+1)+2 \]  

which could further reduced to \( s^3(0) \) after translating 1 to \( s(0) \) and 2 to \( s(s(0)) \) and using rules (1) and (2). In other words, the term in (6) denotes the computation of the sum of all the elements contained in the list \([1,2]\).

In order to verify termination of HCTRSs, higher-order terms must be compared, in some way. We develop a method for performing that task which is based on suitable extensions of first-order techniques. More specifically, we construct an ordering called HPO (for higher-order path ordering) by means of an extension of the recursive path ordering RPO ([Der82]) so that non-algebraic terms can also be compared. Termination and decreasingness of HCTRSs are then achieved as usual in the first-order case: the associated rewrite relation is required to be included in this ordering guaranteeing some kinds of monotonicity properties wrt. term structure and substitutions.

Our method is essentially based on a first-order interpretation of higher-order terms in βη-long form. Therefore, some of the principal properties and proof-techniques existing in the first-order case can also be used for the HPO. This is true, for instance, for well-foundedness. As we will see, the definition of the HPO looks like the standard definition of the RPO. In fact, they coincide on algebraic terms. Thus, the remaining properties making the HPO a quasi-ordering can be obtained by appropriately extending the corresponding proofs for simplification orderings. The HPO is based on a precedence \( \prec \) (i.e. a quasi-ordering over the set of operators \( \mathcal{F} \)) and the term interpretation makes use of an appropriate extension of it. This extension, called \( \prec_0 \) includes new constants like binders \( \lambda \text{ex} \) (which will be treated as unary operators). We also define a congruence \( \sim_{\text{HPO}} \) such that \( \sim_{\text{HPO}} \) (i.e. \( \sim_{\text{HPO}} \cup \sim_{\text{HPO}} \)) becomes a quasi-ordering over \( T(\mathcal{F},\mathcal{V}) \).

In order to illustrate the main ideas, let us consider the terms

\[ s \equiv \text{map}(\lambda x.g(h(x)),y::L) \quad \text{and} \]
\[ t \equiv g(h(y)):\text{map}(\lambda x.f(h(x)),L). \]
We explain how to prove \( s \gtrsim_{\text{HPO}} t \) using the rules defining the HPO which will be exposed later. First of all, suppose a precedence \( \succcurlyeq \) to be given satisfying
\[
\text{map} \succcurlyeq \quad \text{and} \quad g \sim f.
\]  
(12)

Using this and proceeding as in a typical RPO-comparison, we have to prove
\[
s \gtrsim_{\text{HPO}} g(h(y)) \quad \text{and} \quad s \gtrsim_{\text{HPO}} \text{map}(\lambda x.f(h(x)).L)
\]  
(13)
\[
in \text{order to show } s \gtrsim_{\text{HPO}} t. \text{ In the first case, we make use of an extended subterm property of the HPO. } g(h(y)) \text{ is not exactly a subterm of } s \text{ but it can be constructed using } \beta \text{-reduction and proper subterms of } s:
\]
\[\left( \lambda x.g(h(x)) \right)_{\beta} \equiv g(h(y)).\]  
(15)

This proves (13). For (14), the multisets of direct subterms must be compared:
\[
\forall t \in \{\lambda x.f(h(x)), L\} : \exists s \in \{\lambda x.g(h(x)), y : L\} : s \gtrsim_{\text{HPO}} t
\]  
(16)

which is true since
\[
\lambda x.g(h(x)) \gtrsim_{\text{HPO}} \lambda x.f(h(x)) \quad \text{and} \quad y : L \gtrsim_{\text{HPO}} L.
\]  
(17)
\[
(\lambda x.g(h(x)))_{\beta} \equiv g(h(y)).
\]  
(18)

For (17), note that the \( \lambda \)-binders are the same and \( g(h(x)) \gtrsim_{\text{HPO}} f(h(x)) \) because \( g \sim f \). The relation (18) is a consequence of the property that the HPO is an extension of the (modified) subterm ordering. Therefore, \( s \gtrsim_{\text{HPO}} t \) holds.

The paper is organized as follows. In the following section, some necessary notations about terms, substitutions, reductions, patterns and orderings are presented. Subsequently, an extension of the signature (integrating \( \lambda \)-binders as unary operators) and the term algebra together with an appropriate precedence extension are introduced. Section 4 deals with the presentation of a generalized subterm ordering since the original subterm ordering is not sufficient for \( \lambda \)-expressions (see (13) and (15)). The definition as well as the main properties (e.g., the well-foundedness) of the new ordering HPO for higher-ordered terms are contained in Section 5. Although the HPO is not compatible with substitutions in general, we show that this property holds for a great class of HCTRSs occurring in practice (see Subsection 5.3). This provides a useful syntactic test for verifying termination and decreasingness as presented in Section 6.

This report is mainly a polished version of Chapter 6 in [Lor93], with some extensions (see Section 7). For related work, see Section 8. Proofs of all results can be found in the appendix.

\section{Preliminaries}

First of all, we give some elementary notations which are necessary for defining our ordering. Unless otherwise specified, we use the notations of [Nip91] and [AL94].
2.1 Terms

A signature $\text{sig}$ is a triple $(\mathcal{B}, \mathcal{F}, \mathcal{V})$ where $\mathcal{B}$ is a set of basic types, $\mathcal{F}$ is a family of sets of function symbols (also called operators) and $\mathcal{V}$ is a family of sets of variables, both families based on $\mathcal{B}$. An atom is either a constant or a variable. The set $\mathcal{T}(\mathcal{F}, \mathcal{V})$ of terms over $\text{sig}$ is defined as usual. Additionally, $\lambda x_1 \cdots x_n t$ denotes $\lambda x_1. \cdots (\lambda x_n. t) \cdots$ whereas $f(t_1, \ldots, t_n)$ denotes $f(t_1, \ldots, t_n)$. The sets $\mathcal{FVar}(t)$ and $\mathcal{BVar}(t)$ stand for the set of free variables and the set of bound variables of a term $t$, respectively.

2.2 Substitutions

A (well-typed) substitution $\sigma$ is a mapping from $\mathcal{V}$ into $\mathcal{T}(\mathcal{F}, \mathcal{V})$ such that $x \sigma$ and $x$ have the same type for each $x \in \mathcal{V}$ and only for a finite subset of $\mathcal{V}$ $x \sigma \neq x$ holds. The domain of $\sigma$, denoted by $\text{Dom}(\sigma) \equiv \{ x \in \mathcal{V} \mid x \sigma \neq x \}$ is such a set. A substitution $\sigma$ has a property $\mathcal{P}$ on terms if $x \sigma$ satisfies $\mathcal{P}$ for every $x \in \text{Dom}(\sigma)$.

2.3 Reductions

We recapitulate the standard reductions and the corresponding equalities (conversions) of the typed $\lambda$-calculus.

As well-known, the $\alpha$-conversion is used to rename bound variables. Thus, terms only differing in bound variables are $\alpha$-equivalent.

The $\beta$-reduction represents the parameter-passing mechanism of programming languages: bound variables in expressions (i.e. formal parameters of functions) are replaced within the scope by their binding values (i.e. actual parameters) permitting computation to take place:

$$s \xrightarrow{\beta} t \quad \text{if} \quad \begin{cases} \exists p \in \text{Pos}(s) : s_p \equiv (\lambda x. s_1) s_2 & \text{and} \\ t \equiv s[x \rightarrow s_2]_{s_1}\big|_p \end{cases}$$

The position $p$ used for the reduction is called a redex. One can show that $\xrightarrow{\beta}$ is confluent and terminating (see [HS86]). A term $t$ is in $\beta$-normal form ($\beta$-nf) iff

$$t \equiv \lambda x_1 \cdots x_p. f t_1 \cdots t_m$$

for some $p, m \geq 0$ such that $m$ is less than or equal to the arity of $F$ and such that the $t_i$ are in $\beta$-nf. A term $\lambda x_1 \cdots x_p. f t_1 \cdots t_m$ in $\beta$-nf is called rigid if $F$ is either a bound variable or an operator. Otherwise, it is called flexible.

The $\eta$-reduction, finally, is used to represent equality of functions in the mathematical sense, i.e. $f =_\eta \lambda x. f(x)$.

Example 2. $f((\lambda xy. g(x,y))a) \xrightarrow{\alpha} f((\lambda xz. g(x,z))a)$

$\xrightarrow{\beta} f(\lambda z. g(a,z))$

$\equiv f(\lambda z. ga)$

$\xrightarrow{\eta} f(ga)$

$\diamond$
A very useful representation of terms in $\beta$-nf is the so-called $\beta\eta$-long form. To obtain it, terms in $\beta$-nf will recursively be completed by adding new variables and $\lambda$-abstractions using $\eta \to$ (i.e. the inverse of $\eta \to$) to preserve the type of the original term.

**Definition 1 ($\beta\eta$-Long Form)** Let $t$ be a term such that $t_1 = \lambda x_1 \ldots x_n. F(t_1, \ldots, t_n, \overline{x}_m, \overline{x}_{m+1}, \ldots, \overline{x}_n)$. The $\beta\eta$-long form $\hat{t}$ of $t$ is recursively defined by

$$\hat{t} = \begin{cases} t & \text{if } t \text{ is a first-order atom} \\ \lambda x_1 \ldots x_n x_{m+1} \ldots x_n. F(t_1, \ldots, t_n, \overline{x}_m, \overline{x}_{m+1}, \ldots, \overline{x}_n) & \text{otherwise} \end{cases}$$

where

- $F : (\tau_1, \ldots, \tau_m, \tau_{m+1}, \ldots, \tau_n) \rightarrow \tau'$ and
- $x_{m+1}, \ldots, x_n$ are new variables such that $\forall k \in [1, n - m]: x_{m+k} : \tau_{m+k}$

A term $t$ is in $\beta\eta$-long form if $\hat{t} = \beta\eta t$.

Let $T_{\beta\eta}(\mathcal{F}, \mathcal{V}) = \{ t \in T(\mathcal{F}, \mathcal{V}) \mid t \text{ in } \beta\eta$-long form $\}$. A substitution $\sigma$ is in $\beta\eta$-long form if $\sigma x \in T_{\beta\eta}(\mathcal{F}, \mathcal{V})$ for all $x \in \text{Dom}(\sigma)$.

For example, let $t$ be \texttt{(map X)} where $\text{map} : (\tau_1 \rightarrow \tau_2, \text{list} (\tau_1)) \rightarrow \text{list} (\tau_2)$ is an operator and $X : \tau_1 \rightarrow \tau_2$ a second order variable. Then $\hat{t} \equiv \lambda L. \text{map}(\lambda z.X(z), L)$ since $\hat{X} \equiv \lambda z.X(z)$ and $\hat{L} \equiv L$. In this case, $L : \rightarrow \text{list} (\tau_1)$ and $z : \rightarrow \tau_1$ are the newly generated variables. Note that $\hat{t} \beta\eta t$. This example illustrates that terms in $\beta\eta$-long form possess a nearly algebraic structure where $\lambda$-binders are unary operators and bound variables are constants. Assuming that terms are in this special form will significantly simplify several technical problems associated with extending algebraic results to the higher-order case.

### 2.4 Patterns

A term $t$ in $\beta$-nf is a (well-typed higher-order) pattern if every free occurrence of a variable $X$ in $t$ is a subterm of the form $X(\overline{x}_n)$ such that $\overline{x}_n$ is $\eta$-equivalent to a list of distinct bound variables in $\text{BVar}(t)$.

For example, the terms $\lambda x.f(\lambda y.X(y,x),a)$ and $\text{map}(X,L)$ are patterns whereas $Y(a)$ and $\lambda x.2(x,x,y)$ are not patterns.

### 2.5 Orderings

The proper subterm relation $\triangleright$ is defined as $s \triangleright t$ iff $\exists p \neq A : s_p \equiv t$. On terms in $\beta\eta$-long form we define $s \triangleright_\beta t$ iff $s \triangleright t$ and $t$ is of basic type and not a bound variable in $s$. In the sequel, $\triangleright_\beta$ will be used as the proper subterm relation, only. Thus, for simplicity, $\triangleright$ will be used instead of $\triangleright_\beta$.

**Definition 2 (Recursive Path Ordering, [Der82])** Let $\preceq$ be a quasi-precedence on $\mathcal{F}$ and $s, t$ be two terms. Then the recursive path ordering $\mathcal{RPO}$ is defined as
3 Relations on Extended Terms

We assume that in every context the bound variables occurring in any term are contained in the set \( \mathcal{X} \) (\( \mathcal{X} \subset \mathcal{V} \)). More formally, \( \mathcal{V} = \mathcal{X} \cup \mathcal{V}_0 \) where
\[
\mathcal{X} \cap \mathcal{V}_0 = \emptyset
\]
\[
\forall t \in T(\mathcal{F}, \mathcal{V}) : \text{BVar}(t) \subset \mathcal{X} \land \text{FVar}(t) \cap \mathcal{X} \equiv \emptyset.
\]
In addition, we assume by \( \alpha \)-conversion that no \( x \in \mathcal{X} \) is used more than once for \( \lambda \)-abstraction in any term \( t \).

**Definition 3 (Extended Symbols)** The set of extended symbols \( \mathcal{F}_0 \) is defined as \( \mathcal{F}_0 \equiv \mathcal{F} \cup \mathcal{X} \cup \mathcal{K} \) where \( \mathcal{K} \equiv \bigcup_{m > 0, x \in \mathcal{X}} \{ \lambda \bar{x}_m \} \) is the set of all valid \( \lambda \)-binders.

Note that \( T(\mathcal{F}_0, \mathcal{V}_0) \) is a set of first-order terms. Any \( t \in T_{\beta \eta}(\mathcal{F}, \mathcal{V}) \) can be identified with some term in \( T(\mathcal{F}_0, \mathcal{V}_0) \). By this identification \( T_{\beta \eta}(\mathcal{F}, \mathcal{V}) \subseteq T(\mathcal{F}_0, \mathcal{V}_0) \) holds.

Our intention is to establish a one-to-one correspondence between terms in \( \beta \eta \)-long form and ‘algebraic’ terms built using operators in \( \mathcal{F}_0 \) and variables in \( \mathcal{V} \). Thus, for instance, we identify \( \lambda x.(g(h(x))) \) with \( \lambda x.(g(h(x))) \) where \( \lambda x \) is a unary operator in \( \mathcal{K} \) and the bound variable \( x \) is considered as a constant. These terms are called extended terms.

First of all, an extension of quasi-orderings on \( \mathcal{F} \) to \( \mathcal{F}_0 \) for constructing the HPO is needed.

**Definition 4 (\( \preceq_0 \))** Given a quasi-ordering \( \preceq \) over \( \mathcal{F} \), we extend it to a relation \( \preceq_0 \) over \( \mathcal{F}_0 \) as follows:
\[
f \preceq_0 g \iff \begin{array}{l}
f \preceq g \text{ or } \\
f \in \mathcal{F} \text{ and } g \in \mathcal{K} \cup \mathcal{X} \text{ or } \\
f, g \in \mathcal{X} \text{ and } f =_\tau g \text{ or } \\
f \equiv \lambda \bar{x}_m, g \equiv \lambda \bar{y}_m \text{ and } \bar{x}_m =_\tau \bar{y}_m
\end{array}
\]
where \( x_i =_\tau y_i \text{ iff } x_i \text{ and } y_i \text{ have the same type for every } i \in [1, m] \). We assume that precedences over \( \mathcal{F} \) respect arities and types of operators, i.e.
\[
f : (\tau_1, \ldots, \tau_n) \rightarrow \tau \text{ implies } g : (\tau_{\pi(1)}, \ldots, \tau_{\pi(n)}) \rightarrow \tau \text{ where } \pi \text{ is any permutation of } [1, \ldots, n].
\]
As usual, we also define the strict part of \( \preceq_0 \) as \( f \succ_0 g \iff (f \preceq_0 g) \text{ and } (g \not\preceq_0 f) \) and the associated equivalence relation as \( f \sim_0 g \iff (f \succ_0 g) \text{ and } (g \succ_0 f) \).
Note that the elements of $\mathcal{K}$ are minimal symbols wrt. $\preceq_0$ as well as $\lambda$-binders and higher-order variables will be comparable only if they are $\sim_\tau$-equal. Furthermore, $f \sim_0 g$ implies $f$ and $g$ to have the same arity.

**Proposition 1 (Well-Foundedness of $\preceq_0$)** Let $\preceq$ be a quasi-ordering over $\mathcal{F}$. Then

1. $\preceq_0$ is a quasi-ordering over $\mathcal{F}_0$.
2. $\preceq_0$ is well-founded over $\mathcal{F}_0$ iff $\preceq$ is well-founded over $\mathcal{F}$. \hfill $\Diamond$

Now, we construct the congruence $\sim_{\text{HPO}}$ over terms built using symbols in $\mathcal{F}_0$ and generated by $\sim_0$. First, we need an auxiliary definition.

**Definition 5 (Type-Respecting Permutation)** A permutation $\pi$ of the set $\{1, \ldots, m\}$ is a type-respecting permutation of a list of $m$ terms $\overline{t_m}$ if $t_i$ and $t_{\pi(i)}$ have the same type for each $i \in [1, m]$. \hfill $\Diamond$

**Definition 6 ($\sim_{\text{HPO}}$)** Let $\sim_{\text{HPO}}$ be the minimal congruence on extended terms in $\mathcal{T}(\mathcal{F}_0, \mathcal{V}_0)$ such that

$$f(\overline{t_m}) \sim_{\text{HPO}} g(\overline{t_m})$$

iff $f \sim_0 g$ and $s_i \sim_{\text{HPO}} t_{\pi(i)}$

for every $i \in [1, m]$, where $\pi$ is any type-respecting permutation of $(\overline{t_m})$. \hfill $\Diamond$

Note that $\lambda x(f(h(x))) \sim_{\text{HPO}} \lambda y(g(h(y)))$ holds if $f \sim_0 g$ and $x \sim_\tau y$ (which implies $f \sim_0 g$) and $\lambda x \sim_{\text{HPO}} \lambda y$. $\sim_{\text{HPO}}$ has the following property.

**Lemma 1 (Compatibility of $\sim_{\text{HPO}}$)** If $\sigma \sim_{\text{HPO}} \sigma'$ and $s \sim_{\text{HPO}} t$ then $\sigma(s) \sim_{\text{HPO}} \sigma'(t)$ for all substitutions $\sigma$ and $\sigma'$ of basic type$^4$ and all $s, t$ in $\beta\eta$-long form. \hfill $\Diamond$

### 4 Generalized Subterm Ordering

For constructing the HPO a generalization of the subterm relation $\triangleright$ is needed. In order to motivate the main ideas let us first discuss the definition of the RPO (see Definition 2). Only for the purpose of illustration let us define the relation $\triangleright_{\text{ex}}$ as

$$f(\overline{t_n}) \triangleright_{\text{ex}} t_i$$

for every $i \in [1, n]$. Note that the RPO-schema ‘decomposes’ the problems using $\triangleright_{\text{ex}}$. Our aim essentially consists of obtaining a suitable generalization of $\triangleright_{\text{ex}}$ on terms in $\beta\eta$-long form (equivalently on extended terms). Thus, for instance, not only the comparison $f(\lambda x.g(x).a) \triangleright_{\text{ex}} a$ should hold, but also $f(\lambda x.g(x).a) \triangleright_{\text{ex}} g(a)$. In the latter case, the term $g(a)$ is obtained by combining the direct subterms $\lambda x.g(x)$ and $a$, and by applying (first-order) $\beta$-reduction. For constructing $\triangleright_{\text{ex}}$ we will introduce two auxiliary relations ($\triangleright_0$ and $\triangleright_1$) which help us showing that $\triangleright_{\text{ex}}$ is a well-founded ordering.

Once we have defined $\triangleright_{\text{ex}}$, we will present the HPO following almost the same RPO-schema exposed above.

$^4$ That is, $x$ is of basic type for every $x \in \text{Dom}(\sigma)$. 
Definition 7 ($\triangleright_{ex}$) Let $\triangleright$ be the subterm relation on $T(\mathcal{F}, \mathcal{V}_0)$. The relation $\triangleright_0$ on extended terms is defined as

$$f(s_n) \triangleright_0 t$$

iff $f \in F$ and $\exists i \in [1, n]$: $s_i \equiv \lambda x_{m'.s'}$, $m > 0$ and $t \equiv s'$ where $\text{Dom}(\tau) \subseteq \{x_k | 1 \leq k \leq m, x_k \text{ first-order}\}$ and for all $x \in \text{Dom}(\tau)$: $x \tau \equiv s_j$ for some $j \neq i$, $x \tau$ not below a free variable. Now, $\triangleright_1$ is the union of $\triangleright_0 \cup \triangleright$, i.e.

$$\triangleright_1 = (\triangleright_0 \cup \triangleright)^+$$

and

$$\triangleright_{ex} = \triangleright_1^+$$

Example 3. $f(\lambda x.y.g(x, \lambda z.s(h(y,z))))(a, b) \triangleright_1 g(a, \lambda z.s(h(b, z)))$

$\triangleright_1 s(h(b, a))$

$\triangleright h(b, a)$

Thus, $f(\lambda x.y.g(x, \lambda z.s(h(y,z))))(a, b) \triangleright_{ex} h(b, a)$.

Obviously, the definition of $\triangleright_{ex}$ makes sense only if it is a well-founded ordering.

Lemma 2 (Basic Properties of $\triangleright_{ex}$).
1. $\triangleright \subseteq \triangleright_1 \subseteq \triangleright_{ex}$
2. $\triangleright_{ex}$ is globally finite.
3. $s \triangleright_{ex} t$ implies $s \sigma \triangleright_{ex} t \sigma$ for every $\sigma$ of basic type.

5 The Higher-Order Path Ordering

This section deals with the introduction of the ordering HPO for comparing higher-order terms. Although the definition is apparently different from the RPO, a careful observation shows that the HPO is essentially based on the RPO: $\lambda$-binders are treated as unary operators and higher-order as well as bound variables are considered as constants. Thus, in the definition of the HPO, we implicitly interpret terms in $\beta \tau$-long form in $T(\mathcal{F}, \mathcal{V})$ as first-order terms in $T(\mathcal{F}, \mathcal{V}_0)$, i.e. any term of the form $\lambda x_{m'.t}$ will be considered as $\lambda x_{m}(t)$ where $\lambda x_{m'}$ represents a unary operator in $\mathcal{K}$.

5.1 Definition

Definition 8 (HPO) Let $\succ$ be a quasi-precedence on $\mathcal{F}$. The higher-order path ordering HPO over terms $s, t$ in $T(\mathcal{F}, \mathcal{V}_0)$ is defined as

$s \succ_{HPO} t$ iff (1) $\exists s'$: $s \triangleright_{ex} s' \succ_{HPO} t$ or

(2) $\text{Head}(s) \succ_0 \text{Head}(t) \land \forall t': t \triangleright_1 t' \iff s \succ_{HPO} t'$ and

(2.1) $\text{Head}(s) \succ_0 \text{Head}(t)$ or

(2.2) $\text{Head}(s) \sim_0 \text{Head}(t) \land \text{Args}(s) \in \text{Args}(t)$

$\ominus$
Note that the restriction of the HPO to algebraic terms coincides with the RPO. In such a case, \( \triangleright_{\text{ex}} \) plays the role of the subterm property. Thus, (1) of Definition 8 is an extended subterm property as explained in Section 4. Note also that \( \triangleright \subseteq \triangleright_{\text{ex}} \subseteq \sim_{\text{HPO}} \).

**Example 4.** Consider the following HCTRS. We will prove its termination using the HPO based on the precedence map \( \triangleright \); \( \triangleright d \triangleright s \triangleright \text{doublelist} \triangleright \text{map} \triangleright d \).

1: \( d(0) \sim_{\text{HPO}} 0 \) by (1) since \( d(0) \triangleright_{\text{ex}} 0 \).
2: \( d(s(x)) \sim_{\text{HPO}} s(d(x)) \) using (2.1) first and then (2.2).
3: \( \text{map}(\lambda x. X(x), []) \sim_{\text{HPO}} [] \) by (1).
4: First, \( \text{map}(\lambda x. X(x), y::L) \sim_{\text{HPO}} X(y) \) by (1). Further, \( \text{map}(\lambda x. X(x), y::L) \sim_{\text{HPO}} \text{map}(\lambda x. X(x), L) \) by (2.2). So, \( \text{map}(\lambda x. X(x), y::L) \sim_{\text{HPO}} \text{map}(\lambda x. X(x), L) \) by (2.2).
5: \( \text{doublelist}(L) \sim_{\text{HPO}} \lambda x. d(x) \) by (2.1) using \( \triangleright 0 \triangleright \lambda x. d(x) \) and \( \text{doublelist}(L) \sim_{\text{HPO}} L \) by (1). By (2.1), we get \( \text{doublelist}(L) \sim_{\text{HPO}} \text{map}(\lambda x. d(x), L) \).

### 5.2 Well-Foundedness

Now, we prove the main result of this paper, namely, that \( \sim_{\text{HPO}} \) is a well-founded quasi-ordering. We presuppose that an arbitrary but fixed precedence \( \sim \) is used to generate the HPO. Furthermore, \( \sim \) is extended to a precedence \( \sim_{0} \) on \( F_{0} \), as indicated in Definition 4.

**Theorem 1 (Compatibility of \( \sim_{\text{HPO}} \) and \( \triangleright_{\text{ex}} \))** If \( s \sim_{\text{HPO}} t \triangleright_{\text{ex}} w \) then \( s \triangleright_{\text{ex}} v \sim_{\text{HPO}} w \) for some \( v \).

**Proposition 2 (Technical Property)** For every \( s, t \) and every \( \sigma \) of basic type:
1. If \( t \sigma \triangleright_{\text{ex}} t'' \) then \( \exists t': t \triangleright_{\text{ex}} t' \land t' \sigma \equiv t'' \)
2. \( s \sim_{\text{HPO}} t \) implies \( ss \sim_{\text{HPO}} t \sigma \)

**Theorem 2 (Quasi-Ordering Properties of the HPO)**
1. If \( s \sim_{\text{HPO}} t \sim_{\text{HPO}} w \) then \( s \sim_{\text{HPO}} w \)
2. If \( s \sim_{\text{HPO}} t \sim_{\text{HPO}} w \) then \( s \sim_{\text{HPO}} w \)
3. If \( s \sim_{\text{HPO}} t \sim_{\text{HPO}} w \) then \( s \sim_{\text{HPO}} w \) (i.e., the HPO is transitive)

By means of the next result we achieve well-foundedness and compatibility of the HPO wrt. the term structure.
Theorem 3 (Simplification Properties of the HPO) Let $s$ and $t \in T_{\beta}(\mathcal{F}, \mathcal{V})$ such that $s$ and $t$ are of the same basic type and $s \succ_{\text{HPO}} t$. Then
1. $f(t_1, \ldots, t_{i-1}, t, t_{i+1}, \ldots, t_n) \succ_1 w$ implies $f(t_1, \ldots, t_{i-1}, s, t_{i+1}, \ldots, t_n) \succ_{\text{HPO}} w$ and
2. $C[s] \succ_{\text{HPO}} C[t]$ for every well-typed context $C[.]$.

Corollary 1 (Well-Foundedness of the HPO) The relation $\succ_{\text{HPO}}$ is a quasi-ordering over terms in $\beta$-$\eta$-long form in $T(\mathcal{F}, \mathcal{V})$ such that its strict part $\succ_{\text{HPO}}$ is well-founded and properly contains $\succ$.

5.3 Stability

Our next aim is to prove that the HPO is – in a restrictive form – compatible wrt. substitutions. For this purpose we first need some auxiliary results.

Proposition 3 ($\succ_{\text{HPO}}$ and Flexible Patterns)
1. $X(\overline{t_i}) \succ_{\text{HPO}} t$ iff $s_i \succ_{\text{ex}} t$ for some $i$ or $t \equiv X(\overline{t_i})$
2. $X(\overline{w_j}) \succ_{\text{HPO}} t$ iff $X(\overline{w_j}) \succ_{\text{HPO}} t$ or $w_j \succ_{\text{HPO}} t$ for some $j$ whenever $\overline{w_j}$ are bound variables in $X$.
3. $X(\overline{t_i}) \succ_{\text{HPO}} X(\overline{w_j})$ implies $X(\overline{t_i}) \sigma|_\beta \succ_{\text{HPO}} X(\overline{w_j}) \sigma|_\beta$ whenever $\overline{t_i}$, $\overline{w_j}$ are bound variables in $X$ for every $\sigma$ in $\beta$-$\eta$-long form.

Lemma 3. Let $s$ be a basic pattern, $t \in T_{\beta}(\mathcal{F}, \mathcal{V})$ and $\sigma$ a substitution in $\beta$-$\eta$-long form. If $s \succ_1 t$ then $s\sigma|_1 \succ_1 t\sigma|_1$.

For the next lemma we need the homeomorphic embedding $\succ_{\text{EMB}}$ on $T(\mathcal{F}, \mathcal{V})$.

Note that $\succ_{\text{EMB}} \subseteq \succ_{\text{HPO}}$ on $T_{\beta}(\mathcal{F}, \mathcal{V})$ since $\succ \subseteq \succ_{\text{HPO}}$ and the HPO is closed under contexts by Theorem 3.

Lemma 4. Let $t \equiv f(t_n)$, $f \in \mathcal{F}$ and $t, \sigma$ in $\beta$-$\eta$-long form. If $t\sigma|_1 \succ_1 t'$ then $t \succ_1 s$ and $s\sigma|_1 \succ_{\text{EMB}} t'$ for some $s$.

Example 5. Let $t \equiv f(\lambda v. G(v), H(x))$.
1. Assume $\sigma = \{ G \leftarrow \lambda v. a, H \leftarrow \lambda v. h(x, b) \}$. Then $t\sigma|_1 \equiv f(\lambda v. a, h(x, b)) \succ_1 a \equiv t'$.
2. Assume $\sigma = \{ H \leftarrow \lambda v. h(x, b) \}$. Then $t\sigma|_1 \equiv f(\lambda v. G(v), h(x, b)) \succ_1 G(b) \equiv t'$.

By means of these results, we are able to prove

Theorem 4 (Compatibility wrt. Substitutions) Let $s$ be a basic rigid pattern, $s, s, t \in T_{\beta}(\mathcal{F}, \mathcal{V})$. Then
1. $s \succ_{\text{HPO}} t$ implies $s\sigma|_1 \succ_{\text{HPO}} t\sigma|_1$
2. $s \succ_{\text{HPO}} t$ implies $s\sigma|_1 \succ_{\text{HPO}} t\sigma|_1$

In this form we have obtained the necessary properties which ensures that the HPO can be used as a reduction ordering. The next and final step consists of appropriately embedding the rewrite relation into this ordering.
6 A Test for Decreasingness

Using the results of the previous sections, we are able to postulate a sufficient test for termination and decreasingness of HCTRSs.

**Theorem 5 (Termination and Decreasingness)** Let $\mathcal{R}$ be an HCTR. Then

1. $\mathcal{R}$ is terminating if $l \succ_{\text{HPO}} r$ for each rule $l \rightarrow r$ if $C$ in $\mathcal{R}$.
2. $\mathcal{R}$ is decreasing if $l \succ_{\text{HPO}} s$ for every $s$ in $\{r\} \cup \{u, v \mid u = v \in C\}$ for each rule $l \rightarrow r$ if $C$ in $\mathcal{R}$.

Example 4 of Section 5 exhibits an HCTR whose decreasingness can be verified using this criterion.

**Example 6.** As another example, let $\mathcal{R}$ be given by

1. $\text{split}(P, [], L_1, L_2) \rightarrow \text{pair}(L_1, L_2)$
2. $\text{split}(P, x::L_1, L_2) \rightarrow \text{split}(P, L, x::L_1, L_2)$ if $P(x) \rightarrow \text{true}$
3. $\text{split}(P, x::L_1, L_2) \rightarrow \text{split}(P, L, L_1, x::L_2)$ if $P(x) \rightarrow \text{false}$
4. $\text{partition}(x, L) \rightarrow \text{split}(\lambda y. (x \leq y). L, [], [])$

We can verify that $\mathcal{R}$ is decreasing wrt. the HPO based on the precedence $\text{partition} \geq \leq \text{split}$, $[]$ and $\text{split} \succ \text{pair, true, false}$.

7 Extensions

The construction so far is based on the classical recursive path ordering and so shares the restricted power of the RPO. There are other insufficiencies concerning the arguments of higher-order variables in right-hand sides of rewrite rules. In this section, we will demonstrate these problems by examples and propose ideas for solutions.

**Example 7.** Let

$$\mathcal{R}: \begin{align*}
\text{fold}(F, y, []) & \rightarrow y \\
\text{fold}(F, y, z :: l) & \rightarrow \text{fold}(F, F(y, z), l)
\end{align*}$$

Here the HPO fails to orient the second rule because in the right-hand side the second argument of $F$ is greater than that in the left-hand side. But $\mathcal{R}$ is terminating due to the fact that the third argument becomes smaller in each rewrite step. The solution to this problem is to allow a status $\text{stat}(f)$ for all $f \in \mathcal{F}$. This is well-known for reduction orderings on first-order terms, see [Der87, Ste94]. For $\mathcal{R}$, we may choose $\text{stat}(f) = \text{right-to-left}$.

Let HPOS denote the obvious modification of the HPO with status. Then we have

**Theorem 6** Each HPOS is a reduction ordering.
The next example shows that the extended subterm relation $\triangleright_{ex}$ may be too weak.

Example 8. Let

$$R: \ dapply(F, G, z) \rightarrow F(G(z))$$

The HPO is unable to orient this rule because, roughly speaking, $\triangleright_{ex}$ does not allow iterated application of evaluation of subterms. We have $dapply(F, G, z) \triangleright_{ex} F(z)$ but not $dapply(F, G, z) \triangleright F(G(z))$. We may extend $\triangleright_{ex}$ in this direction and so construct a more powerful HPO. This allows to prove the termination of $R$. ◦

The next example shows that it is necessary to extend $\triangleright_{ex}$ even more.

Example 9. Let

$$R: \ dmap(F, G, []) \rightarrow []$$
$$dmap(F, G, z :: l) \rightarrow G(z) :: dmap(F, G, l)$$

The relation $\triangleright_{ex}$ is restricted in that $f(s_m) \triangleright_{ex} t, t \equiv s_0 \tau, s_i \equiv \lambda x.t, s_0$ only if $x$ is a variable of basic type for all $x \in \text{Dom}(\tau)$. In the second rule of $R$ we have $F = \eta \lambda x. F(x, s)$, where $X = \eta \lambda u. X(u)$. We need $dmap(F, G, z :: l) \triangleright_{ex} F(G)$ for orienting this rule with the HPO. But, for this we need $X \tau \equiv \lambda u. G(u)$ and $X$ is not of basic type. We did not succeed up to now to extend the HPO in this direction. Notice that $F$ has an argument of non-basic type, so $dmap(F, G, z :: l)$ is not ‘simple’ in the terminology of [LP95]. The approach in [LP95] is unable to deal with this case, too. ◦

8 Related Work

To our knowledge, there are two approaches to prove termination of higher-order rewriting systems, [LP95] and [vdP94]. Our approach dates back to [Lor93].

The approach of [LP95] is similar to ours, the main difference being that it uses the more general construction of [DHI93] to construct reduction orderings based on the RPO-schema. In that paper it is proposed to replace comparing $f$ and $g$ in $s \equiv f(s_m)$ and $t \equiv g(t_m)$ of (2) in the definition of the HPO by comparing weights of $s$ and $t$, the weight of a term being defined by weights of the function symbols $f \in F$. This seems to be more flexible in handling arguments of higher-order variables $F$. On the other side, the approach needs to show sometimes that $g(t_m)$ dominates $F$. For that the sufficient condition $t_i \equiv F$, for some $i$, is used. So $f(\lambda u. g(F(u), z) \rightarrow F(z)$ causes some problems. This causes no problem to our approach. So none of the two approaches seems to subsume the other one.

The paper [vdP94] uses semantic arguments to construct reduction orderings in that the $f \in F$ are interpreted as strict monotone functions in a sig-algebra equipped with a well-founded ordering. So it can be seen as an extension of the polynomial orderings on first-order terms. This approach is quite different from the syntactic orderings used in this paper. So we do not comment in detail on that.
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A Proofs

Proposition 1 (Well-Foundedness of $\succ_0$) Let $\succ_0$ be a quasi-ordering over $\mathcal{F}$. Then
1. $\succ_0$ is a quasi-ordering over $\mathcal{F}_0$.
2. $\succ_0$ is well-founded over $\mathcal{F}_0$ iff $\succ$ is well-founded over $\mathcal{F}$.

Proof. Straightforward by using the corresponding definitions.

Lemma 1 (Compatibility of $\approx_{\mathcal{HPO}}$) If $\sigma \approx_{\mathcal{HPO}} \sigma'$ and $s \approx_{\mathcal{HPO}} t$ then $s \sigma \approx_{\mathcal{HPO}} t \sigma'$ for all substitutions $\sigma$ and $\sigma'$ of basic type and all $s, t$ in $\beta_0$-long form.

Proof. By induction on $(s, t)$ using $(\triangleright, \triangleright_{\text{ex}})$. If $s \approx_{\mathcal{HPO}} t$ and $s \equiv f(\underline{m})$ and $t \equiv g(\underline{m})$ then $f \sim_0 g$ and $\forall i \in [1, m]: s_i \approx_{\mathcal{HPO}} t_{\pi(i)}$ for a type-respecting permutation $\pi$ of $(\underline{m})$. By induction, we get $s_i \sigma \approx_{\mathcal{HPO}} t_{\pi(i)} \sigma'$. Since $\sigma$ and $\sigma'$ are of basic type, $s \sigma \equiv f(\underline{m} \sigma)$ and $t \sigma' \equiv g(\underline{m} \sigma')$ hold. By definition of $\approx_{\mathcal{HPO}}$, we get $s \sigma \approx_{\mathcal{HPO}} t \sigma'$.

Lemma 2 (Basic Properties of $\triangleright_{\text{ex}}$)
1. $\triangleright \subset \triangleright_1 \subset \triangleright_{\text{ex}}$
2. $\triangleright_{\text{ex}}$ is globally finite.
3. $s \triangleright_{\text{ex}} t$ implies $s \sigma \triangleright_{\text{ex}} t \sigma$ for every $\sigma$ of basic type.

Proof. 1. It follows directly from the corresponding definitions.
2. $\triangleright_1$ is finitely branching, i.e. for any $s$ there are only finitely many $t$ with $s \triangleright_1 t$. So, $\triangleright_{\text{ex}}$ is globally finite by König's lemma.
3. Obvious by using the corresponding definitions.

Theorem 1 (Compatibility of $\approx_{\mathcal{HPO}}$ and $\triangleright_{\text{ex}}$) If $s \approx_{\mathcal{HPO}} t \triangleright_{\text{ex}} w$ then $s \triangleright_{\text{ex}} v \approx_{\mathcal{HPO}} w$ for some $v$.

Proof. 1. We first prove: If $s \approx_{\mathcal{HPO}} t \triangleright_1 w$ then $s \triangleright_1 v \approx_{\mathcal{HPO}} w$. Assume $s \equiv f(\underline{n})$ and $t \equiv g(\underline{n})$, so $f \sim_0 g$ and $s_{\pi(i)} \approx_{\mathcal{HPO}} t_i$ for some permutation $\pi$.
If $w \equiv t_i$ for some $i$, then we may choose $v \equiv s_{\pi(i)}$. So assume $w \equiv t_0 \tau$, $t_i \equiv \lambda \tau_{m}, t_0$ and $x_0 \tau \not\leq t_0$. Then $s_{\pi(i)} \equiv \lambda \tau_{m}, s_0$ and $s_0 \approx_{\mathcal{HPO}} t_0$. Define $\sigma$ by $y_0 \sigma \equiv s_0 \rho$ if $x_0 \tau \equiv t_0 \rho$ and choose $v \equiv s_0 \sigma$. Then $s \triangleright_1 v \approx_{\mathcal{HPO}} w$.
2. We now prove the claim of the theorem by induction on $\triangleright_{\text{ex}}$. Assume $s \approx_{\mathcal{HPO}} t \triangleright_{\text{ex}} w' \triangleright_1 w$. By induction hypothesis we have $s \triangleright_{\text{ex}} v' \approx_{\mathcal{HPO}} w' \triangleright_1 w$, and by part 1. we have $v' \triangleright_1 v \approx_{\mathcal{HPO}} w$. This gives $s \triangleright_{\text{ex}} v \approx_{\mathcal{HPO}} w$.

Proposition 2 (Technical Property) For every $s, t$ and every $\sigma$ of basic type:
1. If $t\sigma \triangleright_{\text{ex}} t''$ then $\exists t': t\triangleright_{\text{ex}} t' \land t'\sigma \equiv t''$
2. $s \approx_{\mathcal{HPO}} t$ implies $s\sigma \approx_{\mathcal{HPO}} t\sigma$
Proof. 1. It is simple from the definition of $\succ_{ex}$.
2. By induction on $(s, t)$ using $(\succ_{ex}, \succ_{ex})$. Consider the cases on $s \succ_{HPO} t$ according to the definition of the HPO.

- If $s \succ_{ex} s'$ for some $s' \sim_{HPO} t$, then $s \sim_{ex} s' \sigma$ by Lemma 1 and Lemma 2. Thus, $s \sim_{HPO} t \sigma$.

- If $s \equiv f(\overline{f_m})$, $t \equiv g(\overline{g_n})$, $f \succ_0 g$ and $s \sim_{HPO} t'$ for each $t'$ such that $t \succ_{ex} t'$ and either

  (a) $f \succ_0 g$ or

  (b) $f \sim_0 g$ and $\{s_i\}_{i=1}^n \sim_{HPO} \{t_i\}_{i=1}^n$.

From $s \sim_{HPO} t'$, we get $s \sigma \sim_{HPO} t' \sigma$ for every $t'$ such that $t \succ_{ex} t'$. And if $s \sigma \sim_{ex} t''$ then we can find $t''$ such that $t \succ_{ex} t''$ and $t' \sigma \equiv t''$, by 1. It follows

$$t \sigma \succ_{ex} t'' \implies s \sigma \sim_{HPO} t''$$

That directly implies, $s \sigma \sim_{HPO} t \sigma$, in case $f \succ_0 g$. Hence, suppose $f \sim_0 g$. Hence, we have $\{s_i\}_{i=1}^n \sim_{HPO} \{t_i\}_{i=1}^n$. By induction, we get

$$\{s_i \sigma\}_{i=1}^n \sim_{HPO} \{t_i \sigma\}_{i=1}^n.$$ That and (20) yield $s \sigma \sim_{HPO} t \sigma$. □

Theorem 2 (Quasi-Ordering Properties of the HPO)

1. If $s \succ_{HPO} t \sim_{HPO} w$ then $s \succ_{HPO} w$
2. If $s \sim_{HPO} t \succ_{HPO} w$ then $s \succ_{HPO} w$
3. If $s \succ_{HPO} t \sim_{HPO} w$ then $s \succ_{HPO} w$ (i.e., the HPO is transitive) ⊿

Proof. We only prove part 1. The proofs of the remaining cases can analogously be performed. We proceed by induction on $(s, t, w)$ using $(\succ_{ex}, \succ_{ex}, \succ_{ex})$. Let us consider the cases on $s \succ_{HPO} t$ according to the definition of the HPO. In each case, we assume $s \equiv f(\overline{f_m})$, $t \equiv g(\overline{g_n})$, $w \equiv h(\overline{w_n})$ and $g \sim_0 h$ and for each $i \in \{1, n\}$

$$t_i \sim_{HPO} w_{\pi(i)}$$

for an arbitrary type-respecting permutation $\pi$ of $\overline{f_m}$. From (21)

$$\{t_i\}_{i=1}^n \sim_{HPO} \{w_i\}_{i=1}^n$$

compared as multisets. Now, to the cases:

- $s \succ_{ex} s'$ implies $\sim_{HPO} t \sim_{HPO} w$. Then $s \succ_{ex} s'$ implies $s \sim_{HPO} w$.

- $f \succ_0 g$ and $\forall t': t \succ_{ex} t'$ implies $s \sim_{HPO} t'$.

We first have $f \succ_0 h$. Also, if $t \sim_{HPO} w \succ_{ex} w'$ then $t \succ_{ex} w \sim_{HPO} w'$ by Theorem 1. Hence, by induction:

$$\forall w': w \succ_{ex} w' \implies s \sim_{HPO} w'.$$

And, if $f \succ_0 h$ then

$$\{s_i\}_{i=1}^m \sim_{HPO} \{t_i\}_{i=1}^n \sim_{HPO} \{w_i\}_{i=1}^n$$
Again by induction \( \{ s_i \}_{i=1}^{m} \upgtr_{\text{HPO}} \{ w_i \}_{i=1}^{n} \). From that and (24), we get \( s \upgtr_{\text{HPO}} w \) as required. \( \Box \)

**Theorem 3 (Simplification Properties of the HPO)** Let \( s, t \in T_{\beta \eta}(F,V) \) such that \( s \) and \( t \) are of the same basic type and \( s \upgtr_{\text{HPO}} t \). Then

1. \( f(t_1, \ldots, t_{i-1}, t, t_{i+1}, \ldots, t_n) \upgtr_1 w \) implies \( f(t_1, \ldots, t_{i-1}, s, \ldots, t_{i+1}, t_n) \upgtr_{\text{HPO}} w \) and

2. \( C[s] \upgtr_{\text{HPO}} C[t] \) for every well-typed context \( C[.] \).

**Proof.** 1. Let \( s, w \) be given. We prove the claim by induction on \( t \) using \( \upgtr_{\text{ex}}\).

There are three cases:

(a) \( w \equiv t_j \): We have \( f(t_1, \ldots, t_{i-1}, s, t_{i+1}, \ldots, t_n) \upgtr_1 w \) and the claim holds by \( \upgtr_1 \subseteq \upgtr_{\text{HPO}} \).

(b) \( w \equiv t \): We have \( f(t_1, \ldots, t_{i-1}, s, t_{i+1}, \ldots, t_n) \upgtr_{\text{HPO}} t \upgtr_1 w \), therefore \( f(t_1, \ldots, t_{i-1}, s, t_{i+1}, \ldots, t_n) \upgtr_{\text{HPO}} w \).

(c) \( t_j \equiv \lambda \tau \) and \( w \equiv \tau \), where \( x_k \upgtr_1 t_j \) or \( x_k \upgtr_1 t \): We define \( \sigma \) by \( x_k \sigma \equiv x_k \tau \) if \( t \upgtr_1 x_k \tau \) and \( x_k \sigma \equiv s \) otherwise. If \( t \upgtr_1 x_k \tau \) then \( x_k \sigma \upgtr_{\text{HPO}} x_k \tau \) and the induction hypothesis gives \( t' \sigma \upgtr_{\text{HPO}} t' \tau \). We have \( f(t_1, \ldots, t_{i-1}, s, t_{i+1}, \ldots, t_n) \upgtr_{\text{HPO}} w \).

2. By 1, we have \( f(t_1, \ldots, t_{i-1}, s, t_{i+1}, \ldots, t_n) \upgtr_{\text{HPO}} w \) whenever \( f(t_1, \ldots, t_{i-1}, t, t_{i+1}, \ldots, t_n) \upgtr_1 v \). This gives \( C[s] \upgtr_{\text{HPO}} C[t] \).

Now by (2.2) of Definition 8 we get \( C[s] \upgtr_{\text{HPO}} C[t] \). \( \Box \)

**Corollary 1 (Well-Foundedness of the HPO)** The relation \( \upgtr_{\text{HPO}} \) is a quasi-ordering over terms in \( \beta \eta \)-long form in \( T(F,V) \) such that its strict part \( \upgtr_{\text{HPO}} \) is well-founded and properly contains \( \upgtr \).

**Proof.** By the previous results, the HPO is a simplification ordering on \( T(F_0, V_0) \) and hence terminating. \( \Box \)

**Proposition 3 (\( \upgtr_{\text{HPO}} \) and Flexible Patterns)**

1. \( X(s_i) \upgtr_{\text{ex}} t \) iff \( s_i \upgtr_{\text{ex}} t \) for some \( i \) or \( t \equiv X(s_i) \).

2. \( X(w \bar{x}) \upgtr_{\text{HPO}} t \) iff \( X(w \bar{x}) \upgtr_{\text{HPO}} t \) or \( w_j \upgtr_{\text{HPO}} t \) for some \( j \) whenever \( \bar{x} \) are bound variables in \( X \).

3. \( X(w \bar{x}) \upgtr_{\text{HPO}} X(w \bar{x}) \) implies \( X(w \bar{x}) \sigma|_{\beta} \upgtr_{\text{HPO}} X(w \bar{x}) \sigma|_{\beta} \) whenever \( \bar{x}, \bar{w} \) are bound variables in \( X \) for every \( \sigma \) in \( \beta \eta \)-long form.

**Proof.** Use the corresponding definitions. \( \Box \)

**Definition 9** Let \( s \) be a basic rigid pattern.

1. \( \Delta_0(s) \) is defined as follows:
   \[
   \Delta_0(s) \equiv \{ t \mid s \upgtr t \}
   \]
   \[
   \Delta_{i+1}(s) \equiv \{ t \mid u \in \Delta_i(s), u \upgtr_0 v \upgtr t \} \cup \Delta_i(s)
   \]
2. \( \sigma \in \Delta_i(s) \) if \( \forall x \in \text{Dom}(\sigma): x \in B\text{Var}(s) \), \( x \) first-order and \( x \sigma \in \Delta_i(s) \).

**Fact 1** Let \( s \) be a basic rigid pattern, \( t \in T_{\beta\eta}(F,V) \). If \( t \in \Delta_i(s) \), \( i > 0 \), then there are \( u, \tau \) such that \( s \triangleright u \), \( t \equiv u \tau \) and \( \tau \in \Delta_{i-1}(s) \). Furthermore, if \( t \equiv f(\overline{u}) \) then \( u \equiv f(\overline{v}) \), \( f \in F_0 \cup V_0 \).

**Proof.** Let \( s \) be fixed. We perform induction on \( \triangleright_{ex} \).

1. \( s \triangleright_{ex} v \equiv \overline{g(t_m)} \triangleright v_j \equiv t, g \in F_0 \cup V_0 \).

   By induction hypothesis we have \( w \equiv g(\overline{w_m}) \), \( s \triangleright w \), \( t' \in \Delta_{i-1}(s) \) and \( v \equiv w^{t'} \). So \( t \equiv v_j \equiv w_j^{t'} \).

   (a) If \( w_j \equiv x \in X \) then \( x^{t'} \equiv u_0 \equiv f(\overline{u_m}) \in \Delta_{i-1}(s) \). By induction hypothesis there are \( u \equiv f(\overline{u_m}) \), \( t'' \in \Delta_{i-2}(s) \) such that \( u_0 \equiv u^{t''} \) and \( s \triangleright u \). We have \( t \equiv u \tau \) for \( \tau = t' \cup \tau \) and \( \tau \in \Delta_{i-1}(s) \).

   (b) If \( w_j \not\in X \) then \( w_j \equiv f(\overline{u_m}) \). Choosing \( u \equiv f(\overline{u_m}) \) and \( \tau = t' \) we have \( s \triangleright \overline{w} \equiv u \) and \( t \equiv u \tau \).

2. \( s \triangleright_{ex} v \equiv \overline{g(t_m)} \triangleright_{1} t, v_j \equiv \overline{\lambda x_m v_0}, t \equiv v_0 \tau_1 \). So \( v \in \Delta_{i-1}(s) \). By induction hypothesis we have \( s \triangleright w \equiv \overline{g(t_m)} \) and \( v_0 \equiv w^{t'}, t' \in \Delta_{i-2}(s) \). Choose \( u \equiv w \) and \( \tau = t' \cup \tau_1 \). Then \( s \triangleright \overline{w} \equiv u \) and \( t \equiv v_0 \tau_1 \equiv w^{t'} \tau_1 \equiv w \tau \equiv u \tau \), so \( s \triangleright u \) and \( t \equiv u \tau \). Furthermore, we have \( \tau \in \Delta_{i-1}(s) \).

**Lemma 3** Let \( s \) be a basic pattern, \( t \in T_{\beta\eta}(F,V) \) and \( \sigma \) a substitution in \( \beta\eta \)-long form. If \( s \triangleright_{ex} t \) then \( \text{sg} \mid \triangleright_{ex} t \text{sg} \).

**Proof.** Let \( s \) be fixed and \( s \triangleright_{ex} t \equiv f(\overline{t_m}), f \in F_0 \cup V_0 \) and \( t \in \Delta_i(s) \). By Fact 1 we have \( u \) and \( \tau \) such that \( s \triangleright u \), \( t \equiv u \tau \) and \( \tau \in \Delta_{i-1}(s) \). We perform induction on \( (i, \triangleright) \).

Let \( s \triangleright_{ex} v \triangleright_{1} t \) and \( v \equiv f(\overline{t_m}), v \in \Delta_i(s) \).

1. \( i = 0 \): Since \( s \) is a pattern, \( t \not\in X \), \( v \) cannot be a subterm of a flexible term.

   So \( \text{sg} \mid \triangleright_{ex} u \sigma \mid \) and \( f \in F_0 \). If \( t \equiv v_j \) then \( u \sigma \equiv \overline{f(\overline{u_m})} \triangleright \text{sg} \sigma \) and hence \( \text{sg} \mid \triangleright_{ex} t \text{sg} \).

2. \( i > 0 \): We have \( s \triangleright \overline{w} \) and \( \tau \in \Delta_{i-1}(s) \) such that \( v \equiv w \tau \). If \( f \in F_0 \) and \( t \equiv v_j \) then \( \text{sg} \mid \triangleright_{ex} v \sigma \triangleright t \sigma \) as above. Also, if \( f \in F_0 \) and \( v_j \equiv \overline{\lambda x_m v_0}, v \equiv v_0 \tau_1 \), then \( \text{sg} \mid \triangleright_{ex} v \sigma \triangleright t \sigma \) as above. So assume \( f \equiv F \in V_0 \) and \( t \equiv v_j \). Then \( v \equiv F(\overline{u_m}) \) and \( t \equiv v_j \equiv w_j \tau \). As in the proof of Fact 1, there is \( u \) and \( t' \in \Delta_{i-2}(s) \) such that \( t \equiv u t' \) and \( s \triangleright u \). By induction hypothesis we now have \( \text{sg} \mid \triangleright_{ex} t \sigma \).

**Example 10.** Let \( s \equiv f(\lambda x_1.f(\lambda x_2.G(x_1,x_2),x_1),t) \) where \( t \equiv h(\lambda x_3.H(x_3),a) \). Then \( s \triangleright t_1 \equiv f(\lambda x_2.G(t,x_2),t) \triangleright_{1} t_2 \equiv G(t,t) \triangleright_{1} t_3 \equiv t \triangleright t_4 \equiv H(a) \). We may choose

\[
\begin{align*}
u_1 &\equiv f(\lambda x_2.G(x_1,x_2),x_1) & \tau_1 &= \{ x_1 \leftarrow t \\ u_2 &\equiv G(x_1,x_2) & \tau_2 &= \{ x_1 \leftarrow t, x_2 \leftarrow t \\ u_3 &\equiv h(\lambda x_3.H(x_3),a) & \tau_3 &= \emptyset \\ u_4 &\equiv H(x_3) & \tau_4 &= \{ x_3 \leftarrow a \}
\end{align*}
\]
The reader may verify that \( s \gg u_i \) and \( t_i \equiv u_i \tau_i, \tau_i \in \Delta_0(s) \) and \( s \sigma \gg t_i \sigma \) for \( i \in [1, 4] \) hold.

**Lemma 4** Let \( t \equiv f(t_n) \), \( t \in \mathcal{F} \) and \( t, \sigma \) in \( \beta \eta \)-long form. If \( t \sigma \gg t' \) then \( t \gg s \) and \( s \sigma \gg t \sigma t' \) for some \( s \).

*Proof.* Let \( u \equiv t \sigma \), so \( u \equiv f(u_m) \) and \( u_i \equiv t_i \sigma \).

1. \( t' \equiv u_i \) for some \( i \): Choose \( s \equiv t_i \). Then \( t \gg s \) and \( s \sigma \equiv t_i \sigma \equiv u_i \).
2. \( u_i \equiv \lambda x_m. u_0 \), \( t' \equiv u_0 \tau \) for some \( i \) where \( \text{Dom}(\tau) \subseteq \{ \overline{t_m} \} \) and \( x \tau \nleq u_j \) for some \( j \neq i \) if \( x \notin \text{Dom}(\tau) \). Then \( t \equiv \lambda x_m. t_0 \) and \( u_0 \equiv t_0 \sigma \), so \( t' \equiv t_0 \tau \).
   (a) \( u_0 \equiv t_0 \sigma \) contains no \( x_k \): Then \( t_0 \sigma \equiv t_0 \tau \), \( u_0 \tau \equiv t' \). Choose \( s \equiv t_0 \).
   Then \( t_0 \sigma \) and \( s \sigma \equiv t' \).
   (b) Assume \( x_k \tau' \equiv t_j \), so \( x_k \tau' \sigma \equiv u_j \gg x_k \tau \). Choose \( s \equiv t_0 \tau' \). We have \( u_0 (\tau' \circ \sigma) \gg u_0 \tau \sigma \). This gives \( s \sigma \gg (t_0 \tau' \sigma) \) \( \gg u_0 (\tau' \circ \sigma) \gg u_0 \tau \sigma \gg t' \).

**Theorem 4 (Compatibility wrt. Substitutions)** Let \( s \) be a basic rigid pattern, \( s, t, \sigma, \tau, \xi, f, \mathcal{F}, \mathcal{V} \). Then
1. \( s \sim_{\text{HPO}} t \) implies \( s \sigma \sim_{\text{HPO}} t \sigma \).
2. \( s \sim_{\text{HPO}} t \) implies \( s \sigma \gg_{\text{HPO}} t \sigma \).

*Proof.* Assertion 1. is easily proved by induction on \( \gg \). We prove assertion 2. by induction using (\( \sim_{\text{HPO}} , \gg_{\text{HPO}} \))\text{lex}.

1. \( s \sim_{\text{HPO}} t \) according (1) in Definition 8. Then \( s \gg s' \sim_{\text{HPO}} t \), so \( s \sigma \gg s' \sigma \) by Lemma 3 and \( s' \sigma \gg_{\text{HPO}} t \sigma \) by induction hypothesis. So \( s \sigma \gg_{\text{HPO}} t \sigma \).
2. \( s \sim_{\text{HPO}} t \) according to (2) in Definition 8. Then \( f \gg_0 g \) where \( s \equiv f(t_m) \), \( t \equiv g(t_n) \), \( s \equiv t \) whenever \( t \gg t' \). By induction hypothesis we have \( s \sigma \gg_{\text{HPO}} t \sigma \) whenever \( t \gg t' \). Now \( t \gg t_0 \).\\
   If \( f \gg_0 g \), then \( s \sigma \gg_{\text{HPO}} t_0 \sigma \) by (2.1) in Definition 8.
   If \( f \gg_0 g \) then \( \{s_m\} \gg_{\text{HPO}} \{t_m\} \) and \( s_i \gg_{\text{HPO}} t_{j_i} \) for all \( i \) and \( s_i \gg_{\text{HPO}} t_{j_i} \) for one \( i \in [1, n] \).
   If \( s_i \) is flexible, then \( s_i \sigma \gg_{\text{HPO}} t_{j_i} \sigma \) by Proposition 1. If \( s_i \) is rigid, then \( s_i \sigma \gg_{\text{HPO}} t_{j_i} \sigma \) by induction hypothesis.
   So \( \{s_m \sigma \} \gg_{\text{HPO}} \{t_m \sigma \} \) and therefore \( s \sigma \gg_{\text{HPO}} t_0 \sigma \) by (2.2) in Definition 8.

**Theorem 5 (Termination and Decreasingness)** Let \( \mathcal{R} \) be an HCTRS. Then
1. \( \mathcal{R} \) is terminating if \( l \gg_{\text{HPO}} r \) for each rule \( l \rightarrow r \) if \( C \in \mathcal{R} \).
2. \( \mathcal{R} \) is decreasing if \( l \gg_{\text{HPO}} s \) for every \( s \in \{r\} \cup \{u, v \mid u = v \in C\} \) for each rule \( l \rightarrow r \) if \( C \in \mathcal{R} \).

*Proof.* A direct consequence of the properties of the HPO and the restrictions on rule systems which guarantees that \( s \gg_{\text{HPO}} t \) whenever \( s \rightarrow_R t \) for every \( s \) and \( t \) in \( \beta \eta \)-long form.