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1. Introduction

Multiple spatial scales occur in most real life problems (e.g., groundwater flow, filtration processes). A direct numerical simulation of these problems is difficult, since one has to deal with huge problems if one resolves the finest scale. In order to overcome these difficulties the idea is to approximate the solutions on a coarser grid with the help of homogenization or multiscale methods. In the homogenization approach effective properties of the media -e.g., the effective permeability of the medium- which contain small scale features are constructed in each coarse grid block. In a multiscale method the fine scale features can come into play due to an appropriate choice of the basis functions. These approaches reduce the computational costs.

Another difficulty arises since these multiscale problems are not purely deterministic. For example, the properties of the soil are known on some snapshots only, where samples of the soil have been pulled by drilling. Due to this incomplete knowledge stochasticity has to be taken into account which increases the complexity of the considered problems. A standard approach to deal with uncertainties is the Monte Carlo method [32]. Here one solves the problems for many realizations of the stochastic quantity -e.g., the permeability. For each realization the stochastic problem reduces to a deterministic one, where the techniques for deterministic equations can be applied. Another popular approach is the polynomial chaos method [56]. In this approach one tries to approximate a random function by orthogonal polynomials in a finite dimensional random space.

Our objective is to compute the expectation of some functionals of the effective coefficient or of the macroscopic solution. The goal is to combine approaches to construct effective properties or multiscale basis functions with stochastic algorithms to increase the accuracy in comparison to the Monte Carlo method by keeping the numerical costs fixed.

As a first step we focus on numerical homogenization. In this case we consider a stationary diffusion equation with a stochastic coefficient. Here we deal with the uncertainties with the Karhunen-Lo`eve expansion in combination with a polynomial chaos expansion or a multi-level Monte Carlo method. Secondly, we use mixed multiscale finite element methods to cope with the hierarchy of spatial scales and a multi-level Monte Carlo method to handle the stochasticity. We apply it for multi-phase flow and transport equations.

The work is organized as follows. After an overview of numerical methods for stochastic computations (cf. Section 2) we state a stationary diffusion problem with a stochastic coefficient (cf. Section 3) which we consider in Part I and Part II and introduce the homogenization theory (cf. Section 4).

In Part I we combine numerical homogenization with the Karhunen-Lo`eve expansion in combination with a polynomial chaos expansion. With the help of the Karhunen-Lo`eve expansion in combination with a polynomial chaos expansion we reduce the stochastic problem to a high dimensional deterministic one. By choosing the basis of the stochastic space appropriately we are able to decouple the high dimensional problem to many $d$-dimensional deterministic problems, where $d$ denotes the space dimension. This idea was introduced in [33]. We combine this idea with homogenization and construct an approximation of the expectation of the effective coefficient with solutions of the decoupled deterministic equations. To construct the Karhunen-Lo`eve expansion of a random field it is essential to compute the eigenpairs of a given covariance operator. In general this results in a large problem. In Section 5.3 we use hierarchical matrices (cf. [37]) to approximate the eigenpairs similar to the approach in [44]. So we can reduce the computational time. To solve the equations we use a cell-centered finite volume method, which we describe in Section 7. We close the first Part and as well the other parts with numerical results.

In Part III we use a multi-level Monte Carlo approach (cf. [38]) to deal with the randomness of the problem. We apply it for both to approximate the expectation of the effective coefficient (cf.
Section 11) and of the homogenized coarse solution (cf. Section 13). To approximate the solution we introduce a weighted multi-level Monte Carlo method in Section 12. The idea of the multi-level Monte Carlo approach is to consider the quantity of interest—in our case the effective coefficient or the coarse solution—on different levels. As levels we consider different coarse mesh and domain sizes. The largest level (e.g., the finest mesh or the largest computational domain) is the level where we want to approximate the expectation of the quantity of interest. It is the computationally most expensive and accurate one. All levels are used to approximate the expectation of the quantity of interest at the largest level. In multi-level Monte Carlo methods the choice of realizations per level is essential. One straightforward condition is that the number of realizations must decrease if the level increases to solve only a few problems if they are computationally expensive and compensate the high stochastic error with many problem solves in less accurate cases (lower levels).

In Part III we apply the in Part II introduced multi-level Monte Carlo method to multi-phase flow and transport problems (cf. Section 15.2). In this case we are interested in the expectation of the water saturation. To solve the system of equations we use a mixed multiscale finite element method (cf. [29]) for the pressure equation and a standard implicit scheme to solve for the saturation (cf. Section 15.4). To deal with the uncertainties—here we consider a random permeability—we use ensemble level mixed multiscale finite element approaches (cf. Section 16). Here a different level denotes a different velocity approximation space in the mixed multiscale finite element method. The higher the level the more accurate is the approximation space.

2. Numerical methods for stochastic computations

In the following section we present an overview of numerical methods for stochastic computations based on the review of D. Xiu (cf. [54]). First we give a short introduction on recently available techniques. Later on we have a closer look on the generalized polynomial chaos method.

2.1. Overview of the techniques

2.1.1. Monte Carlo method

One very popular method is the Monte Carlo method. Here one generates realizations of random inputs on their prescribed probability distribution. For each realization the data is fixed and the problem becomes deterministic. Statistical information, such as the mean of the solution, can be extracted from a collected ensemble of solutions. The method is straightforward to apply, but typically a large number of realization is needed.

2.1.2. Perturbation methods

In the most commonly used non-sampling method random fields are expanded via Taylor series around their mean and truncated at a certain order. The resulting system of equations becomes extremely complicated. Therefore typically at most a second-order expansion is employed. A limitation of this method is that the magnitude of uncertainties cannot be large (less than 10%).

2.1.3. Moment equations

Here one attempts to compute the moments of the random solution directly. The moments are the unknowns of the equations which are derived by averaging the original stochastic equations. Problems can arise, because the deviation of a moment almost always requires the information of higher moments.
2.1.4. Operator based methods

This approach is based on manipulation of the stochastic operators in the considered equations. However, like the perturbation method this method is restricted to small uncertainties.

2.1.5. Generalized polynomial chaos method

A generalization of the classical polynomial chaos method has become one of the most popular methods. Here stochastic solutions are expressed as orthogonal polynomials of the random parameters. The convergence depends on the choice of type of orthogonal polynomials. In the classical polynomial chaos Hermite polynomials are used. The coefficients of the generalized polynomial chaos expansion are the unknown quantities.

2.2. Setting

In this section we present a more general setting in which we give an introduction to the generalized polynomial chaos method. We consider the following partial differential equations

\[ L(x, u; W) = 0, \quad \text{in } D, \]
\[ B(x, u; W) = 0, \quad \text{on } \partial D, \quad (2.1) \]

where \( L \) is a differential operator and \( B \) is a boundary operator. On Dirichlet segments \( B \) is the identity operator, for example. \( W = (W_1, \ldots, W_N) \) is a \( N \)-variate random vector with independent components in a properly defined probability space \((\Omega, F, P)\). Let \( \tilde{\rho}_i : \Upsilon_i \mapsto \mathbb{R}^+ \) be the probability function of the random variable \( W_i(\omega), \omega \in \Omega \), whose range is \( \Upsilon_i = W_i(\Omega) \subseteq \mathbb{R} \) for \( i = 1, \ldots, N \). Then \( \tilde{\rho}(W) = \prod_{i=1}^N \tilde{\rho}_i(W_i) \) is the joint probability density of the random vector \( W = (W_1, \ldots, W_N) \) with the support \( \Upsilon = \prod_{i=1}^N \Upsilon_i \subseteq \mathbb{R} \). So we can replace the infinite space \( \Omega \) and seek a solution \( u(x, W) : \bar{D} \times \Upsilon \mapsto \mathbb{R} \). Thus the key issue is to parameterize the input uncertainty by a set of finite number random variables.

2.3. Generalized polynomial chaos method

With a generalized polynomial chaos (gPC) expansion one tries to approximate a random function by orthogonal polynomials in the finite dimensional random space \( \Upsilon \).

2.3.1. Univariate generalized polynomial chaos method

First we consider the one-dimensional case. We define the one-dimensional orthogonal polynomial space w.r.t. the measure \( \tilde{\rho}_i(W_i) \, dW_i \) in \( \Upsilon_i \) via

\[ W^{n_i} = \{ v : \Upsilon_i \mapsto \mathbb{R} : v \in \text{span}\{\theta_m(W_i)\}_{m=0}^{r_i} \}, \quad i = 1, \ldots, N, \quad (2.2) \]

where \( \{\theta_m(W_i)\} \) denotes a set of orthogonal polynomials with

\[ \int_{\Upsilon_i} \tilde{\rho}_i(W_i) \theta_m(W_i) \theta_n(W_i) \, dW_i = H_{mn} \delta_{mn} \]

and

\[ H_m^2 = \int_{\Upsilon_i} \tilde{\rho}_i(W_i) \theta_m^2(W_i) \, dW_i. \]

In the following we assume, that the polynomials are normalized by an appropriate scaling, i.e., we have \( H_m^2 = 1 \) for all \( m \). The scaling depends on the probability density function \( \tilde{\rho}_i \). For example
for Gaussian distributed random variable $W_i$ we have Hermite polynomials as basis which is the classical polynomial chaos method. In Table 1 we present different probability distributions with their corresponding gPC basis polynomials.

### 2.3.2. Multivariate generalized polynomial chaos method

We define the corresponding $N$-variate orthogonal polynomial space of total degree at most $R$ in $\Upsilon$ as a tensor product of the one-dimensional spaces \(\mathcal{W}_i\), i.e.,

$$\mathcal{W}_N^R = \bigotimes_{|\mathbf{r}| \leq R} \mathcal{W}^{r_i},$$

where the tensor product is over all possible combinations of the multi index $\mathbf{r} = (r_1, \ldots, r_N) \in \mathbb{N}_0^N$. We denote the $N$-variate orthonormal polynomials from $\mathcal{W}_N^R$ with $\{\Theta_m(W)\}$, they are constructed as products of a sequence of one-dimensional orthonormal polynomials in each direction, i.e.,

$$\Theta_m(W) = \theta_{m_1}(W_1) \cdots \theta_{m_N}(W_N), \quad m_1 + \cdots + m_N \leq R,$$

where $m_i$ denotes the order of the univariate polynomials of $\theta(W_i)$ in the $W_i$ direction for $1 \leq i \leq N$. The number of basis functions is

$$\dim(\mathcal{W}_N^R) = \binom{N + R}{N}.$$

From the ortho-normality conditions of the univariate polynomials we get for the expected value

$$E[\Theta_m(W)\Theta_n(W)] = \int \Theta_m(W)\Theta_n(W)\tilde{\rho}(W)\,dW = \delta_{mn}, \quad \forall 1 \leq m, n \leq \dim(\mathcal{W}_N^R).$$
2.3.3. Generalized polynomial chaos approximation

The $R^{th}$-order gPC approximation of the solution $u(x, W)$ of (2.1) can be obtained by projection $u$ onto the space $W_N^R$, i.e., $\forall x \in D$

$$\hat{P}_N^R u := u_N^R(x, W) = \sum_{m=1}^{M} \hat{u}_m(x)\Theta_m(W), \quad M = \left( N + R \right), \quad (2.3)$$

where $\hat{P}_N^R u$ denotes the orthogonal projection operator from $L_2^\tilde{\rho}(\Upsilon)$ onto $W_N^R$ and $\{\hat{u}_m\}$ are the Fourier coefficients defined as

$$\hat{u}_m := \int u(x, W)\Theta_m(W)\tilde{\rho}(W) dW = E[u(x, W)\Theta_m(W)], \quad 1 \leq m \leq M. \quad (2.4)$$

From classical approximation arguments follows that $\hat{P}_N^R u$ is the best-approximation in $P_N^R$, the linear polynomial space of $N$-variate polynomials of degree up to $R$, i.e., for any $x \in D$ and $u \in L_2^\tilde{\rho}(\Upsilon)$

$$\| u - \hat{P}_N^R u \|_{L_2^\tilde{\rho}(\Upsilon)} = \inf_{\hat{\Theta} \in \hat{P}_N^R} \| u - \hat{\Theta} \|_{L_2^\tilde{\rho}(\Upsilon)}.$$

The error of this finite-order projection we define as

$$\epsilon_G(x) := \| u - \hat{P}_N^R u \|_{L_2^\tilde{\rho}(\Upsilon)} = \left( E[(u(x, W) - u_N^R(x, W))^2] \right)^{\frac{1}{2}} \quad \forall x \in D.$$

It will converge to zero as $R \to \infty$.

2.3.4. Multi-element basis

The basis does not need to be globally smooth. In fact gPC basis of piecewise polynomials should be used to avoid accuracy loss, if the stochastic solution exhibits discontinuities in random space.

2.3.5. Statistical information

We can obtain statistical information of the solution from the gPC approximation. For example, the mean solution is

$$E[u] \approx E[u_N^R] = \int \left( \sum_{m=1}^{M} \hat{u}_m x \Theta_m(W) \right) \tilde{\rho}(W) dW$$

$$= \hat{u}_1 \int \Theta_1(W)\tilde{\rho}(W) dW + \sum_{m=2}^{M} \hat{u}_m \int \Theta_m(W)\tilde{\rho}(W) dW$$

$$= \hat{u}_1$$

and for the covariance function we get

$$\text{cov}_u(x_1, x_2) = E[(u(x_1, W) - E[u(x_1, W)))(u(x_2, W) - E[u(x_2, W)))]$$

$$\approx E[(u_N^R(x_1, W) - E[u_N^R(x_1, W)))(u_N^R(x_2, W) - E[u_N^R(x_2, W)))]$$

$$= E[u_N^R(x_1, W)u_N^R(x_2, W)] - E[u(x_1, W)]E[u(x_2, W)]$$
\[
\sum_{m,n=1}^{M} \hat{u}_m(x_1) \hat{u}_n(x_2) \int \Theta_m(W) \Theta_n(W) \tilde{\rho}(W) \, dW - \hat{u}_1(x_1) \hat{u}_1(x_2)
\]

\[
= \sum_{m=2}^{M} \hat{u}_m(x_1) \hat{u}_m(x_2).
\]

Therefore the variance can be approximated as

\[
\text{Var}(u(x)) = E[(u(x, W) - E[u(x, W)])^2] \approx \sum_{m=2}^{M} \hat{u}_m^2(x).
\]

### 2.4. Stochastic Galerkin method

The mean issue in using the gPC approximation (2.3) is to determine the coefficient \( \hat{u}_m \) of the expansion. Thereby the definition via Fourier coefficients (2.4) is not helpful, since it requires the exact unknown solution \( u(x, W) \). Consequently, we need an alternative way to estimate the coefficients. A typical approach is to employ a stochastic Galerkin approach. Here we seek an approximate gPC solution in the form of (2.3). The coefficients \( \{ \hat{u}_m \} \) are obtained by satisfying the following weak form, for all \( v \in W_R^N \),

\[
\int L(x, u^R_W; W)v(W)\tilde{\rho}(W) \, dW = 0, \quad \text{in } D,
\]

\[
\int B(x, u^R_W; W)v(W)\tilde{\rho}(W) \, dW = 0, \quad \text{on } \partial D.
\]

This is a set of coupled deterministic PDEs for \( \{ \hat{u}_m \} \), and standard numerical techniques can be applied. However one should keep in mind that if the equation (2.1) takes a complicated form, the derivation of Galerkin equations for the coefficients can become highly nontrivial, sometimes impossible.

### 2.5. Stochastic collocation methods

In collocation methods one seeks to satisfy the equations (2.1) at a discrete set of points in the corresponding random space. These points are called “nodes”. The selection of nodes is the key ingredient to all stochastic collocation methods. If the space is one-dimensional the optimal choice is usually the Gauss quadrature. The challenge is in multi-dimensional spaces, especially for large dimensions. A natural generalization is to choose tensor products of the one-dimensional nodes. However, for larger dimensions this results in a huge number of nodes. Therefore one uses this approach mostly at lower dimensions, e.g., \( N \leq 5 \).

Another ansatz is based on Smolyaks algorithm. It uses only a subset of the full tensor product grids -a sparse grid. This sparse grid consists of much smaller number of nodes. The subset is chosen strategically in such a way that the approximation properties for \( N = 1 \) are preserved for \( N > 1 \) as good as possible.

Two of the major approaches of high-order stochastic collocation methods are the Lagrange interpolation approach and the pseudo-spectral gPC approach.

#### 2.5.1. Lagrange interpolation approach

With \( \Xi_N = \{ W^{(i)} \}_{i=1}^Q \in \Upsilon \) we denote a set of prescribed nodes in the N dimensional random space \( \Upsilon \) and with \( Q \) the number of nodes. Let \( L_i(W^{(j)}) = \delta_{ij}, 1 \leq i, j \leq Q \) be the Lagrange
polynomials and
\[ \tilde{u}_k = u(x, W^{(k)}), \quad 1 \leq k \leq Q, \]
then we can write a Lagrange interpolation of the solution \( u(x, W) \) of (2.1) as
\[ Iu(x, W) = \sum_{k=1}^{Q} \tilde{u}_k(x) L_k(W), \quad \forall x \in D. \]

By requiring the equation (2.1) to be satisfied at each of the nodes, we obtain:
\[ \forall k = 1, \ldots, Q \]
\[ L(x, \tilde{u}_k; W^{(k)}) = 0, \quad \text{in } D \]
\[ B(x, \tilde{u}_k; W^{(k)}) = 0, \quad \text{on } \partial D \]
Thus we have to solve \( Q \) deterministic problems with realizations of the random vector. There one can apply existing deterministic solvers in comparison with the stochastic Galerkin method, where the resulting equations are generally coupled. Again we obtain statistics of the solution, e.g.,
\[ E[u(x, W)] \approx E[Iu(x, W)] = \sum_{k=1}^{Q} \tilde{u}_k(x) \int L_k(W) \tilde{\rho}(W) dW. \]
The integrals \( \int L_k(W) \tilde{\rho}(W) dW \) correspond to weights in the discrete sum. In multi-dimensional random spaces these weights are not readily available and the formula is of little use.

2.5.2. Pseudo-spectral gPC approach

In this approach we seek an approximate solution of (2.1) in the form of gPC expansion, i.e., for any \( x \in D \)
\[ \mathbb{I}^R_N u := v^R_N = \sum_{m=1}^{M} \hat{v}_m(x) \Theta_m(W), \quad M = \binom{N+R}{N} \] (2.5)
where \( \mathbb{I}^R_N u \) is another projector from \( L^2_{\tilde{\rho}} \) to \( W^R_N \) and the expansion coefficients are determined as
\[ \hat{v}_m(x) = \sum_{j=1}^{Q} u(x, W^{(j)} \Theta_m(W^{(j)}) \alpha^{(j)}), \quad m = 1, \ldots, M \]
where \( \{W^{(j)}, \alpha^{(j)}\}_{j=1}^{Q} \) are a set of nodes and weights. These nodes and weights should be chosen in such a way that
\[ \sum_{j=1}^{Q} f(W^{(j)}) \alpha^{(j)} \approx \int f(W) \tilde{\rho}(W) dW = E[f(W)] \] (2.6)
for sufficiently smooth functions \( f(W) \). Hence it follows
\[ \hat{v}_m(x) = \sum_{j=1}^{Q} u(x, W^{(j)}) \Theta_m(W^{(j)}) \alpha^{(j)} \approx E[u(x, W) \Theta_m(W)] = \tilde{u}_m(x) \]
and consequently \( \mathbb{I}^R_N u \) of (2.5) becomes an approximation of the exact gPC expansion \( P^R_N u \) of (2.3). The arising error
\[ \epsilon_Q := \| \mathbb{I}^R_N u - P^R_N u \|_{L^2(\Upsilon)} = \left( E[\| \mathbb{I}^R_N u - P^R_N u \|^2] \right)^{1/2} \]
Galerkin Method | Collocation Method
--- | ---
**Pros** | requires only repetitive executions of existing deterministic solvers
the gPC method offers the most accurate solutions involving least number of equations in multi-dimensional random spaces | applicability of stochastic collocation is not affected by the complexity or nonlinearity of the original problem, as long as one can develop a reliable deterministic solver

**Cons** | the aliasing error can be significant, especially for higher dimensional random spaces
it is relatively more cumbersome to implement | all of the existing collocation methods require solutions of (much) larger numbers of equations than that of gPC Galerkin, especially for higher dimensional random spaces
when the original problem takes highly complex form, the explicit derivation of the gPC equations may not be possible | resulting system of equations is generally coupled

Table 2: Advantages and drawbacks of the stochastic collocation method and the stochastic Galerkin method.

we call “aliasing error”. It is caused by the integration error from (2.6). This error can become a significant source of errors in multi-dimensional random spaces.
The pseudo-spectral gPC method also requires only repetitive deterministic solutions with fixed realizations of the random inputs. In comparison to the gPC Galerkin method the evaluation of the approximate gPC expansion coefficients is completely independent. This approach has not got the drawback of unavailable weights like the Lagrange interpolation approach mentioned before.

2.6. **Comparison of Galerkin and collocation methods**
The question arises which method one should choose. In Table 2 we list advantages and drawbacks of the stochastic collocation method and the stochastic Galerkin method. When a single deterministic computation is already time consuming the gPC Galerkin method should be preferred (because of the smaller number of equations), if either

1. efficient solvers can be developed to decouple the gPC system effectively, or
2. the coupling of gPC Galerkin equations does not incur much additional computational costs.
2.7. Random domain problem

Up to now we have assumed a deterministic domain $D$. However, in practice it can be a source of uncertainty as in many applications the physical domain cannot be determined precisely. Here we consider an uncertain domain and the problem can be formulated as

$$
L(x, u) = 0, \quad \text{in } D(W) \\
B(x, u) = 0, \quad \text{in } \partial D(W).
$$

(2.7)

For simplicity we assume the only source of uncertainty to be in the definition of the boundary. The idea is to use an one-to-one mapping to transform the random domain into a deterministic one. Let

$$
\zeta = \zeta(x, W), \quad x = x(\zeta, W), \quad \forall W \in \Upsilon,
$$

be this mapping and its inverse, such that the random domain $D(W)$ is transformed into a deterministic domain $D_{\text{det}} \subseteq \mathbb{R}^d$ with the coordinates $\zeta = (\zeta_1, \ldots, \zeta_d)$. Then (2.7) is transformed into the following problem: for all $W \in \Upsilon$, find $u = u(\zeta, W)$; $\bar{D}_{\text{det}} \times \Upsilon \mapsto \mathbb{R}$ such that

$$
\mathcal{L}(\zeta, u; W) = 0, \quad \text{in } D_{\text{det}} \\
B(\zeta, u; W) = 0, \quad \text{in } \partial D_{\text{det}},
$$

(2.8)

where the operators $L$ and $B$ are transformed to $\mathcal{L}$ and $\mathcal{B}$, respectively. The problem (2.8) is a stochastic PDE in a fixed domain and we can apply all the techniques mentioned before.

3. Stationary diffusion equation with a random coefficient

We will consider a case with random coefficients that become de-correlated in distances much larger than $\epsilon$ and give the estimate for the first order corrector.

Consider the following elliptic problem

$$
- \text{div} (K_{\epsilon}(x, \omega) \nabla u_{\epsilon}) = f \quad \text{in } D \\
u_{\epsilon} = g \quad \text{on } \partial D
$$

(3.1)

where $K_{\epsilon}(x, \omega)$ is a homogeneous random field, $f$ and $g$ are non-random functions and $\epsilon$ is a small parameter. We define, for all $\omega \in \Omega$,

$$
k_{\min}(\omega) = \min_{x \in D} K_{\epsilon}(x, \omega) \quad \text{and} \quad k_{\max}(\omega) = \max_{x \in D} K_{\epsilon}(x, \omega).
$$

Here we denote as in [18] with $C^t(\bar{D})$ the space of Hölder continuous functions and with $H^{-t}(D)$ the dual space of the Sobolev space $H^t_0(D)$, for $0 < t \leq 1$. We assume $K_{\epsilon}(x, \omega) \in L^p(\Omega, C^t(\bar{D}))$, for some $0 < t < 1$ and for all $p \in (0, \infty)$, $g \in H^1(D)$ and $f \in H^{-1}(D)$. Furthermore we assume $k_{\min} > 0$ almost surely and $k_{\min}^{-1}, k_{\max} \in L^p(\Omega)$, for all $p \in (0, \infty)$. Then (3.1) has a unique solution $u_{\epsilon}$, which belongs to $L^p(\Omega, H^1_0(D))$, for all $p$ (cf.[18]). Note that the assumptions on the coefficient are fulfilled for a log-normal or Gaussian random field.
4. Homogenization

4.1. Homogenization for a deterministic diffusion problem

Let $D$ be a bounded domain in $\mathbb{R}^d$ with smooth boundary $\partial D$. Then a stationary diffusion problem reads

$$
-\text{div} \left( K \left( \frac{x}{\epsilon} \right) \nabla u_\epsilon \right) = f(x), \quad x \in D
$$

$$
u_\epsilon = g(x), \quad x \in \partial D
$$

(4.1)

where the coercive and bounded coefficient $K$ is $Y$-periodic in $\mathbb{R}^d$ with periodicity cell

$$
Y = \{ y = (y_1, \ldots, y_d) : 0 < y_i < 1 \text{ for } i = 1, \ldots, d \}
$$

and $\epsilon$ a scale parameter. If $\epsilon$ decreases, the oscillation rate of the coefficient increases. Thus it is natural to ask about the behavior of the solution $u_\epsilon$ if $\epsilon \to 0$.

4.1.1. Formal asymptotic expansion

To derive the limit problem in a formal way, one starts from the ansatz (cf. [26, 42]) that the unknown function $u_\epsilon$ has an asymptotic expansion with respect to $\epsilon$ of the form

$$
u_\epsilon(x) = \sum_{i=0}^{\infty} \epsilon^i u_i(x, y)
$$

where the coefficient functions $u_i(x, y)$ are $Y$-periodic with respect to the variable $y = \frac{x}{\epsilon}$. The derivative obeys the law

$$
\text{div} = \text{div}_x + \frac{1}{\epsilon} \text{div}_y,
$$

where the subscripts denote the partial derivatives with respect to $x$ and $y$, respectively. If we plug in the asymptotic expansion in equation (4.1) and use the law above, we get the formula

$$
-\epsilon^{-2} \text{div}_y (K(y) \nabla_y u_0(x, y))
$$

$$
-\epsilon^{-1} [\text{div}_y (K(y)[\nabla_y u_1(x, y) + \nabla_x u_0(x, y)]) + \text{div}_x (K(y)\nabla_y u_0(x, y))]
$$

$$
-\epsilon^0 [\text{div}_y (K(y)[\nabla_y u_2(x, y) + \nabla_x u_1(x, y)]) + \text{div}_x (K(y)[\nabla_y u_1(x, y) + \nabla_x u_0(x, y)])]
$$

$$
- \sum_{i=1}^{\infty} \epsilon^i [\text{div}_y (K(y)[\nabla_y u_{i+2}(x, y) + \nabla_x u_{i+1}(x, y)])
$$

$$
+ \text{div}_x (K(y)[\nabla_y u_{i+1}(x, y) + \nabla_x u_i(x, y)])]
$$

$$
= f(x)
$$

The next step consists of comparing the coefficients of the different $\epsilon$ powers on both sides of this equation. The term with $\epsilon^{-2}$ gives

$$
\text{div}_y (K(y)\nabla_y u_0(x, y)) = 0 \text{ for } (x, y) \in D \times Y.
$$

Because of the Y-periodicity the weak formulation with $u_0(x, y)$ as test function reads as follows

$$
\int_Y K(y)\nabla_y u_0(x, y) \cdot \nabla_y u_0(x, y) \, dy = 0.
$$
With the coercivity of the coefficient $K(y)$ we get
\[ \| \nabla_y u_0(x,y) \|^2_{L^2(Y)} \leq 0 \]
and therefore $u_0(x,y) = u_0(x)$ is a function of $x$ alone, independent of $y$. Using this and the term with $\epsilon^{-1}$, we obtain
\[ \text{div}_y (K(y) \nabla_y u_1(x,y)) = -\text{div}_y (K(y) \nabla_x u_0(x)) \quad \text{for } y \in Y. \]

If we use the identity
\[ \nabla_x u_0(x) = \sum_{j=1}^d e_j \frac{\partial u_0}{\partial x_j}(x) \]
we can write
\[ \text{div}_y (K(y) \nabla_y u_1(x,y)) = -\sum_{j=1}^d \frac{\partial K}{\partial y_j}(y) \frac{\partial u_0}{\partial x_j}(x) \quad \text{for } y \in Y. \]

Now, for $j = 1, \ldots, d$, we introduce the cell problem with the $Y$-periodic solution $\chi_j$
\[ -\text{div}_y (K(y)(e_j + \nabla_y \chi_j(y))) = 0 \quad \text{in } Y. \quad (4.2) \]

Using these functions $\chi_j(y)$, we find
\[ u_1(x,y) = \sum_{j=1}^d \frac{\partial u_0}{\partial x_j}(x) \chi_j(y) + u_1(x), \]
where $u_1(x)$ is some function independent of $y$, since
\[ \nabla_y u_1(x,y) = \sum_{j=1}^d \frac{\partial u_0}{\partial x_j}(x) \nabla_y \chi_j(y) \quad (4.3) \]

and
\[ \text{div}_y (K(y) \nabla_y u_1(x,y)) = \text{div}_y \left( K(y) \sum_{j=1}^d \frac{\partial u_0}{\partial x_j}(x) \nabla_y \chi_j(y) \right) \]
\[ = \sum_{j=1}^d \frac{\partial u_0}{\partial x_j}(x) \text{div}_y (K(y) \nabla_y \chi_j(y)) \]
\[ = -\sum_{j=1}^d \frac{\partial u_0}{\partial x_j}(x) \frac{\partial K}{\partial y_j}(y). \quad \text{eq. (4.2)} \]

We proceed with the $\epsilon^0$ term in the above equation. We get
\[ -\text{div}_y (K(y)[\nabla_y u_2(x,y) + \nabla_x u_1(x,y)]) - \text{div}_x (K(y)[\nabla_y u_1(x,y) + \nabla_x u_0(x)]) = f(x) \]
for \( y \in Y \), which is an equation for \( u_2 \). After integration over \( Y \) we obtain

\[
- \int_Y \text{div}_y (K(y)[\nabla_y u_2(x,y) + \nabla_x u_1(x,y)]) \, dy \\
- \int_Y K(y) \text{div}_x \nabla_y u_1(x,y) \, dy - \left( \int_Y K(y) \, dy \right) \Delta_x u_0(x) = f(x)
\]

because the volume over \( Y \) is 1. The divergence theorem applied to the first integral leads to

\[
\int_Y \text{div} (K(y)[\nabla_y u_2(x,y) + \nabla_x u_1(x,y)]) \, dy = \int_{\partial Y} \nu \cdot (K(y)\nabla_y u_2(x,y) + \nabla_x u_1(x,y)) \, d\Gamma(y)
\]

where \( \nu \) is the normal vector on \( \partial Y \). This boundary integral vanishes because of the \( Y \)-periodicity of the functions \( K(y) \), \( u_1(x,y) \) and \( u_2(x,y) \). For the second term we use equation (4.3) and get

\[
\text{div}_x \nabla_y u_1(x,y) = \sum_{i,j=1}^d \frac{\partial X_j(y)}{\partial y_i} \frac{\partial^2 u_0(x)}{\partial x_i \partial x_j}(x).
\]

In this way it follows

\[
- \sum_{i,j=1}^d K(y) \frac{\partial X_j(y)}{\partial y_i} \frac{\partial^2 u_0(x)}{\partial x_i \partial x_j}(x) - \left( \int_Y K(y) \, dy \right) \Delta_x u_0(x) = f(x).
\]

With the abbreviation

\[
K^*_{ij} = \int_Y K(y) \left( \delta_{ij} + \frac{\partial X_j(y)}{\partial y_i} \right) \, dy
\]

we get the final result

\[
- \sum_{i,j} K^*_{ij} \frac{\partial^2 u_0(x)}{\partial x_i \partial x_j}(x) = f(x).
\]

This elliptic differential equation is the homogenized limit of the equation (4.1). We simplify the notation to

\[
- \sum_{i,j} K^*_{ij} \partial_{ij} u^*(x) = f(x).
\]

### 4.2. Stochastic homogenization

Here we introduce stochastic homogenization in the classical stationary ergodic setting (cf. [16] and the references there). First we recall the concept of a homogeneous field. With \((\Omega, F, P)\) we denote a probability space and let \( \tau_x : \Omega \mapsto \Omega, x \in \mathbb{R}^d \) be a \( d \)-dimensional dynamical system, which satisfies:

1. the group property: \( \tau_0 = I_d \) and \( \tau_x \tau_{x'} = \tau_{x+x'} \), \( \forall x, x' \in \mathbb{R}^d \);
2. it preserves the measure \( \mu \) on \( \Omega \), i.e., for every \( x \in \mathbb{R}^d \), and every \( \mu \)-measurable set \( A \in \Omega \), we have \( \tau_x A \) is measurable, \( \mu(\tau_x A) = \mu(A) \);
3. for any measurable function \( h(\omega) \) on \( \Omega \), the function \( h(\tau_x \omega) \) defined on \( \Omega \times \mathbb{R}^d \) is also measurable.


We assume all functions on $\Omega$ to be $F$ measurable. With equality between random functions we mean equality almost everywhere (a.e.) with respect to the measure $P$ and often we omit the notation a.e.. A function $h(\omega)$ is called invariant if for any fixed $x \in \mathbb{R}^d$ holds $h(\tau_x \omega) = h(\omega)$. We assume that $\tau$ is ergodic, that is, if for every measurable function $f$ the following holds

$$[h(\tau_x \omega) = h(\omega) \text{ for all } x \text{ and almost all } \omega] \Rightarrow h = \text{constant a.s.} \quad (4.4)$$

A homogeneous or stationary random field is a function $h(\omega) \in L^1_{\text{loc}}(\mathbb{R}^d, L^1(\Omega))$ which satisfies

$$h(x + x', \omega) = h(x, \tau_x x' \omega) \quad \forall x' \in \mathbb{R}^d.$$

We consider the following elliptic problem

$$- \text{div} \left( K(x, \omega) \nabla u_{\epsilon} \right) = f \quad \text{in } D$$

$$u_{\epsilon} = 0 \quad \text{on } D \quad (4.5)$$

where $K(x, \omega)$ is a homogeneous ergodic random field, $f \in L^2(D)$ is a non-random function and $\epsilon$ is a small parameter (cf. (3.1)).

The behavior of the random field $u_{\epsilon}(x)$ as $\epsilon \to 0$ has been investigated under various assumptions on $K(x, \omega)$ ([42, 50, 57]). If $K(x, \omega)$ is strictly stationary and ergodic it was found that there exists $K^*$ such that if $u^*(x)$ is the solution of the deterministic Dirichlet problem

$$- \text{div} \left( K^* \nabla u^* \right) = f \quad \text{in } D$$

$$u^* = g \quad \text{on } D \quad (4.6)$$

then

$$\int_D E|u_{\epsilon} - u^*|^2 dx \to 0 \quad \text{as } \epsilon \to 0 \quad (4.7)$$

where $E$ denotes the expectation. In this case the effective coefficient is defined as

$$[K^*]_{ij} = E \left[ (\epsilon_i + \nabla \chi_i(y, \cdot))^T K(y, \cdot) e_j \right].$$

Hereby $\chi_i$ is the (unique up to a random constant) solution of

$$- \text{div} \left( K(y, \omega) (\nabla \chi_p(y, \omega) + p) \right) = 0 \quad \text{in } \mathbb{R}^d$$

$\nabla \chi_p$ is stationary

$$E[\nabla \chi_p] = 0 \quad (4.8)$$

for $p = \epsilon_i$. Furthermore holds $\chi_i \in \{ \chi \in L^2_{\text{loc}}(\mathbb{R}^d, L^2(\Omega)), \nabla \chi \in L^2_{\text{unif}}(\mathbb{R}^d, \Omega) \}$. $L^2_{\text{unif}}$ denotes the space of functions for which the $L^2$-norm on a unit ball is bounded above independently from the center of the ball (cf. [8]).

According to Birkhoff’s theorem the effective coefficient $K^*$ can be approximated by the spatial average

$$[K^*]_{ij} = \lim_{m \to \infty} \frac{1}{(2m)^d} \int_{|y| \leq m} (\epsilon_i + \nabla \chi_i(y, \cdot))^T K(y, \cdot) e_j \, dy.$$ 

This remains valid even if the coefficient is not ergodic then the effective coefficient is a random matrix, in general.

Note that in general in [13] the stationarity is fulfilled for the gradient $\nabla \chi_p$ of the solution only, but not for the solution itself.
4.3. Numerical homogenization

In this section we describe numerical homogenization procedures. For practical reasons we solve (4.8) in a bounded domain $Y_{x}^{\rho}$ instead of the abstract space $\mathbb{R}^d$. For a.e. $\omega$ we consider a numerical homogenization procedure as follows. Given a representative volume centered at a macroscopic point $x$ with size $\rho$, $Y_{x}^{\rho} = (x - \rho/2, x + \rho/2)^d$, the local problem

$$\text{div}(K(x,y,\omega)\nabla \chi_i) = 0, \quad \text{in} \quad Y_{x}^{\rho}, \quad i = 1, \ldots, d,$$

is solved subject to some boundary conditions. The boundary conditions are not very essential if there is a scale separation. For simplicity we will consider Dirichlet boundary conditions for the local problem

$$\chi_i = y_i \text{ on } \partial Y_{x}^{\rho}.$$ 

Additionally it is possible to use Neumann or periodic boundary conditions (see [16, 43]). Then the homogenized coefficients are computed as

$$K^\ast_{\rho}(x,\omega)e_i = \frac{1}{\rho^d} \int_{Y_{x}^{\rho}} K(x,y,\omega)\nabla \chi_i,$$

where $e_i$ ($i = 1, \ldots, d$) is a unit vector in the direction $i$. This procedure is repeated at every macroscopic point (see Figure 1 for illustration). It is known ([53]) that

$$\lim_{\rho \to \infty} K^\ast_{\rho}(x,\omega) = K^\ast(x),$$

almost surely, and for almost all $x$ (cf. [16]).

Note that it is convenient to rescale (4.9), such that

$$\text{div}(K(x,y_{\epsilon},\omega)\nabla \chi_i) = 0, \quad \text{in} \quad Y_{x}^{\rho_{\epsilon}}, \quad i = 1, \ldots, d,$$

with a rescaled domain $Y_{x}^{\rho_{\epsilon}}$ for $\eta = \rho \epsilon$. For a fixed $\eta > 0$ the approximated coefficient $K^\ast_{\eta}$ converges for $\epsilon \to 0$ to $K^\ast$ a.s. and for $\eta \to \infty$ analogously. We denote the local homogenization procedure by $\mathcal{H}_{\eta}$, i.e.,

$$K^\ast_{\eta}(x,\omega) = \mathcal{H}_{\eta}(K(x,y_{\epsilon},\omega)).$$
i.e., with the solution of (4.12) we have
\[ e_j \cdot K_\eta^*(x, \omega)e_i = \frac{1}{\eta^d} \int_{Y_\eta^d} \nabla \chi_j \cdot K(x, y, \omega) \nabla \chi_i. \] (4.13)

To give a precise convergence rate another condition besides the ergodicity is needed. If one assumes that the matrix \( K(x, \omega) \) decorrelates at large distances, then one can obtain a convergence rate. This is briefly mentioned in the next section.

### 4.4. Estimation of the rate of convergence

We briefly mention some results of the rate of convergence if the coefficient is an ergodic random field and satisfies a uniform mixing condition. More details can be found in [16, 57].

First we introduce the uniform mixing condition. Be \( A_j \) a subset of \( \mathbb{R}^d \). With \( \Phi(A_j) \) we denote the \( \sigma \)-algebra generated by the random field \( K(\xi, \cdot), x \in A_j \). The family of \( \sigma \)-algebras \( \Phi(A_j), A_j \subset \mathbb{R}^d \) satisfies the condition of uniformly mixing, if
\[ |E(\xi \vartheta - E\xi E\vartheta)| \leq b(q)(E\xi^2)^{1/2}(E\vartheta^2)^{1/2} \] (4.14)
where the random quantity \( \xi \) is \( \Phi(A_j) \) measurable and \( \vartheta \) is \( \Phi(A_i) \) measurable, and \( q = \inf\{|x - y|, x \in A_j, y \in A_i\} \) for \( i \neq j \). Note we denote the Euclidian norm with \( |\cdot| \), as well as the absolute value. In the following we assume in addition to ergodicity that this condition is fulfilled for the coefficient \( K(x, \omega) \) with
\[ b(q) \leq C \frac{q^k}{q^{k+1}} \] (4.15)
for some \( k > 0 \). That means that the coefficient decorrelates at large distances. We note that (4.14) and (4.15) imply strong mixing for the coefficients \( K \). It has been shown in [16] that
\[ E(\|K_\eta^* - K^*\|^2) \leq C \left( \frac{\epsilon}{\eta} \right)^\beta \] (4.16)
for some \( \beta > 0 \) and \( C > 0 \) that depend on the correlation rate, but are independent of \( \eta \) and \( \epsilon \), and where \( \|\cdot\| \) denotes any norm of the \( d \times d \) matrices.

To proof this one introduces a 'penalized' or 'disturbed' problem in \( \mathbb{R}^d \)
\[ -\text{div} (K(y, \omega)\nabla \chi^\kappa) + \kappa \chi^\kappa = \text{div} K(y, \omega) \] (4.17)
with \( \kappa > 0 \). In comparison to (4.8) this problem has a unique solution \( \chi^\kappa \in (H^1_{loc}(\mathbb{R}^d))^d \) which is stationary not only in its gradient. With \( \chi^{\kappa,\rho} \) we denote the solution of (4.17) in \( Y_\rho = (0, \rho)^d \) and define
\[ K_\kappa^* = \frac{1}{\rho^d} \int_{Y_\rho} K(y, \omega)(\nabla \chi^\kappa + Id) \]
\[ K_{\rho,\kappa}^* = \frac{1}{\rho^d} \int_{Y_\rho} K(y, \omega)(\nabla \chi^{\kappa,\rho} + Id). \]
By choosing \( \kappa \) appropriate and with
\[ E(\|K_\rho^* - K^*\|^2) \leq E(\|K_\kappa^* - K^*\|^2) + E(\|K_{\rho,\kappa}^* - K_{\rho}^*\|^2) + E(\|K_\rho^* - K_{\rho}^*\|^2) \]
one can show (cf. [16])
\[ E(\|K_\rho^* - K^*\|^2) \leq C \rho^{-\beta} \]
and with \( \rho = \frac{\epsilon}{\eta} \) we have (4.16).
Part I.
Using Karhunen-Loève expansion for numerical homogenization

In this part we consider the Karhunen-Loève expansion (cf. [46]) in a multiscale context. This expansion is widely used to sample random fields with a given distribution (e.g., [4, 47]). We use it in Part II and III to generate realizations of the stochastic coefficient. Here we use the Karhunen-Loève expansion in combination with a polynomial chaos expansion ([55, 54]) as in the work of Frauenfelder et al. ([33]) to reduce the stochastic problem to many deterministic problems. In particular we reduce the stochastic cell problems to deterministic ones to approximate the mean of the effective coefficient. In the next section we introduce two ways to approximate the mean of the homogenized matrix: The first one is based on a standard Monte Carlo approach. In the second one we reduce the high dimensional stochastic equations to many deterministic problems. This reduction is done by a combination of a Karhunen-Loève expansion and a polynomial chaos expansion. In the numerics we compare these two approaches. To compute the Karhunen-Loève expansion of a given random field, the eigenpairs of the covariance operator are required. Because they are in general analytically unknown one has to solve large systems of equations. To overcome this problem we show how to approximate a general covariance matrix with hierarchical matrices ([37]). A similar approach can be found in ([44]). In Section 6 we introduce the problem types, which we consider in the numerics (cf. Sec. 9). We solve the problems with a cell-centered finite volume method introduced in Section 7. We conclude this part with numerical results (cf. Sec. 9).

5. Diffusion with a stochastic coefficient

We consider a microscale problem with a stochastic coefficient \(K(\frac{x}{\varepsilon}, \omega)\):

\[
-\text{div} \left( K(\frac{x}{\varepsilon}, \omega) \nabla u_\epsilon(x, \omega) \right) = f(x), \quad x \in D
\]

\[
u_\epsilon = g, \quad x \in \partial D
\]

for \(P\) a.e. \(\omega \in \Omega\), with a \(\sigma\)-finite probability space \((\Omega, F, P)\). We assume that the known information about the coefficient includes its expected value \((y = \frac{1}{2})\)

\[
E_K(y) := E[K(y, \omega)] = \int_{\Omega} K(y, \omega) dP(\omega)
\]

and its covariance function

\[
cov(y, y') := E[K(y, \omega)K(y', \omega)] - E[K(y, \omega)]E[K(y', \omega)].
\]

In the deterministic case we achieve a macroscale problem with an effective tensor \(K^*\) via homogenization. To determine \(K^*\) we have to solve appropriate cell problems. In the following sections we present two approaches to approximate the expectation of the tensor \(K^*\). In the first ansatz we compute the upscaled tensor via Monte Carlo simulation. In the second one we use the Karhunen-Loève expansion of the random field \(K(y, \omega)\).
5.1. Monte Carlo simulation

For each sample $K_n^{MC}(y) = E_K(y) + X_n$ we determine the upscaled tensor $K_n^{MC}$. Here, $X_n$ denotes a random variable with the given covariance and with the expected value equal to zero. As approximation of the homogenized coefficient we use $K_N^{MC}$, the empirical expectation of $K_n^{MC}$.

5.1.1. Cell problem

In this case we consider a cell problem with $K_n^{MC}(y) = E_K(y) + X_n$ as coefficient. It reads in $i^{th}$ direction ($i = 1, \cdots, d$):

$$-\text{div} \left( K_n^{MC}(y) \nabla \chi_{MC,n}^i(y) \right) = 0, \quad y \in Y$$

$$\chi_{MC,n}^i = y \cdot e_i, \quad y \in \partial Y.$$  (5.1)

As in the deterministic case the upscaled tensor is determined by

$$(K_n^{MC})_{ij} = \int_Y \nabla \chi_{MC,n}^i(y) \cdot K_n^{MC}(y) \nabla \chi_{MC,n}^j(y) \, dy.$$  (5.2)

As an upscaled tensor of the stochastic problem we use the arithmetic mean

$$K_N^{MC} = \frac{1}{N} \sum_{n=1}^{N} K_n^{MC},$$

where $N$ denotes the number of realizations.

5.2. Karhunen-Loève expansion

The second approach is based on the work of Frauenfelder, Schwab and Todor (cf. [33]). Here we use the Karhunen-Loève expansion of the stochastic coefficient $K(y, \omega)$ in the unit cell $Y$:

$$K^{KL}(y, \omega) = E_K(y) + \sum_{m=1}^{\infty} \sqrt{\lambda_m} \phi_m(y) X_m(\omega),$$  (5.3)

where the random variables $X_m$ are centered at 0 and pairwise uncorrelated. In addition we assume independence of the random variables and $\|X_m\|_{L^\infty(\Omega, d\rho)} \leq c_x \in \mathbb{R}$, $\forall m \in \mathbb{N}$. With $(\lambda_m, \phi_m)_{1 \leq m \leq \infty}$ we denote the sequence of eigenpairs of the covariance operator $(K\phi)(y) = \int_Y \text{cov}(y, y') \phi(y') \, dy'$, i.e., they fulfill

$$\int_{Y \times Y} \text{cov}(y, y') \phi_m(y') v(y) \, dy' \, dy = \lambda_m \int_Y \phi_m(y) v(y) \, dy \quad \forall v \in L^2(Y).$$

5.2.1. Discrete Karhunen-Loève expansion

Let $\{S_h\}_{h \geq 0} \subseteq L^2(Y)$ denote a family of finite element (FE) spaces with mesh width $h$. The discrete eigenproblem reads:

$$\int_{Y \times Y} \text{cov}(y, y') \phi^h_m(y') v(y) \, dy' \, dy = \lambda_m^h \int_Y \phi^h_m(y) v(y) \, dy \quad \forall v \in S_h.$$  (5.4)
If $\tilde{N}$ is the dimension of the FE space and $\varphi_n \in S_h$, $1 \leq n \leq \tilde{N}$, a basis of $S_h$, (5.4) is equivalent to
\[
\int_{Y \times Y} \text{cov}(y, y') \phi_n^h(y') \varphi_n(y) \, dy' \, dy = \lambda_n^h \int_Y \phi_n^h(y) \varphi_n(y) \, dy, \quad 1 \leq n \leq \tilde{N}.
\]
Additionally we write $\phi_n^h$ as a sum of the basis functions
\[
\phi_n^h(y) = \sum_{j=1}^{\tilde{N}} \Phi_{nj} \varphi_j(y).
\]
Then the problem reads as follows:
\[
\sum_{j=1}^{\tilde{N}} \Phi_{mj} \int_{Y \times Y} \text{cov}(y, y') \varphi_j(y') \varphi_n(y) \, dy' \, dy = \lambda_n^h \sum_{j=1}^{\tilde{N}} \Phi_{mj} \int_Y \varphi_j(y) \varphi_n(y) \, dy, \quad 1 \leq n \leq \tilde{N},
\]
thus we require the solution of the dense matrix eigenproblem
\[
K \Phi_m = \lambda_n^h M \Phi_m,
\]
with
\[
(K)_{ij} = \int_{Y \times Y} \text{cov}(y, y') \varphi_j(y') \varphi_i(y) \, dy' \, dy,
\]
\[
(M)_{ij} = \int_Y \varphi_j(y) \varphi_i(y) \, dy.
\]
These matrices are symmetric and positive semi-definite. If we choose an orthogonal basis $\varphi_n \in S_h$, $M$ is diagonal. Then we achieve by multiplying with $M^{-1/2}$
\[
M^{-1/2} K \Phi_m = \lambda_n^h M^{1/2} \Phi_m,
\]
and finally
\[
\tilde{K} \tilde{\Phi}_m = \lambda_n^h \tilde{\Phi}_m,
\]
with $\tilde{K} = M^{-1/2} K M^{-1/2}$ and $\tilde{\Phi}_m = M^{1/2} \Phi_m$.

5.2.2. Cell problem

By
\[
K^{KL}_M(y, \omega) = E_K(y) + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m(y) X_m(\omega)
\]
we denote the truncated Karhunen-Loève expansion of the stochastic coefficient. With $\tilde{K}^{KL}_M$ we associate the $(M, 1)$ polynomial chaos expansion
\[
\tilde{K}^{KL}_M(y, z) = \tilde{K}^{KL}_M(y, z_1, z_2, \ldots, z_M) = E_K(y) + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m(y) z_m.
\]
We use this coefficient for the cell problem
\[
-\text{div} \left( \tilde{K}^{KL}_M(y, z) \nabla \chi^{KL}_M(y, z) \right) = 0, \quad y \in Y, z \in I^M = \left[ -\frac{1}{2}, \frac{1}{2} \right]^M
\]
\[
\chi^{KL}_M = y \cdot e_i, \quad y \in \partial Y.
\]
In the following we consider the equivalent formulation
\[-\text{div} \left( \tilde{K}_L^M(y, z) \left( \nabla \chi_{KL}^L(y, z) + e_i \right) \right) = 0, \quad y \in Y, \ z \in I^M = \left[ -\frac{1}{2}, \frac{1}{2} \right]^M \] (5.9)
with \( \tilde{\chi}_{KL}^L = \chi_{KL}^L - y \cdot e_i \).

This is a high dimensional deterministic problem where we can calculate the upscaled coefficient. However, instead of finite elements or volumes we approximate the solution w.r.t. \( z \) via polynomials. Therefore we define, for \( r \in \mathbb{N}_0 \), the space of polynomials of degree at most \( r \),
\[ P_r := \text{span} \{1, t, t^2, \ldots, t^r\} \subseteq L^2(I) \]
and, for \( r = (r_1, r_2, \ldots, r_M) \in \mathbb{N}_0^M \), a polynomial space by
\[ P_r := P_{r_1} \otimes P_{r_2} \otimes \cdots \otimes P_{r_M} \subseteq L^2(I^M). \]
This semi-discretization can be solved with each polynomial basis of \( P_r \). Because in general it is a coupled system of deterministic equations the computational costs are high. In order to reduce these we make the following ansatz to decouple the problem: We denote for \( 1 \leq m \leq M \) and \( r_m \in \mathbb{N}_0 \), by \( (\mu_j^{r_m}, P_j^{r_m})_{0 \leq j \leq r_m} \) the eigenpairs of the symmetric bilinear form
\[ (u, v) \rightarrow \int_{-1/2}^{1/2} u(t)v(t) t \, d \rho_m(t) \]
over \( \mathcal{P}_{r_m} := \text{span}\{1, t, t^2, \ldots, t^{r_m}\} \). Let the eigenpairs be orthonormal w.r.t. to the weight \( \rho_m \).

Thereby we denote by \( \rho_m \) the law of the random variable \( X_m \),
\[ \rho_m(B) := P(X_m \in B) \quad \text{for any Borel set } B \subseteq I \]
and, for all \( M \geq 1 \), we define a probability measure on \( I^M \) by
\[ \rho := \rho_1 \times \rho_2 \times \cdots \times \rho_M \]
The eigenproblem reads
\[ \int_I P(t) \psi_j(t) t \, d \rho_m(t) = \mu \int_I P(t) \psi_j(t) d \rho_m(t) \quad \forall 0 \leq j \leq r_m, \] (5.10)
with the solution \( (\mu, P(t)) \in \mathbb{R} \times \mathcal{P}_{r_m} \) where \( \{\psi_j\}_{0 \leq j \leq r_m} \) is a basis of \( \mathcal{P}_{r_m} \).
If we write \( P \) as a sum of the polynomial basis, i.e.,
\[ P(t) = \sum_{i=0}^{r_m} p_i \psi_i(t), \]
we obtain
\[ \sum_{i=0}^{r_m} p_i \int_I \psi_i(t) \psi_j(t) t \, d \rho_m(t) = \mu \sum_{i=0}^{r_m} p_i \int_I \psi_i(t) \psi_j(t) d \rho_m(t) \quad \forall 0 \leq j \leq r_m. \]
In matrix form the eigenproblem reads
\[ A p = \mu B p, \]
with the vector of coefficients \( p := (p_0, p_1, \ldots, p_{r_m})^T \), and the matrices
\[
(A)_{ij} := \int_I \psi_i(t) \psi_j(t) \, d\rho_m(t) \quad \text{and} \quad (B)_{ij} := \int_I \psi_i(t) \psi_j(t) \, d\rho_m(t).
\]

On \( \mathbb{N}_0^M \) we define the partial ordering
\[
\mathbf{j} \leq \mathbf{r} \iff j_m \leq r_m, \quad \forall 1 \leq m \leq M, \quad (5.11)
\]

\( \forall \; \mathbf{j} = (j_1, j_2, \ldots, j_M), \; \mathbf{r} = (r_1, r_2, \ldots, r_M) \in \mathbb{N}_0^M \) for notational convenience. We further set
\[
P^\mathbf{j}_r(z) := P^r_{j_1}(z_1) P^r_{j_2}(z_2) \cdots P^r_{j_M}(z_M) \quad \text{for } \mathbf{j} \leq \mathbf{r}.
\]

Then \( \{P^\mathbf{j}_r\}_{\mathbf{j} \leq \mathbf{r}} \) is the basis of \( P_\mathbf{r} \) we use to decouple the semi discrete problem.

We find (cf. [33], proposition 4.17):

**Theorem 5.1**

For a given \( \mathbf{r} \in \mathbb{N}_0^M \), let \( \chi^{KL}_{i\mathbf{j}} \) be the solution of (5.8) (polynomial approximation w.r.t. second variable \( z \)). For every multi index \( \mathbf{j} \leq \mathbf{r} \) we denote by \( \tilde{\chi}^{KL}_{i\mathbf{j}} \) the solution of the deterministic problem
\[
-\text{div} \left( K^{KL}_{rM}(y) \nabla \tilde{\chi}^{KL}_{i\mathbf{j}}(y) \right) = f^{KL}_{i\mathbf{j}}(y), \quad y \in Y,
\]
\[
\tilde{\chi}^{KL}_{i\mathbf{j}} = 0, \quad y \in \partial Y. \tag{5.12}
\]

with
\[
K^{KL}_{rM}(y) := E_K(y) + \sum_{m=1}^{M} \sqrt{\lambda_m \phi_m(y)} \mu^r_m \tag{5.13}
\]
\[
\tilde{K}^{KL}_{rM}(y) := E_K(y) + \sum_{m=1}^{M} \sqrt{\lambda_m \phi_m(y)} \int_I P^r_{j_m}(z_m) z_m \, d\rho_m(z_m) \tag{5.14}
\]
\[
P^\mathbf{j}_r := \int_I P^r_{j_m}(z_m) \, d\rho(z) = \prod_{m=1}^{M} \int_I P^r_{j_m}(z_m) \, d\rho_m(z_m) \tag{5.15}
\]
\[
f^{KL}_{i\mathbf{j}}(y) := P^\mathbf{j}_r \text{ div} \left( e_i \cdot \tilde{K}^{KL}_{rM}(y) \right) \tag{5.16}
\]

Then
\[
\chi^{KL}_{i\mathbf{j}}(y, z) = \sum_{\mathbf{j} \leq \mathbf{r}} \tilde{\chi}^{KL}_{i\mathbf{j}}(y) P^\mathbf{j}_r(z) + y \cdot e_i. \tag{5.17}
\]

So we have to solve a deterministic cell problem in each direction for a given \( \mathbf{r} \in \mathbb{N}_0^M \) for every multi index \( \mathbf{j} \leq \mathbf{r} \).

Next we determine the expected value of the upscaled coefficient
\[
(K^{*KL}(z))_{ik} = \int_Y \nabla \chi^{KL}_{i\mathbf{j}} \cdot \tilde{K}^{KL}_{rM}(y, z) \nabla \chi^{KL}_{k\mathbf{j}} \, dy.
\]
\[
E[(K^{*KL}(z))_{1k}]
\approx \int_{I_M} e_l K^{*KL}(z) e_k d\rho(z)
= \int_{I_M} \int_Y \nabla \chi^{KL}_I \cdot \hat{K}^{KL}_M (y, z) \nabla \chi^{KL}_k \ dy \ d\rho(z)
\]

**eq 5.11**
\[
\begin{align*}
&= \int_{I_M} \int_Y \nabla \left( \sum_{j \leq r} \chi^{KL}_{I_{ij}} (y) P^r_j (z) + y \cdot e_l \right) \\
&\quad \cdot \hat{K}^{KL}_M (y, z) \nabla \left( \sum_{j \leq r} \chi^{KL}_{K_{ij}} (y) P^r_j (z) + y \cdot e_k \right) \ dy \ d\rho(z) \\
&= \int_{I_M} \int_Y \left( \sum_{j \leq r} \nabla \chi^{KL}_{I_{ij}} (y) P^r_j (z) + e_l \right) \\
&\quad \cdot \hat{K}^{KL}_M (y, z) \left( \sum_{j \leq r} \nabla \chi^{KL}_{K_{ij}} (y) P^r_j (z) + e_k \right) \ dy \ d\rho(z) \\
&= \int_{I_M} \int_Y \left[ \left( \sum_{j \leq r} \nabla \chi^{KL}_{I_{ij}} (y) P^r_j (z) \right) \cdot \hat{K}^{KL}_M (y, z) \left( \sum_{j \leq r} \nabla \chi^{KL}_{K_{ij}} (y) P^r_j (z) \right) \\
&\quad + e_l \cdot \hat{K}^{KL}_M (y, z) e_k + \left( \sum_{j \leq r} \nabla \chi^{KL}_{I_{ij}} (y) P^r_j (z) \right) \cdot \hat{K}^{KL}_M (y, z) e_k \\
&\quad + e_l \cdot \hat{K}^{KL}_M (y, z) \left( \sum_{j \leq r} \nabla \chi^{KL}_{K_{ij}} (y) P^r_j (z) \right) \right] \ dy \ d\rho(z)
\end{align*}
\]

\[=: I_1 + I_2 + I_3 + I_4.
\]

In the following we consider each integral separately. We start with the second one.

\[
I_2 = \int_{I_M} \int_Y e_l \cdot \hat{K}^{KL}_M (y, z) e_k \ dy \ d\rho(z)
\]
\[
= \int_Y e_l \cdot \left( E_K(y) \int_{I_M} 1 \ d\rho(z) + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m (y) \int_{I_M} z_m \ d\rho(z) \right) e_k \ dy
\]
\[
= \int_Y e_l \cdot \left( E_K(y) \prod_{m=1}^M \int_{I_M} 1 \ d\rho_m (z_m) + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m (y) \int_{I_M} z_m \ d\rho_m (z_m) \right) e_k \ dy
\]
\[
= \int_Y e_l \cdot E_K (y) e_k \ dy
\]
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\[ = \delta_{ik} \int_Y E_K(y) \, dy. \]

For the first term \( I_1 \) we use the ortho-normality of \( P_{jm}^m \), i.e.,

\[ \int_I P_{jm}^m(z_m) \rho_m(z_m) \, dp_m(z_m) = \delta_{i_m j_m} \]

and the equation of the corresponding eigenproblem with \( P_{jm}^m \) as test function, i.e.,

\[ \int_I P_{jm}^m(z_m) \rho_m(z_m) \, dp_m(z_m) = \mu_{jm}^m \int_I P_{jm}^m(z_m) P_{jm}^m(z_m) \, dp_m(z_m) = \mu_{jm}^m \delta_{j_m j'_m}. \]

Furthermore we first consider

\[ I_5 := \int_{I^M} P^r_j(z) \tilde{K}^{KL}_M(y, z) P^r_j(z) \, dp(z) \]

\[ = \int_{I^M} \prod_{m'=1}^M P_{jm'}^m(z_{m'}) \left( E_K(y) + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m(y) z_m \right) \prod_{m'=1}^M P_{jm'}^m(z_{m'}) \, dp(z) \]

\[ = E_K(y) \delta_{j\bar{y}} + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m(y) \int_I P_{jm}^m(z_m) P_{jm}^m(z_m) \, dp_m(z_m) \]

\[ \prod_{m'=1}^M \int_I P_{jm'}^m(z_{m'}) P_{jm'}^m(z_{m'}) \, dp_m(z_m) \]

\[ = E_K(y) \delta_{j\bar{y}} + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m(y) \int_I P_{jm}^m(z_m) P_{jm}^m(z_m) \, dp_m(z_m) \prod_{m'=1}^M \delta_{j_m j'_m} \]

\[ = \left( E_K(y) + \sum_{m=1}^M \sqrt{\lambda_m} \phi_m(y) \mu_{jm}^m \right) \delta_{j\bar{y}} \]

\[ = K_{KL}^{KL}_M(y(z)) \delta_{j\bar{y}}. \]

Therefore for \( I_1 \) we find

\[ I_1 = \int_I \int_Y \left( \sum_{j \leq r} \nabla \chi_{L,j}(y), P_j^r(z) \right) \cdot \tilde{K}^{KL}_M(y, z) \left( \sum_{j \leq r} \nabla \chi_{K,L,j}^r(y), P_j^r(z) \right) \, dy \, dp(z) \]
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\[
= \int_{Y} \left( \sum_{j \leq r} \int_{I_{M}} \nabla \zeta_{i,j}^{KL}(y)P_{j}^{r}(z) \cdot \tilde{K}_{M}^{KL}(y,z) \left( \sum_{j' \leq r} \nabla \phi_{i,j'}^{KL}(y)P_{j'}^{r}(z) \right) \right) dy \\
= \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot \left( \sum_{j' \leq r} \int_{I_{M}} P_{j'}^{r}(z) \cdot \tilde{K}_{M}^{KL}(y,z) \right) P_{j}^{r}(z) \cdot \nabla \phi_{i,j}^{KL}(y) dy \\
= \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot K_{M}^{KL,j}(y) \nabla \phi_{i,j}^{KL}(y) dy.
\]

The last two integrals are nearly the same; only the indices differ. That is why we consider \( I_{3} \) only.

\[
I_{3} = \int_{I_{M}} \int_{Y} \left( \sum_{j \leq r} \nabla \zeta_{i,j}^{KL}(y)P_{j}^{r}(z) \right) \cdot \tilde{K}_{M}^{KL}(y,z)e_{k} dy d\rho(z) \\
= \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot \int_{I_{M}} P_{j}^{r}(z) \tilde{K}_{M}^{KL}(y,z) d\rho(z) e_{k} dy \\
eq \left( eq. 5.7 \right) \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot \int_{I_{M}} P_{j}^{r}(z) \left( E_{K}(y) + \sum_{m=1}^{M} \sqrt{\lambda_{m}} \phi_{m}(y)z_{m} \right) d\rho(z) e_{k} dy \\
eq \left( eq. 5.13 \right) \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot \tilde{K}_{M}^{KL,j}(y) e_{k} dy.
\]

Therefore for the expected value of the upscaled coefficient we obtain

\[
\int_{I_{M}} e_{l} \cdot K_{M}^{KL}(z)e_{k} d\rho(z) \\
= \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot K_{M}^{KL,j}(y) \nabla \phi_{i,j}^{KL}(y) dy + \delta_{l,k} \int_{Y} E_{K}(y) dy \\
+ \sum_{j \leq r} \tilde{P}_{j}^{r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot \tilde{K}_{M}^{KL,j}(y) e_{k} dy + \sum_{j \leq r} \tilde{P}_{j}^{r} \int_{Y} \nabla \phi_{i,j}^{KL}(y) \cdot \tilde{K}_{M}^{KL,j}(y) e_{l} dy \\
= \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot K_{M}^{KL,j}(y) \nabla \phi_{i,j}^{KL}(y) dy + \delta_{l,k} \int_{Y} E_{K}(y) dy \\
+ \sum_{j \leq r} \tilde{P}_{j}^{r} \int_{Y} \tilde{K}_{M}^{KL,j}(y) \left( \nabla \zeta_{i,j}^{KL}(y) \cdot e_{k} + \nabla \phi_{i,j}^{KL}(y) \cdot e_{l} \right) dy.
\]

The first term

\[
\tilde{K}_{M}^{KL,j}(y) := \sum_{j \leq r} \int_{Y} \nabla \zeta_{i,j}^{KL}(y) \cdot K_{M}^{KL,j}(y) \nabla \phi_{i,j}^{KL}(y) dy
\]

is the sum of the upscaled coefficients of the deterministic problems.

With the notation \( \int_{Y} E_{K}(y) dy = \bar{E}_{K} \) we end with
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\[
\int_{I^M} e_i K^{*KL}(z) e_k \, dp(z) \\
= \tilde{K}^{KL}_{det} + \delta_{iK} E_K + \sum_{j \leq r} P^r_j \int_Y \tilde{K}^{KL}_{M}(y) \left( \nabla \chi_{i,j}^{KL}(y) \cdot e_k + \nabla \chi_{i,k}^{KL}(y) \cdot e_l \right) \, dy.
\]

If we translate the solution \( \tilde{\chi}_{i,j}^{KL}(y) \) to nonzero boundary condition, i.e., if we consider
\[
\tilde{\chi}_{i,j}^{KL}(y) := \tilde{\chi}_{i,j}^{KL}(y) + y \cdot e_i,
\]
we get
\[
\int_{I^M} e_i \cdot K^{*KL}(z) e_k \, dp(z)
= \int_{I^M} \int_Y \nabla \chi_i \cdot \tilde{K}^{KL}_{M}(y) \nabla \chi_k \, dy \, dp(z)
\]
eq \int_{I^M} \int_Y \left( \sum_{j \leq r} \left( \tilde{\chi}_{i,j}^{KL}(y) - y \cdot e_i \right) P^r_j(z) + y \cdot e_i \right)
\cdot \tilde{K}^{KL}_{M}(y) \, dy \left( \sum_{j \leq r} \left( \tilde{\chi}_{k,j}^{KL}(y) - y \cdot e_k \right) P^r_j(z) + y \cdot e_k \right) \, dy \, dp(z)
= \int_{I^M} \int_Y \left( \sum_{j \leq r} \nabla \tilde{\chi}_{i,j}^{KL}(y) P^r_j(z) - \sum_{j \leq r} e_i P^r_j(z) + e_i \right)
\cdot \tilde{K}^{KL}_{M}(y) \left( \sum_{j \leq r} \nabla \tilde{\chi}_{k,j}^{KL}(y) P^r_j(z) - \sum_{j \leq r} e_k P^r_j(z) + e_k \right) \, dy \, dp(z)
= \int_{I^M} \int_Y \left( \sum_{j \leq r} \nabla \tilde{\chi}_{i,j}^{KL}(y) P^r_j(z) \cdot \tilde{K}^{KL}_{M}(y, z) \sum_{j \leq r} \nabla \tilde{\chi}_{k,j}^{KL}(y) P^r_j(z)
- \sum_{j \leq r} \nabla \tilde{\chi}_{i,j}^{KL}(y) P^r_j(z) \cdot \tilde{K}^{KL}_{M}(y,z) \sum_{j \leq r} e_k P^r_j(z)
+ \sum_{j \leq r} \nabla \tilde{\chi}_{i,j}^{KL}(y) P^r_j(z) \cdot \tilde{K}^{KL}_{M}(y,z) e_k
- \sum_{j \leq r} e_i P^r_j(z) \cdot \tilde{K}^{KL}_{M}(y,z) \sum_{j \leq r} \nabla \tilde{\chi}_{k,j}^{KL}(y) P^r_j(z)
+ \sum_{j \leq r} e_i P^r_j(z) \cdot \tilde{K}^{KL}_{M}(y,z) \sum_{j \leq r} e_k P^r_j(z)
- \sum_{j \leq r} e_i P^r_j(z) \cdot \tilde{K}^{KL}_{M}(y,z) e_k
+ e_i \cdot \tilde{K}^{KL}_{M}(y,z) \sum_{j \leq r} \nabla \tilde{\chi}_{k,j}^{KL}(y) P^r_j(z)
- e_i \cdot \tilde{K}^{KL}_{M}(y,z) \sum_{j \leq r} e_k P^r_j(z) + e_i \cdot \tilde{K}^{KL}_{M}(y,z) e_k \right) \, dy \, dp(z).
With our previous notation (\( \hat{I}_i \) means dependency on \( \hat{\chi}_{i,j} \) instead of \( \bar{\chi}_{i,j} \)) we get

\[
\int_{\mathcal{M}} e_l \cdot K^{*KL}(z) e_k \, d\rho(z)
\]

\[
= \hat{I}_1 - \int_\mathcal{M} \int_Y \sum_{j \leq r} \nabla \hat{\chi}_{i,j}^{KL}(y) P_f^j(z) \cdot \hat{K}^{KL}_{M}(y, z) \sum_{j' \leq r} e_k P_f^{j'}(z) \, dy \, d\rho(z)
\]

\[
+ \hat{I}_3 - \int_\mathcal{M} \int_Y \sum_{j \leq r} e_l P_f^j(z) \cdot \hat{K}^{KL}_{M}(y, z) \sum_{j' \leq r} \nabla \hat{\chi}_{i,j'}^{KL}(y) P_f^{j'}(z) \, dy \, d\rho(z)
\]

\[
+ \int_\mathcal{M} \int_Y \sum_{j \leq r} e_l P_f^j(z) \cdot \hat{K}^{KL}_{M}(y, z) \sum_{j' \leq r} e_k P_f^{j'}(z) \, dy \, d\rho(z)
\]

\[
- \int_\mathcal{M} \int_Y \sum_{j \leq r} e_l P_f^j(z) \cdot \hat{K}^{KL}_{M}(y, z) e_k \, dy \, d\rho(z) + \hat{I}_4
\]

\[
= \hat{I}_1 + \hat{I}_2 + \hat{I}_3 + \hat{I}_4
\]

\[
- \sum_{j \leq r} \sum_{j' \leq r} \int_Y \nabla \hat{\chi}_{i,j}^{KL}(y) \cdot \left( \int_\mathcal{M} P_f^j(z) \hat{K}^{KL}_{M}(y, z) P_f^{j'}(z) \, dy \right) e_k \, dy
\]

\[
- \sum_{j \leq r} \sum_{j' \leq r} \int_Y e_l \cdot \left( \int_\mathcal{M} P_f^j(z) \hat{K}^{KL}_{M}(y, z) P_f^{j'}(z) \, dy \right) \nabla \hat{\chi}_{i,j'}^{KL}(y) \, dy
\]

\[
+ \sum_{j \leq r} \sum_{j' \leq r} \int_Y e_l \cdot \left( \int_\mathcal{M} P_f^j(z) \hat{K}^{KL}_{M}(y, z) P_f^{j'}(z) \, dy \right) e_k \, dy
\]

\[
- 2\sum_{j \leq r} \int_Y e_l \cdot \left( \int_\mathcal{M} P_f^j(z) \hat{K}^{KL}_{M}(y, z) P_f^{j'}(z) \, dy \right) e_k \, dy
\]

\[
= \hat{I}_1 + \hat{I}_2 + \hat{I}_3 + \hat{I}_4
\]

\[
- \sum_{j \leq r} \int_Y \nabla \hat{\chi}_{i,j}^{KL}(y) \cdot K^{KL}_{M}(y) e_k \, dy - \sum_{j \leq r} \int_Y e_l \cdot K^{KL}_{M}(y) \nabla \hat{\chi}_{i,j}^{KL}(y) \, dy
\]

\[
+ \sum_{j \leq r} \int_Y e_l \cdot K^{KL}_{M}(y) e_k \, dy - 2\sum_{j \leq r} \int_Y e_l \cdot P_f^j K^{KL}_{M}(y) e_k \, dy
\]

If we insert the previous calculated integrals and use the notation

\[
\hat{K}^{KL}_{det} := \sum_{j \leq r} \int_Y \nabla \hat{\chi}_{i,j}^{KL}(y) \cdot K^{KL}_{M}(y) \nabla \hat{\chi}_{i,j}^{KL}(y) \, dy,
\]

we obtain
\[
\int_{I_M} e_l \cdot K^{*KL}(z)e_k \, dp(z) = K_{det}^{KL} + \delta_k \hat{E}_K + \sum_{j \leq r} \int_Y \hat{K}_{M}^{KL}(y) (\nabla \hat{\chi}_{i,j}^{KL}(y) \cdot e_k + \nabla \hat{\chi}_{k,j}^{KL}(y) \cdot e_l) \, dy
\]
\[
- \sum_{j \leq r} \int_Y \nabla \hat{\chi}_{i,j}^{KL}(y) \cdot K_{M}^{KL}(y) e_k \, dy - \sum_{j \leq r} \int_Y e_l \cdot K_{M}^{KL}(y) \nabla \hat{\chi}_{k,j}^{KL}(y) \, dy
\]
\[
+ \sum_{j \leq r} \int_Y e_l \cdot K_{M}^{KL}(y) e_k \, dy - 2 \sum_{j \leq r} \int_Y e_l \cdot \hat{P}_j^{*KL}(y) K_{M}^{KL}(y) e_k \, dy
\]
\[
= K_{det}^{KL} + \delta_k \hat{E}_K + \sum_{j \leq r} \left[ \int_Y \nabla \hat{\chi}_{i,j}^{KL}(y) \cdot \left( \hat{P}_j^{*KL}(y) K_{M}^{KL}(y) - K_{M}^{KL}(y) \right) e_k \, dy \right.
\]
\[
+ \int_Y e_l \cdot \left( \hat{P}_j^{*KL}(y) K_{M}^{KL}(y) - K_{M}^{KL}(y) \right) \nabla \hat{\chi}_{k,j}^{KL}(y) \, dy
\]
\[
+ \int_Y e_l \cdot \left( K_{M}^{KL}(y) - 2 \hat{P}_j^{*KL}(y) K_{M}^{KL}(y) \right) e_k \, dy \right].
\]

Alternatively, a different ansatz is to consider for a given \( r \in \mathbb{N}_0^M \) for every multi index \( j \leq r \) the deterministic cell problem
\[
-\text{div} \left( K_{M}^{KL}(y) \left( \nabla \hat{\chi}_{i,j}^{KL}(y) + e_l \right) \right) = 0, \quad y \in Y,
\]
\[
\hat{\chi}_{i,j}^{KL} = 0, \quad y \in \partial Y
\]
(5.22)

For each multi index we calculate the upscaled coefficient
\[
\left( K_{KL}^{KL} \right)_{lk} = \int_Y \nabla \left( \hat{\chi}_{i,j}^{KL} + y \cdot e_l \right) K_{M}^{KL}(y) \nabla \left( \hat{\chi}_{k,j}^{KL}(y) + y \cdot e_k \right) \, dy
\]
and for the stochastic equation we use the arithmetic mean
\[
K_{KL}^{*} = \frac{\sum_{j \leq r} K_{KL}^{r}}{|r|}
\]
(5.23)

where \(|r|\) is the number of multi indices.

5.3. Hierarchical matrix approximation of the covariance matrix

For the discrete Karhunen-Loève expansion we have to solve the eigenproblem (5.5), i.e.,
\[
K \Phi_m = \lambda_m \Phi_m,
\]
with
\[
(K)_{ij} = \int_{Y \times Y} \text{cov}(y, y') \varphi_j(y') \varphi_i(y) \, dy' \, dy,
\]
\[
(M)_{ij} = \int_Y \varphi_j(y) \varphi_i(y) \, dy.
\]
The covariance matrix $K$ is usually dense and requires $O(n^2)$ units of memory for storage. In this section we show how to approximate a general covariance matrix with hierarchical matrices \cite{Hackbusch2005} to reduce these costs. A similar approach can be found in \cite{Hackbusch2008}. In this $H$-matrix technique we divide the matrix into sub blocks and determine low-rank approximations if an appropriate admissibility condition is fulfilled. We compute the low-rank approximations in linear complexity with the ACA algorithm \cite{Hackbusch2005}.

### 5.3.1. Cluster theory

For the definition of hierarchical matrices we have to define trees.

**Definition 5.2 (Tree)\cite{Hackbusch2005}**

Let $N \neq \emptyset$ be a finite set, let $b \in N$ and $S : N \mapsto \mathcal{P}(N)$ be a mapping from $N$ into subsets of $N$. For $t \in N$, a sequence $t_0, \ldots, t_m \in N$ with $t_0 = r$, $t_m = t$ and $t_{i+1} \in S(t_i)$ for all $i \in \{0, \ldots, m-1\}$ is called sequence of ancestors of $t$.

$T := (N, r, S)$ is called a tree if there is exactly one sequence of ancestors for each $t \in N$.

If $T$ is a tree, the elements of $N$ are called nodes, the element $r$ is called the root node or root and denoted by $\text{root}(T)$, and the set $\text{sons}(T, t) := S(t)$ is called set of sons.

A tree has the following properties

**Lemma 5.3**

Let $T = (N, r, S)$ be a tree.

1. Let $t \in N$, and let $t_0, \ldots, t_m \in N$ be its sequence of ancestors. For all $i, j \in \{0, \ldots, m\}$ with $i \neq j$, we have $t_i \neq t_j$.

2. There is no $t \in N$ with $r \in \text{sons}(t)$.

3. For each $t \in N \setminus \{r\}$, there is a unique $t^+ \in N$ with $t \in \text{sons}(t^+)$. This node is called father of $t$ and denoted by $\text{father}(t) := t^+$.

**Proof:** \cite{Hackbusch2005}

A vertex $t \in N$ is a leaf if $\text{sons}(t) = \emptyset$ holds and we define the set of leaves

$$L(T) := \{ t \in N : \text{sons}(t) = \emptyset \}. \quad (5.24)$$

**Definition 5.4 (Tree level)\cite{Hackbusch2005}**

Let $T = (N, r, S)$ be a tree. Let $t \in N$, and let $t_0, \ldots, t_m \in N$ be its sequence of ancestors. The number $m \in \mathbb{N}_0$ is called the level of $t$ and denoted by $\text{level}(T, t)$. We define

$$T^{(l)} := \{ t \in N : \text{level}(T, t) = l \} \quad \text{for all } l \in \mathbb{N}_0.$$ 

If and only if $t = \text{root}(T)$, we have $\text{level}(t) = 0$. The maximal level is called the depth of $T$ and denoted by

$$\text{depth}(T) := \max \{ \text{level}(t) : t \in N \}.$$ 

**Definition 5.5 (Labeled tree)\cite{Hackbusch2005}**

Let $N, L \neq \emptyset$ be finite sets, let $r \in N$, let $S : N \mapsto \mathcal{P}(N)$ and $m : N \mapsto L$ be mappings. $T := (N, r, S, m, L)$ is a labeled tree if $(N, r, S)$ is a tree. $L$ is called the label set of $T$ and for each $t \in N$, $m(t) \in L$ is called the label of $t$ and denoted by $m(t)$.

The following definition supplies us with candidates that can be checked for admissibility. If they are not admissible, we split them and repeat the procedure.
Definition 5.6 (Cluster tree, [37])

A labeled tree \( T := (\mathcal{N}, r, S, m, I) \) is a cluster tree for an index set \( I \) if the following conditions hold:

1. \( \widehat{\text{root}}(T) = I \).

2. Let \( t \in \mathcal{N} \). If \( \text{sons}(T, t) \neq \emptyset \), we have
   \[
   \hat{t} = \bigcup_{s \in \text{sons}(t)} \hat{s}.
   \]

3. Let \( t \in \mathcal{N} \). For all \( s_1, s_2 \in \text{sons}(T, t) \) with \( s_1 \neq s_2 \), we have \( \hat{s}_1 \cap \hat{s}_2 = \emptyset \).

The vertices \( t \in \mathcal{N} \) of a cluster tree are called clusters. A cluster tree for \( I \) is usually denoted by \( T_I \). We will use the abbreviation \( t \in T_I \) for \( t \in \mathcal{N} \).

Properties of a cluster tree are stated in the next lemma.

Lemma 5.7

Let \( T_I \) be a cluster tree.

1. For all \( t, s \in T_I \) with \( t \neq s \) and \( \text{level}(t) = \text{level}(s) \), we have \( \hat{t} \cap \hat{s} = \emptyset \).

2. For all \( t, s \in T_I \) with \( \text{level}(t) \leq \text{level}(s) \) and \( \hat{t} \cap \hat{s} \neq \emptyset \), we have \( s \in \text{sons}^*(t) \).

3. For all \( i \in I \), there is a leaf \( t \in \mathcal{L}(T_I) \) with \( i \in \hat{t} \).

4. \( I = \bigcup_{t \in \mathcal{L}(T_I)} \hat{t} \).

Thereby \( \text{sons}^*(t) \) denotes the set of descendants of a node \( t \in \mathcal{N} \)

\[
\text{sons}^*(t) := \begin{cases} 
\{t\} & \text{if } \text{sons}(t) = \emptyset, \\
\{t\} \cup \bigcup_{s \in \text{sons}(t)} \text{sons}^*(s) & \text{otherwise}. 
\end{cases}
\tag{5.25}
\]

Proof: [37].

The next step is to assign suitable methods to construct such a cluster tree. In the following we describe two different algorithms.

5.3.2. Geometric bisection

For each index \( i \in I \) we choose, for simplicity, one point \( x_i \) of the support of the corresponding basis function. We start with the full index set \( I \), which is the root of the cluster tree by definition. To split the index set we define

\[
a_l := \min\{ (x_i)_l : i \in \hat{t} \} \text{ and } b_l := \max\{ (x_i)_l : i \in \hat{t} \}
\]

for all \( l \in \{1, \ldots, d\} \). Therefore all points are contained in the axis-parallel box \([a_1, b_1] \times \cdots \times [a_d, b_d]\).

Now we split the box perpendicular to the direction of maximal extent.
5.3.3. Regular subdivision

As before, we construct the cluster tree by defining how a cluster \( t \) is split. We assume that a box \( B_t = [a_1, b_1] \times \cdots \times [a_d, b_d] \) with \( x_i \in B_t \) for all \( i \in t \) and a splitting direction \( j_t \in \{1, \ldots, d\} \) are given. We construct new boxes \( B_{t_0} \) and \( B_{t_1} \) by setting \( c_j := (a_j + b_j)/2 \) and

\[
B_{t_0} = [a_1, b_1] \times \cdots \times [a_j, c_j] \times \cdots \times [a_d, b_d] \quad \text{and} \quad B_{t_1} = [a_1, b_1] \times \cdots \times [c_j, b_j] \times \cdots \times [a_d, b_d].
\]

The index sets \( \hat{t}_0 \) and \( \hat{t}_1 \) are defined by

\[
\hat{t}_0 := \{ i \in t : x_i \in B_{t_0} \} \quad \text{and} \quad \hat{t}_1 := \hat{t} \setminus \hat{t}_0.
\]

We set \( j_{t_0} = j_{t_1} = (j_t \mod d) + 1 \). Since \( x_i \in B_{t_0} \) for \( i \in \hat{t}_0 \) and \( x_i \in B_{t_1} \) for \( i \in \hat{t}_1 \) hold by construction, we can repeat the procedure for \( t_0 \) and \( t_1 \).

5.3.4. Block cluster tree

With two cluster trees we can derive a hierarchy of block partitions of \( \mathcal{I} \times \mathcal{J} \) corresponding to the matrix, the block cluster tree.

**Definition 5.8 (Block cluster tree, [37])**

Let \( T_I \) and \( T_J \) be cluster trees for index sets \( \mathcal{I} \) and \( \mathcal{J} \). A finite tree \( T \) is a block cluster tree for \( T_I \) and \( T_J \) if the following conditions hold:

1. \( \text{root}(T) = (\text{root}(T_I), \text{root}(T_J)) \).
2. Each node \( b \in T \) has the form \( b = (t, s) \) for clusters \( t \in T_I \) and \( s \in T_J \).
3. For each node \( b = (t, s) \in T \) with \( \text{sons}(b) \neq \emptyset \), we have

\[
\text{sons}(b) = \begin{cases} 
\{(t, s') : s' \in \text{sons}(s)\} & \text{if } \text{sons}(t) = \emptyset \text{ and } \text{sons}(s) \neq \emptyset, \\
\{(t', s) : t' \in \text{sons}(t)\} & \text{if } \text{sons}(t) \neq \emptyset \text{ and } \text{sons}(s) = \emptyset, \\
\{(t', s') : t' \in \text{sons}(t), s' \in \text{sons}(s)\} & \text{otherwise.}
\end{cases}
\]

4. The label of a node \( b = (t, s) \in T \) is given by \( b = \hat{t} \times \hat{s} \subseteq \mathcal{I} \times \mathcal{J} \).

The vertices of \( T \) are called block clusters. A block cluster tree for \( T_I \) and \( T_J \) is usually denoted by \( T_{\mathcal{I} \times \mathcal{J}} \).

Obviously \( \text{root}(T_{\mathcal{I} \times \mathcal{J}}) = \mathcal{I} \times \mathcal{J} \) holds.

**Definition 5.9 (Level-consistency, [37])**

A block cluster tree \( T_{\mathcal{I} \times \mathcal{J}} \) for \( T_I \) and \( T_J \) will be called level-consistent, if

\[ \text{level}(b) = \text{level}(t) = \text{level}(s) \]

holds for all \( b = (t, s) \in T_{\mathcal{I} \times \mathcal{J}} \).

It follows that only the last case in (5.26) can hold, if a block cluster tree is level-consistent.
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5.3.5. Admissibility

We generalize the supports of the basis functions $\varphi_i$ to clusters $t \in T_I$

$$Q_t := \bigcup_{i \in t} \text{supp}(\varphi_i),$$

i.e., $Q_t$ is the minimal subset of $\mathbb{R}^d$ that contains the supports of all basis functions $\varphi_i$ with $i \in t$. One possible admissibility condition is

$$\min\{\text{diam}(Q_t), \text{diam}(Q_s)\} \leq \eta \text{dist}(Q_t, Q_s), \quad (5.27)$$

where diam(·) is the Euclidian diameter of a set and dist(·) is the Euclidian distance of two sets.

Definition 5.10 (Admissible block cluster tree, [37])

A block cluster tree $T_{I \times J}$ for $I$ and $J$ is called admissible with respect to an admissibility condition if

$$(t, s) \text{ is admissible or } \text{sons}(t) = \emptyset \text{ or } \text{sons}(s) = \emptyset$$

holds for all leaves $(t, s) \in \mathcal{L}(T_{I \times J})$.

We construct an admissible block cluster tree recursively. For two given clusters $t \in T_I$ and $s \in T_J$ we check the admissibility. If they are admissible, we are done. Otherwise we repeat the procedure with all combinations of sons of $t$ and $s$. However, in general it can be too expensive to check an admissibility condition like (5.27). A traditional way is to determine the Chebyshev circles for the domain, but we consider a simpler approach: Axis-parallel boxes.

For each cluster $t \in T_I$ we define an axis-parallel bounding box $\tilde{Q}_t \subseteq \mathbb{R}^d$ such that $Q_t \subset \tilde{Q}_t$ holds. Now we consider the admissibility condition

$$\min\{\text{diam}(\tilde{Q}_t), \text{diam}(\tilde{Q}_s)\} \leq \eta \text{dist}(\tilde{Q}_t, \tilde{Q}_s).$$

If this condition is fulfilled, also (5.27) holds.

The above admissibility condition is the standard admissibility condition. Another important admissibility condition is the so-called weak admissibility condition:

$$\tilde{Q}_t \neq \tilde{Q}_s \quad (5.28)$$

with $t \in T_I$ and $s \in T_J$.

5.3.6. Low-rank approximation

The admissibility condition indicates blocks of the matrix $K$ which allow rank $k$ approximation and blocks where we have to calculate the exact entries of the matrix

$$K'_{ij} = \begin{cases} \tilde{R}_{ij} & \text{if } i \in \hat{t}, j \in \hat{s} \text{ and } (b, s) \in T_{I \times J} \text{ admissible} \\ K_{ij} & \text{otherwise}, \end{cases} \quad (5.29)$$

with the low-rank approximation $\tilde{R} = AB^T \in \mathbb{R}^{\hat{t} \times \hat{s}}$ and $A \in \mathbb{R}^{\hat{t} \times k}$ and $B \in \mathbb{R}^{\hat{s} \times k}$, $k \in \mathbb{N}$. Note that any matrix of rank $k$ can be represented in this form. One possibility to compute the low-rank approximation is the improved adaptive cross approximation algorithm, which one can find in Algorithm [1].
We denote the already used pivot elements by $P_{\text{rows}}$ and $P_{\text{cols}}$. Denote the matrix to be approximated by $R \in \mathbb{R}^{t \times s}$. A reference column of $R$ is defined by

$$(a^{ref}_i)_i := R_{i, j_{ref}}, \quad i \in \{1, \ldots, t\}, \quad j_{ref} \text{ arbitrary.}$$

The reference row is determined by

$$i_{ref} := \arg\min_{i \in \{1, \ldots, t\}} |(a^{ref}_i)_i|,$$

$$(b^{ref}_j)_j := R_{i_{ref}, j}, \quad j \in \{1, \ldots, s\}.$$  

1. Determine the index $i^*$ of the largest entry in modulus in $a^{ref}$, $i^* := \arg\max_{i \in \{1, \ldots, t\} \setminus P_{\text{rows}}} |a^{ref}_i|.$

2. Determine the index $j^*$ of the largest entry in modulus in $b^{ref}$, $j^* := \arg\max_{j \in \{1, \ldots, s\} \setminus P_{\text{cols}}} |b^{ref}_j|.$

3. If $|a_{i^*}^{ref}| > |b_{j^*}^{ref}|$

   a) compute the vector $b^k \in \mathbb{R}^s$ with entries $b^k_j := R_{i^*, j}$;
   b) redefine the column pivot index $j^* := \arg\max_{j \in \{1, \ldots, s\} \setminus P_{\text{cols}}} |b^k_j|;
   c) compute the vector $a^k \in \mathbb{R}^t$ with entries $a^k_i := R_{i, j^*} / R_{i^*, j^*}$;

   otherwise

   a) compute the vector $a^k \in \mathbb{R}^t$ with entries $a^k_i := R_{i, j^*}$;
   b) redefine the row pivot index $i^* := \arg\max_{i \in \{1, \ldots, t\} \setminus P_{\text{rows}}} |a^k_i|$;
   c) compute the vector $b^k \in \mathbb{R}^s$ with entries $b^k_j := R_{i^*, j} / R_{i^*, j^*}$.

5. Check the stopping criterion: If $\|a^k\|_2 \|b^k\|_2 / \|a^1\|_2 \|b^1\|_2 \leq \epsilon_{\text{ACA}}$ or $k = k_{\text{max}}$ stop.

6. $P_{\text{rows}} = P_{\text{rows}} \cup \{i^*\}$ and $P_{\text{cols}} = P_{\text{cols}} \cup \{j^*\}$.

7. Update reference column

   a) if $j^* \neq j^{ref}$: $a^{ref} := a^{ref} - a^k \cdot b_j^{ref}$

   b) otherwise we have to choose a new reference column corresponding to a reference index $j^{ref}$ that has not been a pivot index and that is consistent to $i_{ref}$: $j_{ref} = \begin{cases} 
    j \in \{1, \ldots, s\} \setminus P_{\text{cols}}, & \text{if } i^* = i^{ref} \\
    \arg\min_{j \in \{1, \ldots, s\} \setminus P_{\text{cols}}} |b^k_j|, & \text{else} 
  \end{cases}$

   $$(a^{ref})_i := R_{i, j_{ref}}, \quad i \in \{1, \ldots, t\}$$

8. Update reference row

   a) if $i^* \neq i^{ref}$: $b^{ref} := b^{ref} - a_i^{ref} \cdot b^k$

   b) otherwise we have to choose a new reference row corresponding to a reference index $i_{ref}$ that has not been a pivot index and that is consistent to $j_{ref}$: $i_{ref} = \arg\min_{i \in \{1, \ldots, t\} \setminus P_{\text{rows}}} |a_i^{ref}|,

   $$(b^{ref})_j := R_{i_{ref}, j}, \quad j \in \{1, \ldots, s\}.$$  

9. Update the matrix: $R = R - a^k (b^k)^T$.

10. Update the rank: $k = k + 1$ and go back to 1.

---

**Algorithm 1** Improved adaptive cross approximation ACA+

We denote the already used pivot elements by $P_{\text{rows}}$ and $P_{\text{cols}}$. Denote the matrix to be approximated by $R \in \mathbb{R}^{t \times s}$. A reference column of $R$ is defined by
6. Statement of the problems

In this section we describe the implemented problems: the microscale problem, the cell problem, the homogenization problem, the reconstruction problem and the problem with a stochastic coefficient. For the stochastic problem we consider two different distributions, the first one is a Gaussian distribution, therefore the covariance looks like

$$\text{cov}_G(y, y') = \sigma^2 \exp \left( \frac{-|y - y'|^2}{\tau^2} \right).$$

Here, $\sigma$ denotes the standard deviation and $\tau$ is proportional to the correlation length. The second one is a lognormal distribution. A lognormal distribution is a distribution of a random variable whose logarithm is normally or Gaussian distributed. If $X$ is a random variable with a normal distribution, then $Y = \exp(X)$ has a lognormal distribution. If $\sigma$, $\mu$ and $\text{cov}_G(y, y')$ denote the standard deviation, the expected value and the covariance of a Gaussian distributed random variable, respectively, then it holds for the lognormal distribution

- expected value: $\mu_{\text{log}} = \exp(\mu + \frac{\sigma^2}{2})$
- variance: $\Sigma^2 = \mu_{\text{log}}^2 \left( \exp(\sigma^2) - 1 \right)$
- covariance: $\text{cov}_{\text{log}}(y, y') = \mu_{\text{log}}^2 \left( \exp(\text{cov}_G(y, y')) - 1 \right)$.

In our example we consider the domain $D := (0,1)^2$ with squared obstacles placed at the center of each unit cell $Y$ as illustrated in Figure 2.

![Figure 2: Unit cell Y with an obstacle of volume $dx \cdot dy$.](image)

**Microscale problem** If we choose a periodic piecewise constant diffusion coefficient, which fulfills in the periodicity cell

$$K = \begin{cases} 
\alpha, & \text{inside the obstacle} \\
1, & \text{else}
\end{cases}$$

and Dirichlet boundary conditions, the microscale problem reads

$$- \text{div}(K \nabla u_\varepsilon) = f, \quad x \in D$$
$$u_\varepsilon = g, \quad x \in \partial D. \quad (6.1)$$

Additionally we consider a problem with mixed boundary conditions

$$- \text{div}(K \nabla u_\varepsilon) = f, \quad x \in D$$
$$K \nabla u_\varepsilon \cdot n = \varphi, \quad x \in \partial D^N$$
$$u_\varepsilon = g, \quad x \in \partial D^D. \quad (6.2)$$

The direct numerical simulation is difficult due to the fine scale heterogeneity. Therefore we consider the homogenized problem, additionally.
Cell problem In each direction we solve the cell problem:

\[-\text{div} (K \nabla \chi_i) = 0, \quad y \in Y\]
\[\chi_i = y_i, \quad y \in \partial Y\]

Homogenization problem With the cell solution \(\chi_i\) we determine the upscaled coefficient \(K^* = (K_{ij}^*)_{1 \leq i, j \leq 2}\) as follows

\[K_{ij}^* = \int_Y \nabla \chi_i \cdot K \nabla \chi_j \, dy.\]

So we obtain the following problem:

\[-\text{div} (K^* \nabla u^*) = f, \quad x \in D\]
\[u^* = g, \quad x \in \partial D.\]

\(K^*\) is a symmetric and positive definite matrix, which we calculate numerically.

Reconstruction To compare the coarse solution \(u^*\) and the fine scale solution \(u_\epsilon\), we reconstruct a fine scale approximation as follows (cf. [41])

\[-\text{div} (K \nabla \hat{u}) = 0 \text{ in } V\]

with the boundary condition

\[\hat{u} = u^{edge} \text{ on } \partial V.\]

On \(\partial D \cap \partial V\) we use the global boundary conditions. Here \(V\) denotes a dual coarse grid block where the nodes of \(V\) are four neighboring cell centers of the original coarse grid and \(u^{edge}\) the solution of the four one-dimensional problems:

\[\frac{\partial}{\partial x_1} \left( K \frac{\partial u^{edge}}{\partial x_1} \right) = 0, \quad \text{in } \Gamma_2, \quad u^{edge}(x) = u^*(x) \text{ in } \Gamma_1 \cap \Gamma_2\]
\[\frac{\partial}{\partial x_2} \left( K \frac{\partial u^{edge}}{\partial x_2} \right) = 0, \quad \text{in } \Gamma_1, \quad u^{edge}(x) = u^*(x) \text{ in } \Gamma_1 \cap \Gamma_2\]

with \(\Gamma_1 \cup \Gamma_2 = \partial V\) and \(\Gamma_i\) is the part of the boundary which is orthogonal to the unit vector \(e_i\) in the \(i^{th}\) direction.

We solve these one-dimensional problems analytically.

Stochastic problem For the stochastic equation

\[-\text{div} \left( K \left( \frac{x}{\epsilon}, \omega \right) \nabla u_\epsilon(x, \omega) \right) = f(x), \quad x \in D\]
\[u_\epsilon = g \quad \text{at } \partial D\]

\(P\)-a.e. \(\omega \in \Omega\) we assume, in the case of normal distributed random variables, that the expected value of the stochastic coefficient is equal to the deterministic coefficient, i.e.,

\[E_K = \begin{cases} \alpha, & \text{inside the obstacle} \\ 1, & \text{else} \end{cases}\]
and as mentioned above we consider the Gaussian covariance function
\[
\text{cov}_G(y, y') = \sigma^2 \exp\left(-\frac{|y - y'|^2}{\tau^2}\right)
\]
and therefore for the lognormal distribution we get \((\mu = 0)\)
\[
\text{cov}_{\log}(y, y') = \exp(\sigma^2) \left( \exp\left(\sigma^2 \exp\left(-\frac{|y - y'|^2}{\tau^2}\right)\right) - 1 \right).
\]

In the example with the lognormal distribution we consider two different cases. In one case we assume as in the Gaussian distribution, that the expected value is equal to the deterministic coefficient and in the other we use the exact mean \(\mu_{\log} = \exp(\bar{x})\).

Numerically we solve the deterministic equation as follows. First we assemble the matrix and the right-hand side with the cell-centered finite volume method, which we describe in the following section and thereafter we solve the resulting system of equations with the cg method. We describe the generation of the random variables which is needed in the Monte Carlo simulation in Section 8.

7. Cell-centered finite volume method

In this section we derive the cell-centered finite volume method either with a scalar coefficient \(K\) or if \(K\) is a symmetric and positive definite matrix.

7.1. Scalar coefficient

To derive the cell-centered finite volume method, if the coefficient is scalar, we integrate equation (6.1) over a cell \(C_i\). We allow Dirichlet and Neumann boundary conditions. Applying the divergence theorem to the left-hand side, we get:
\[
- \int_{C_i} \text{div} (K \nabla u) \, dx = \int_{\partial C_i} (K \nabla u) \cdot \nu \, ds
\]
\[
= \sum_{j \in N_i} \int_{\gamma_{ij}} (K \nabla u) \cdot \nu_{ij} \, ds + \sum_{j \in B_i} \int_{\gamma_{ij}} (K \nabla u) \cdot \nu_{ij} \, ds
\]
\[
\approx \sum_{j \in N_i} \left[-v_{ij} K (\bar{x}_{ij}) \frac{u(\bar{x}_{ij}) - u(\bar{x}_i)}{h_{ij}} + \sum_{j \in B_i^D} -v_{ij} K (\bar{x}_{ij}) \frac{g(\bar{x}_{ij}) - u(\bar{x}_i)}{h_{ij}}
\]
\[
+ \sum_{j \in B_i^N} -v_{ij} \phi(\bar{x}_{ij})
\]
and to the right-hand side:
\[
\int_{C_i} f \, dx \approx V_i f(\bar{x}_i).
\]
We obtain the system
\[
AU = F
\]
with \( U_i = u(\bar{x}_i) \),

\[
F_i = V_i f(\bar{x}_i) + \sum_{j \in B^D_i} \frac{v_{ij}}{h_{ij}} K(\bar{x}_{ij}) g(\bar{x}_{ij}) + \sum_{j \in B^N_i} v_{ij} \varphi(\bar{x}_{ij}),
\]

\[
A_{ii} = \sum_{j \in N_i} \frac{v_{ij}}{h_{ij}} K(\bar{x}_i) + \sum_{j \in B^D_i} \frac{v_{ij}}{h_{ij}} K(\bar{x}_{ij})
\]

and

\[
A_{ij} = \begin{cases} -\frac{v_{ij}}{h_{ij}} K(\bar{x}_{ij}), & \text{if } j \in N_i, \\ 0, & \text{else}. \end{cases}
\]

If the right-hand side has the following form

\[
f = \text{div}(K(x) e_k)
\]

we approximate \( \int_{C_i} f \, dx \) as follows

\[
\int_{C_i} f \, dx \approx \sum_{j \in N_i} K(\bar{x}_{ij}) \frac{(\bar{x}_j)_k - (\bar{x}_i)_k}{h_j} + \sum_{j \in B_i} K(\bar{x}_i) \frac{(\bar{x}_{ij})_k - (\bar{x}_i)_k}{h_{ij}}
\]

The following notations are used:

- \( C_i \): cell of the grid with number \( i \)
- \( \gamma_{ij} \): face common to \( C_i \) and \( C_j \)
- \( V_i \): volume of cell \( i \)
- \( v_{ij} \): volume \( \gamma_{ij} \) (or boundary intersection)
- \( x_i \): cell center of cell \( i \)
- \( x_{ij} \): center of the intersection
- \( \nu \): outer normal
- \( v_{ij} \): normal pointing from \( C_i \) to \( C_j \)
- \( h_j \): \( = \sum_{k=1}^{2} |(\bar{x}_i)_k - (\bar{x}_j)_k| \)
- \( h_{ij} \): \( = \sum_{k=1}^{2} |(\bar{x}_i)_k - (\bar{x}_{ij})_k| \)
- \( N_i \): set of the global numbers of the neighbors of cell \( i \)
- \( B^D_i \): index set of boundary intersections with Dirichlet condition
- \( B^N_i \): index set of boundary intersections with Neumann condition
- \( B_i = B^D_i + B^N_i \)
- \( K(\bar{x}_{ij}) = \frac{1}{\kappa(\nu_{ij}) + \kappa(\nu_{ij})} \), harmonic mean.

### 7.2. Matrix coefficient

Let

\[
K = \begin{pmatrix} K_1 & K_2 \\ K_2 & K_1 \end{pmatrix}
\]

be constant and positive definite. For the sake of simplicity we consider in this section only Dirichlet boundary conditions. Then we derive analogously, if \( C_i \) has less than two Dirichlet boundary edges:

\[
A_{ii} = \sum_{j \in N_i} \frac{v_{ij}}{h_{ij}} K_1 + \sum_{j \in B^D_i} \frac{v_{ij}}{h_{ij}} K_1.
\]
If $C_i$ is either the bottom left or the upper right corner cell with two Dirichlet boundary segments, we get:

$$A_{ii} = \sum_{j \in N_i} \frac{v_{ij} h_j}{h_j} K_1 + \sum_{j \in B^D_i} \frac{v_{ij} h_j}{h_{ij}} K_1 - \frac{K_2}{2}$$

and if it is either the bottom right or the upper left corner cell with two Dirichlet boundary segments, we get:

$$A_{ii} = \sum_{j \in N_i} \frac{v_{ij} h_j}{h_j} K_1 + \sum_{j \in B^D_i} \frac{v_{ij} h_{ij}}{h_{ij}} K_1 + \frac{K_2}{2}.$$

Let $n_x$ be the number of cells in x-direction and $x_{ul}^i, x_{ur}^i, x_{bl}^i$ and $x_{br}^i$ the upper left node, the upper right node, the bottom left node and the bottom right node of cell $C_i$, respectively, then we get, if $C_i$ is an interior cell:

$$A_{ii+1} = -\frac{v_{ii+1}}{h_{i+1}} K_1,$$

$$A_{ii-1} = -\frac{v_{ii-1}}{h_{i-1}} K_1,$$

$$A_{ii+n_x} = -\frac{v_{ii+n_x}}{h_{i+n_x}} K_1,$$

$$A_{ii-n_x} = -\frac{v_{ii-n_x}}{h_{i-n_x}} K_1,$$

$$A_{ii+n_x+1} = -\frac{K_2}{2},$$

$$A_{ii+n_x-1} = \frac{K_2}{2},$$

$$A_{ii+n_x+1} = -\frac{K_2}{2},$$

$$A_{ii-n_x-1} = \frac{K_2}{2},$$

$$F_i = V_i f(\bar{x}_i).$$

If $C_i$ is located at the left boundary with Dirichlet boundary conditions, we get:

$$A_{ii+1} = -\frac{v_{ii+1}}{h_{i+1}} K_1,$$

$$A_{ii+n_x} = -\frac{v_{ii+n_x}}{h_{i+n_x}} K_1 - \frac{K_2}{2},$$

$$A_{ii-n_x} = -\frac{v_{ii-n_x}}{h_{i-n_x}} K_1 + \frac{K_2}{2},$$

$$A_{ii+n_x+1} = -\frac{K_2}{2},$$

$$A_{ii-n_x+1} = \frac{K_2}{2},$$

$$F_i = V_i f(\bar{x}_i) + \frac{v_{ii-1}}{h_{ii-1}} K_1 g(\bar{x}_{ii-1}) - 2K_2 g(x_{i}^{ul}) + 2K_2 g(x_{i}^{br}).$$
If $C_i$ is located at the right boundary with Dirichlet boundary conditions, we get:

\[
A_{ii} = -\frac{v_{i-1}}{h_{i-1}} K_1,
\]

\[
A_{ii+n_x} = -\frac{v_{i+n_x}}{h_{i+n_x}} K_1 + \frac{K_2}{2},
\]

\[
A_{ii-n_x} = -\frac{v_{i-n_x}}{h_{i-n_x}} K_1 - \frac{K_2}{2},
\]

\[
A_{ii+n_x-1} = \frac{K_2}{2},
\]

\[
A_{ii-n_x-1} = -\frac{K_2}{2},
\]

\[
F_i = V_i f(\bar{x}_i) + \frac{v_{i+1}}{h_{i+1}} K_1 g(\bar{x}_{ii+1}) + 2K_2 g(x_{i+1}^{br}) - 2K_2 g(x_i^{br}).
\]

If $C_i$ is located at the upper boundary with Dirichlet boundary conditions, we get:

\[
A_{ii+1} = -\frac{v_{i+1}}{h_{i+1}} K_1 + \frac{K_2}{2},
\]

\[
A_{ii-1} = -\frac{v_{i-1}}{h_{i-1}} K_1 - \frac{K_2}{2},
\]

\[
A_{ii-n_x} = -\frac{v_{i-n_x}}{h_{i-n_x}} K_1,
\]

\[
A_{ii-n_x+1} = \frac{K_2}{2},
\]

\[
A_{ii-n_x-1} = -\frac{K_2}{2},
\]

\[
F_i = V_i f(\bar{x}_i) + \frac{v_{i+n_x}}{h_{i+n_x}} K_1 g(\bar{x}_{ii+n_x}) + 2K_2 g(x_{i+n_x}^{br}) - 2K_2 g(x_i^{br}).
\]

If $C_i$ is located at the lower boundary with Dirichlet boundary conditions, we get:

\[
A_{ii+1} = -\frac{v_{i+1}}{h_{i+1}} K_1 - \frac{K_2}{2},
\]

\[
A_{ii-1} = -\frac{v_{i-1}}{h_{i-1}} K_1 + \frac{K_2}{2},
\]

\[
A_{ii+n_x} = -\frac{v_{i+n_x}}{h_{i+n_x}} K_1
\]

\[
A_{ii+n_x+1} = \frac{K_2}{2},
\]

\[
A_{ii+n_x-1} = \frac{K_2}{2},
\]

\[
F_i = V_i f(\bar{x}_i) + \frac{v_{i-n_x}}{h_{i-n_x}} K_1 g(\bar{x}_{ii-n_x}) - 2K_2 g(x_{i-n_x}^{br}) + 2K_2 g(x_i^{bl}).
\]

If $C_i$ is the bottom left corner and both edges have Dirichlet boundary conditions, then we get:

\[
A_{ii+1} = -\frac{v_{i+1}}{h_{i+1}} K_1 - \frac{K_2}{2},
\]
$$A_{i,i+n_x} = \frac{v_{i,i+n_x}}{h_{i,n_x}} K_1 - \frac{K_2}{2},$$
$$A_{i,i+n_x+1} = \frac{K_2}{2},$$

$$F_i = V_i f(x_i) + \frac{v_{i,i-1}}{h_{i-1}} K_1 g(x_{i-1}) + \frac{v_{i,i+n_x}}{h_{i,n_x}} K_1 g(x_{i+n_x})$$
$$+ 2K_2g(x_i^{bl}) - 2K_2g(x_i^{br}) - 2K_2g(x_i^{ul}).$$

If $C_i$ is the bottom right corner and both edges have Dirichlet boundary conditions, then we get:

$$A_{i,i-1} = -\frac{v_{i-1}}{h_{i-1}} K_1 + \frac{K_2}{2},$$
$$A_{i,i+n_x} = \frac{v_{i,i+n_x}}{h_{i+n_x}} K_1 + \frac{K_2}{2},$$
$$A_{i,i+n_x-1} = \frac{K_2}{2},$$

$$F_i = V_i f(x_i) + \frac{v_{i,i+1}}{h_{i+1}} K_1 g(x_{i+1}) + \frac{v_{i,i+n_x}}{h_{i,n_x}} K_1 g(x_{i+n_x})$$
$$+ 2K_2g(x_i^{ur}) - 2K_2g(x_i^{br}) + 2K_2g(x_i^{bl}).$$

If $C_i$ is the upper right corner and both edges have Dirichlet boundary conditions, then we get:

$$A_{i,i+1} = -\frac{v_{i+1}}{h_{i+1}} K_1 - \frac{K_2}{2},$$
$$A_{i,i-n_x} = \frac{v_{i,i-n_x}}{h_{i-n_x}} K_1 - \frac{K_2}{2},$$
$$A_{i,i-n_x-1} = -\frac{K_2}{2},$$

$$F_i = V_i f(x_i) + \frac{v_{i,i+1}}{h_{i+1}} K_1 g(x_{i+1}) + \frac{v_{i,i-n_x}}{h_{i-n_x}} K_1 g(x_{i-n_x})$$
$$+ 2K_2g(x_i^{ur}) - 2K_2g(x_i^{br}) - 2K_2g(x_i^{ul}).$$

If $C_i$ is the upper left corner and both edges have Dirichlet boundary conditions, then we get:

$$A_{i,i+1} = -\frac{v_{i+1}}{h_{i+1}} K_1 + \frac{K_2}{2},$$
$$A_{i,i-n_x} = \frac{v_{i,i-n_x}}{h_{i-n_x}} K_1 + \frac{K_2}{2},$$
$$A_{i,i-n_x+1} = \frac{K_2}{2},$$

$$F_i = V_i f(x_i) + \frac{v_{i,i+1}}{h_{i+1}} K_1 g(x_{i+1}) + \frac{v_{i,i-n_x}}{h_{i-n_x}} K_1 g(x_{i-n_x})$$
$$- 2K_2g(x_i^{ul}) + 2K_2g(x_i^{bl}) + 2K_2g(x_i^{ur}).$$
8. Generation of random variables

In the following section we describe how we generate the random variables. The main issue is the generation of the normal distribution. As mentioned before, if \( X \) is a random variable with a Gaussian distribution, then \( Y = \exp(X) \) has a lognormal distribution. We start with two in \((0, 1]\) uniformly distributed independent random variables \( U_1 \) and \( U_2 \). With the Box-Muller transformation we determine an independent random variable with standard normal distribution via

\[
Z_1 = \sqrt{-2 \log(U_1)} \cos(2\pi U_2).
\]

Assume we have a vector of standard normal random variables \( Z = (Z_1, Z_2, \ldots, Z_N) \). Let \( Q \) denote the matrix of eigenvectors of the covariance matrix \( C_K \) of the given covariance function \( \text{cov}_G(y, y') \) and \( \Lambda \) the corresponding diagonal matrix of eigenvalues, then \( X = AZ \) with \( A = Q\sqrt{\Lambda} \), is a vector of Gaussian distributed random variables with expected value 0 and covariance \( \text{cov}_G(y, y') \).

9. Numerical results

In this section we present numerical results for the methods described in Section 6. We start with deterministic examples with only one scale where the exact solution is known to verify the implemented finite volume method (cf. Sec. 9.1). In Section 9.2 we compute the effective coefficients for deterministic problems and we compare the reconstructed coarse solution with the fine-scale reference solution. In Section 9.3 we compare the two introduced approaches to approximate the effective tensor in a stochastic setting. We consider different distributions and in Section 9.4 we discuss the use of hierarchical matrices to compute the Karhunen-Loève expansion.

All implementations are based on the software package DUNE ([12, 11, 24, 14, 25]), the eigenvalue problem we solve with ARPACK ([1]) and for the hierarchical matrix computation we use HLib ([15]).

9.1. Finite volume test

To verify the finite volume method we have implemented two test problems, for which the analytical solutions are known. The first one is symmetric in both directions. We consider

\[
-\Delta u = 2\pi^2 \sin(\pi x_1) \sin(\pi x_2) \quad \text{in } D = (0, 1)^2
\]

\[
u = 0 \text{ at } \partial D
\]

with the analytical solution

\[u = \sin(\pi x_1) \sin(\pi x_2).\]

The second problem is asymmetric, it reads

\[
-\Delta u = 10\pi^2 \sin(\pi x_1) \sin(3\pi x_2) \quad \text{in } D = (0, 1)^2
\]

\[
u = 0 \text{ at } \partial D.
\]

In the case of the asymmetric test the analytical solution is

\[u = \sin(\pi x_1) \sin(3\pi x_2).\]

In Figure 3 we illustrate the convergence behavior in the \(L^2\)-norm for both test problems when we refine the grid. In a logarithmic scale we see linear convergence.
9.2. Deterministic equations

Here we consider the deterministic microscale problems (6.1) and (6.2). In the case of both, Neumann and Dirichlet boundary conditions, we use $\partial D^D = \{ x = (x_1,x_2) \in \partial D \text{ with } x_1 = 0 \text{ or } x_1 = 1 \}$ and $\partial D^N = \partial D \setminus \partial D^D$.

In our simulations we use

\[
\begin{align*}
   f(x) &= x_1, \\
   g(x) &= x_1 \\
   \varphi(x) &= 0 \\
   K(y) &= \begin{cases} 
       \alpha, & \text{if } y \in O = [0.45,0.55]^2 \\
       1, & \text{if } y \in [0,1]^2 \setminus O,
   \end{cases}
\end{align*}
\]

i.e., the obstacle $O$ in the unit cell is a square of length 0.1. For $\alpha$ we use either $\alpha = 0.1$ or $\alpha = 20$.

For both $\alpha$s we calculated the upscaled coefficient on a grid with 1048576 cells. For $\alpha = 0.1$ we have

\[
K^*_0 = \begin{pmatrix} 0.982998 & -9.24133e-10 \\ -9.24133e-10 & 0.982998 \end{pmatrix}
\]

and for $\alpha = 20$

\[
K^*_{20} = \begin{pmatrix} 1.01996 & 6.92546e-10 \\ 6.92546e-10 & 1.01996 \end{pmatrix}.
\]

For these coefficients we calculate the coarse solution with $16 \times 16$ coarse blocks and after reconstruction we compute the $L^2$-error and the maximum error of the approximation and the fine scale solution (262144 cell) as illustrated in Figure 4.

9.3. Stochastic equations

In this section we approximate the expected value of the upscaled coefficient via Monte Carlo simulation and Karhunen-Loève expansion as described above and compare them with the effective coefficient of a deterministic problem with $E_K$ as microscale coefficient with the same grid size (1024 cells). In the case of the Monte Carlo simulation we use two different stopping criteria. The first one calculates the error of the diagonal entries of two sequenced means, e.g., (MC1):
$|k_N - k_{N-1}| \leq \epsilon_{tol} := 0.001$ with $k_N = ((K_N^{MC})_{11}, (K_N^{MC})_{22})^T$. The other one is (MC2): $N > \frac{\text{Var}(K_N^{MC})}{\epsilon_{tol}}$. Thereby, $N$ denotes the number of realizations. However, there is no guaranty that the first condition (MC1) leads to a reasonable coefficient. Two sequenced values could be only close to each other, but far away from the mean value. In the other case the number of solved problems depends on the truncation order of the Karhunen-Loève expansion. The truncation condition is $\lambda \leq \epsilon_{tol}$. Here, with KL1 we denote the upscaled coefficient via the arithmetic mean (cf. (5.23)). KL2 denotes the coefficient from equation (5.20). $\alpha$ is either set to 1 or to 0.1. The deterministic coefficient and the expected value are equal to 2 in an additional example. In the following we consider Gaussian distributed random variables and after that random variables with a lognormal distribution.

### 9.3.1. Gaussian distributed random variables

In the case of Gaussian distributed random variables we consider the following type of covariance function

$$\text{cov}_G(y, y') = \sigma^2 \exp\left(-\frac{|y - y'|^2}{\tau^2}\right).$$

(9.1)

To achieve the Karhunen-Loève expansion we have to determine the eigenpairs of the covariance operator first. The 20 largest eigenvalues of the covariance operator are shown in Figure 5. The eigenvalues decay very fast to zero, in the Gaussian case we have an exponential decay order. This decay of the eigenvalues is a necessary condition for the convergence of the Karhunen-Loève expansion.

In our calculations we use different $\tau$s ($\tau = 1$ or $\tau = 0.5$) and different standard deviations $\sigma$s as well ($\sigma = 0.0001, 0.001, 0.01, 0.1$).

In Table 28 we present the calculated upscaled coefficient for the above mentioned stopping criteria for $E_K(y) = 1$ and $\tau = 1$. In the Tables 29, 30 and 31 we consider the cases $E_K(y) = 2$ and $\tau = 1$, $E_K(y) = 1$ and $\tau = 0.5$ and $E_K(y) = 2$ and $\tau = 0.5$, respectively.

In Table 27 we present the results for $\alpha = 0.1$. If $\alpha = 0.1$ the corresponding effective coefficient with $E_K = \begin{cases} 0.1, & \text{inside the obstacle} \\ 1, & \text{else} \end{cases}$ and 1024 grid cells is

$$K^* = \begin{pmatrix} 0.973177 & 1.03076 \cdot 10^{-16} \\ 1.03076 \cdot 10^{-16} & 0.973177 \end{pmatrix}. $$

![Figure 4: Error between the reconstructed coarse solution and a fine scale reference solution (262144 cells, 16 x 16 coarse blocks) with the boundary conditions described above. (a) Dirichlet B.C., $\alpha = 0.1$. (b) mixed B.C., $\alpha = 20$.](image-url)
We observe that all stopping criteria give a good approximation of the mean. As expected the accuracy decreases and the number of local problems to solve in each direction increases while we increase the standard deviation. The heuristic stopping criterion ends with the smallest number of such problems but also the error is the largest. The number of cell problems we have to solve for different standard deviations $\sigma$ in the Monte Carlo (MC2) ansatz and in the Karhunen-Loève one, is illustrated in Figure 6(a). In the case of $\tau = 1$ the number of the needed cell problems for the Karhunen-Loève approach is less than for the Monte Carlo ansatz. So it may be reasonable to choose the Karhunen-Loève approach, but of course one has to take the costs of generating random numbers and of solving the large eigenproblem into account in ones decision. For $\sigma = 0.4$ the Monte Carlo ansatz is already more appropriate than the Karhunen-Loève ansatz, if $\tau = 0.5$.

In Figure 6(b) we show the behavior of the mean entry of the upscaled coefficient, if we use Monte Carlo simulation. One can see, that the value is close to the mean value before we have solved as many cell problems as the stopping criterion (MC2) demands. Therefore it makes sense to look for another stopping criterion, our suggestion is the criterion (MC1).

Figure 5: Decay rate of the 20 largest eigenvalues of Gaussian distributions with $\sigma = 1$.

Figure 6: Number of realizations and the diagonal entry in the MC case for $E_K(y) = 1$. 

(a) Needed realizations for KL and MC. (b) Behavior of the diagonal entry of the MC upscaled coefficient with $\sigma = 0.1$, $\tau = 1$. 

Figure 6: Number of realizations and the diagonal entry in the MC case for $E_K(y) = 1$. 
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9.3.2. Lognormal distributed random variables

We consider a lognormal distributed random variable $Y$. As mentioned before the expected value is $\mu_{\log} = \exp(\mu + \frac{\sigma^2}{2})$. We assume that the normal mean is zero, i.e., $\mu = 0$. We calculate two different upscaled coefficients. In the first case we use $\mu_{\log}$ instead of the deterministic coefficient, i.e.,

$$K^{KL}_M(y, z) = \mu_{\log} + \sum_{m=1}^{M} \sqrt{\lambda_m} \phi_m(y) z_m$$

and in the second one

$$K^{KL}_M(y, z) = \alpha + \sum_{m=1}^{M} \sqrt{\lambda_m} \phi_m(y) z_m$$

For the lognormal variance $\Sigma^2$ we use the same values as for the normal one in the previous example. To determine the corresponding normal random variables, we need the standard deviation of the underlying normal distribution of the lognormal distribution and the expected value for the above mentioned coefficients. We get

$$\Sigma \quad \sigma \quad \mu_{\log}$$

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.0001</td>
<td>1</td>
</tr>
<tr>
<td>0.001</td>
<td>0.000999999</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>0.00999925</td>
<td>1.00005</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0992635</td>
<td>1.00494</td>
</tr>
</tbody>
</table>

In Table 32 and 33 we summarized the results of the first case for $\tau = 1$ and $\tau = 0.5$, respectively. In Tables 34-36 one finds the corresponding results for $\alpha = 1$ and $\alpha = 2$ for the different $\tau$s. As in the Gaussian example we observe decreasing accuracy and an increasing number of problems to solve by increasing the standard deviation. Again we have a good approximation of the mean and the Karhunen-Loève approaches perform better.

9.4. H-matrix results

In this section we show the gain in time of using a hierarchical matrix to calculate the eigenpairs of the Karhunen-Loève expansion. The underlying grid has 4096 cells. The results which we show here are for two different leafsizes. With leafsize we denote the smallest set size of indices which is allowed to be in a cluster tree, i.e., the nodes which are not further bisect have size leafsize. The cluster tree in Figure 7 has leafsize one.

The required time to assemble the matrix $K'$ with leafsize 1 (left) and leafsize 4 (right) for different $\epsilon_{ACA}$, which denotes the stopping condition for the ACA+ algorithm is illustrated in Figure 8. Assembling the full-rank matrix needs 225 seconds, that means assembling the hierarchical matrix with the weak admissibility condition is at least 5 times faster and with the standard condition we still gain a factor of 2.

In the Tables 37, 38, 39 and 40 we show the time to calculate a given number $m$ of eigenpairs for the different admissibility conditions and leafsizes 1 and 4. For the weak admissibility condition (Table 37) we can see that every choice of leafsize, $\epsilon_{ACA}$ and the number of calculated eigenpairs accelerate the computational time. In general, the increase of leafsize results in a decrease of time.
Figure 7: Cluster tree.

Figure 8: Required time to assemble the matrix.

Figure 9: Error of the eigenvalues due to the low-rank approximation.
The absolute error of the eigenvalues (c.f. Figure 9) does not depend significantly on $\epsilon_{ACA}$, only for $\epsilon_{ACA} = 10^{-2}$ the order is different. Therefore is: leafsize = 4, $\epsilon_{ACA} = 10^{-4}$ the most reasonable one. In the case of the standard admissibility condition the error of the eigenvalues is smaller, but the time to calculate them is larger. For leafsize 1 the required time is even larger than the time of the full-rank calculation. If one decides to take the standard condition leafsize 1 is not reasonable at all, for leafsize 4 one can choose a parameter set for which the required time is smaller than the full-rank calculation, e.g., $\epsilon_{ACA} = 10^{-10}$. Since the error does not differ very much, if we chance the admissibility condition, the weak one is more reasonable because of the significant gain in time.

In Figure 10 we consider errors of the matrix due to the different admissibility conditions. As expected the error of the standard condition is smaller than the corresponding one with the weak condition.

Figure 10: Matrix error due to the low rank approximation with different admissibility conditions.

The resulting block matrix structures for the two admissibility conditions are illustrated in Figure 11.

Figure 11: Block matrix structure for two different admissibility conditions with the underlying index set: \{0, 4, 1, 5, 8, 12, 9, 13, 2, 6, 3, 7, 10, 14, 11, 15\} and the stopping criterion: $\epsilon_{ACA} = 10^{-4}$.
Part II.
Using multi-level Monte Carlo for numerical homogenization

In this part we consider multi-level Monte Carlo (MLMC) methods in the multiscale context ([31]). Heinrich ([38]) introduced multi-level Monte Carlo in 2001 for finite- and infinite-dimensional integration. The multi-level Monte Carlo framework is used for stochastic ODEs by Giles ([35, 34]). Recently it has been applied to PDEs with stochastic coefficients by Schwab et al. ([10]) and Cliffe et al. ([22]).

The main idea of multi-level Monte Carlo is to consider the quantity of interest at different levels. At each level a different number of samples is used to compute the expected value of this quantity. In particular, the fewest samples are used at the finest level where the computation for each realization is expensive, while more samples are used at the coarsest level which is inexpensive to compute.

By selecting the number of realizations at each level carefully one can decrease the computational costs. More precisely, to compute effective properties we solve local problems on representative volumes (RVE) and average some appropriate quantity over these volumes. Because of small scales these computations can be expensive. That is why we use different representative volume sizes as levels in multi-level Monte Carlo methods. We take many samples for smaller RVEs where it is inexpensive to solve.

The convergence of multi-level Monte Carlo depends on the accuracy of the computations at each level. Here, two different accuracies come into the play. One arises by the approximation of the effective properties in each representative volume and another is from solving coarse-scale equations. The accuracy of solving the coarse-scale problems depends on the mesh size $H$ of the coarse mesh. It is of the order $H^2$. The estimation of the accuracy of the effective properties is more difficult. Under some assumptions on the coefficients, it is known that the accuracy of the effective property approximation behaves ($57, 27, 16, 32, 23, 9, 36$) as $(\epsilon/\eta)^\beta$ for some $\beta > 0$, where $\eta$ is the size of RVE and $\epsilon$ is the small scale.

We observe that multi-level Monte Carlo can be applied when the effective properties are stochastic. This is true for many applications. However, for these cases homogenizations theories are not well studied. Homogenization theories are developed mainly for ergodic coefficients. We discuss extensions of these results and apply them in our multi-level Monte Carlo. In our analysis, we discuss various choices of numbers of realizations for the local problems and the coarse-scale problems. We also discuss fine-scale meshes.

To approximate coarse-grid solutions, one has to compute effective properties at many levels. If this is carried out carefully there is an overlap between these levels, i.e., if effective properties at the finest level are computed, these properties are computed for every coarser level. In our construction we compute the effective properties at the finest level (denoted by $H_{L}$) using largest RVE (denoted by $\eta_{L}$). This is the most expensive computation of the homogenized solution. At the next level $H_{L-1}$, some effective properties using $\eta_{L}$-size RVEs are already computed. We complement these effective property computations by adding new $\eta_{L-1}$-size RVEs ($\eta_{L} > \eta_{L-1}$) at fewer locations. As a result, we obtain coarse-grid solutions computed at the coarse grid $H_{i}$ with RVE size $\eta_{j}$. By summing over various levels, we cannot eliminate all the terms as in standard MLMC and we propose weighted MLMC where appropriately chosen weights are used at different levels.
The following part is structured as followed. First we introduce multi-level Monte Carlo in a
general setting and the notations used for the different levels. Next we consider the computation
of effective properties where we use MLMC to compute the expectation or two-point correlation
of homogenized coefficient. In Section 12 we discuss weighted multi-level Monte Carlo, which we
apply in Section 13 to compute the expectation of the coarse-scale solution. We present numerical
results for one- and two-dimensional examples. In the two-dimensional case, we only consider
three different levels. In all computations, we show that one can achieve a speed-up with MLMC
methods.

10. Preliminaries

10.1. Multi-level Monte Carlo method

We give a brief introduction of the multi-level Monte Carlo approach in a general setting. With
$G$ we denote a random function, $G = G(x, \omega)$. For example we will consider functions of the
effective coefficient or the coarse-grid solution. We are interested in the efficient computation of
the expectation of this quantity, denoted by $E[G]$.

A standard approach is the Monte Carlo method, where the expected value $E[G]$ is approximated
by the arithmetic mean of a number ($M$) of realizations of $G$ (denoted by $G^i$), i.e., $E_M := \frac{1}{M} \sum_{i=1}^{M} G^i$.

The idea of multi-level Monte Carlo (MLMC) is to consider the quantity of interest $G_l$ on
different levels $l$. In our case levels are various representative volume sizes or mesh sizes. We
assume it is most computationally expensive to compute many realizations at the level of interest
$L$. With $L - 1, \ldots, 1$ we introduce smaller levels, and assume that the lower the level, the cheaper
the computation of $G_l$, and the less accurate $G_l$ is with respect to $G_L$. We assume $G_0 = 0$.

We write the quantity of interest at level $L$ as telescopic sum of the smaller levels

\[ G_L = \sum_{l=1}^{L} (G_l - G_{l-1}). \]

As mentioned above we vary either the RVE size or the coarse grid resolution. For the standard
MC approach we compute $M$ realizations of the random variable $G_L$ at the level of interest $L$. In
contrast we work with $M_l$ realizations of $G_l$ at each level with $M_1 \geq M_2 \geq \cdots \geq M_L$. For the
expectation we write

\[ E[G_L] = \sum_{l=1}^{L} E[(G_l - G_{l-1})]. \]

At each level we approximate the expectation of the differences with the arithmetic mean

\[ E[G_l - G_{l-1}] \approx E_{M_l}[(G_l - G_{l-1})] = \frac{1}{M_l} \sum_{i=1}^{M_l} (G^i_l - G^i_{l-1}) \]

where $G^i_l$ is the $i$th realization of $G$ computed at level $l$ (note that we have $M_l$ realizations of $G_{l-1}$
since $M_{l-1} \geq M_l$). In the MLMC approach the expected value $E[G_L]$ is approximated by

\[ E^L(G_L) := \sum_{l=1}^{L} E_{M_l}[(G_l - G_{l-1})]. \] (10.1)
The realizations of \( G_{l-1} \) used with \( G_l \) to evaluate \( E_{M_1}(G_l - G_{l-1}) \) do not have to be independent of the realizations \( G_{l-1} \) used for \( E_{M_{t-1}}(G_{l-1} - G_{l-2}) \) (cf. Section 10.2). In our analysis we consider root mean square errors

\[
\epsilon_{MLMC}(G_L) = \sqrt{E \left[ \|E[G_L] - E^L(G_L)\|^2 \right]} \tag{10.2}
\]
\[
\epsilon_{MC}(G_L) = \sqrt{E \left[ \|E[G_L] - E_M(G_L)\|^2 \right]} \tag{10.3}
\]

with an appropriate norm \( \| \cdot \| \) depending on the quantity of interest, e.g., the absolute value for any entry of the homogenized coefficient. For the error estimation we will use (see [17])

\[
E \left[ \|E[G] - E_M(G)\|^2 \right] \leq \frac{1}{M} E \left[ \|G - E[G]\|^2 \right] \tag{10.4}
\]

which is valid for any random variable \( G \) and norm associated with a scalar product.

### 10.2. Remark on same or independent samples

For multi-level Monte Carlo we use \( M_1 \) samples of \( G_1 \) and \( M_l \) of \( G_l - G_{l-1} \) with \( M_l < M_{l-1}, \) \( 2 \leq l \leq L \). The question arises if the \( M_l \) realizations of \( G_{l-1} \) in the terms \( G_l - G_{l-1} \) have to be independent. In the following we answer the question for only two different levels if the considered norm is the absolute value. Later (cf. paragraph “independent samples” in Section 14.1.2) we underline this result for more than two levels numerically. In the following we assume, we compute \( M_1 \) realizations of the quantity \( G_1 \) at level 1 and \( M_2 \) of \( G_2 \). In this way we ensure to have the same computational cost in both approaches. If we use the same realizations of \( G_1 \) in both levels we can write the MLMC approximation as

\[
E_{\text{same}}^L(G_L) := \frac{1}{M_2} \sum_{i=1}^{M_2} (G_2^i - G_1^i) + \frac{1}{M_1} \sum_{i=1}^{M_1} G_1^i \tag{10.5}
\]

and in the independent case

\[
E_{\text{ind}}^L(G_L) := \frac{1}{M_2} \sum_{i=1}^{M_2} (G_2^i - G_1^i) + \frac{1}{M_1} \sum_{i=M_2+1}^{M_1} G_1^i \tag{10.6}
\]

with \( \tilde{M}_1 = M_1 - M_2 \) and \( \tilde{M}_1 > M_2 \) (therefor \( M_1 > M_2 \)). Note that for the MLMC approximation in the case of independent samples we use \( \tilde{M}_l = M_l - M_{l+1} \) instead of \( M_l \) to approximate \( E[G_l - G_{l-1}] \). Such that this approximation of the expectation is less accurate, but the independence of the sample at the different levels might increase the accuracy of the whole approximation of \( E[G_L] \). If we add and subtract \( E[G_1] \), we get

\[
E_{\text{same}}^L(G_L) = \sum_{i=1}^{M_2} \left( \frac{1}{M_1} - \frac{1}{M_2} \right) G_1^i + \frac{1}{M_2} \sum_{i=1}^{M_2} G_2^i + \sum_{i=M_2+1}^{M_1} \frac{1}{M_1} G_1^i,
\]

\[
E_{\text{ind}}^L(G_L) = \frac{1}{M_2} \sum_{i=1}^{M_2} (G_2^i - G_1^i) + \frac{1}{M_1} \sum_{i=M_2+1}^{M_1} G_1^i
\]
with $\bar{G}_i = G_i^1 - E[G_1]$. As mentioned above we are interested in the root mean square error. If we use the same samples we get
\[
\begin{align*}
\left( \epsilon_{\text{MLMC}}^{\text{same}}(G_2) \right)^2 &= E \left[ \left( E_{\text{same}}(G_2) - E[G_2] \right)^2 \right] \\
&= E \left[ \left( \sum_{i=1}^{M_2} \left( \frac{1}{M_1} - \frac{1}{M_2} \right) \bar{G}_i^1 + \frac{1}{M_2} G_i^2 + \sum_{i=M_2+1}^{M_1} \frac{1}{M_1} \bar{G}_i^1 - E[G_2] \right)^2 \right] \\
&= E \left[ \left( \sum_{i=1}^{M_2} \left( \frac{1}{M_1} - \frac{1}{M_2} \right) \bar{G}_i^1 + \frac{1}{M_2} G_i^2 + \sum_{i=M_2+1}^{M_1} \frac{1}{M_1} \bar{G}_i^1 \right)^2 \right] \\
&= \sum_{i=1}^{M_2} E \left[ \left( \frac{1}{M_1} - \frac{1}{M_2} \right) \bar{G}_i^1 + \frac{1}{M_2} G_i^2 \right]^2 + \sum_{i=M_2+1}^{M_1} E \left[ \bar{G}_i^1 \right]^2 \\
&= M_2 \left( \frac{1}{M_2} \text{Var}(G_2) + \left( \frac{1}{M_1} - \frac{1}{M_2} \right)^2 \text{Var}(G_1) + \frac{2}{M_2} \left( \frac{1}{M_1} - \frac{1}{M_2} \right) \text{Cov}(G_1, G_2) \right) + \frac{M_1 - M_2}{M_1} \text{Var}(G_1) \\
&= \frac{1}{M_2} \text{Var}(G_2) + \frac{M_1 - M_2}{M_1 M_2} \text{Var}(G_1) + 2 \frac{M_2 - M_1}{M_1 M_2} \text{Cov}(G_1, G_2)
\end{align*}
\]
and for the independent case
\[
\begin{align*}
\left( \epsilon_{\text{MLMC}}^{\text{ind}}(G_2) \right)^2 &= E \left[ \left( E_{\text{ind}}(G_2) - E[G_2] \right)^2 \right] \\
&= E \left[ \left( \frac{1}{M_2} \sum_{i=1}^{M_2} G_i^1 - \bar{G}_i^1 \right)^2 \right] \\
&= E \left[ \left( \frac{1}{M_2} \sum_{i=1}^{M_2} G_i^2 - \bar{G}_i^2 \right) + \frac{1}{M_1} \sum_{i=M_2+1}^{M_1} \bar{G}_i^1 - E[G_2] \right)^2 \\
&= E \left[ \left( \frac{1}{M_2} \sum_{i=1}^{M_2} G_i^2 - \bar{G}_i^2 \right) + \frac{1}{M_1} \sum_{i=M_2+1}^{M_1} \bar{G}_i^1 \right]^2 \\
&= \frac{1}{M_2} \sum_{i=1}^{M_2} E \left[ \left( G_i^2 - \bar{G}_i^2 \right)^2 \right] + \frac{1}{M_1} \sum_{i=M_2+1}^{M_1} E \left[ \bar{G}_i^1 \right]^2 \\
&= \frac{1}{M_2} \sum_{i=1}^{M_2} \left( E \left[ \left( G_i^2 \right)^2 \right] - 2E \left[ G_i^2 \bar{G}_i^1 \right] + E \left[ \bar{G}_i^1 \right]^2 \right) + \frac{1}{M_1} \text{Var}(G_1) \\
&= \frac{1}{M_2} \left[ \text{Var}(G_1) + \text{Var}(G_2) - 2\text{Cov}(G_1, G_2) \right] + \frac{1}{M_1} \text{Var}(G_1) \\
&= \frac{1}{M_1} \text{Var}(G_1) + \frac{1}{M_2} \text{Var}(G_2) - \frac{2}{M_2} \text{Cov}(G_1, G_2) \\
&= \frac{M_1}{M_1 M_2} \text{Var}(G_1) + \frac{1}{M_2} \text{Var}(G_2) - \frac{2}{M_2} \text{Cov}(G_1, G_2) \\
&= \frac{M_1}{(M_1 - M_2) M_2} \text{Var}(G_1) + \frac{1}{M_2} \text{Var}(G_2) - \frac{2}{M_2} \text{Cov}(G_1, G_2).
\end{align*}
\]
In both cases we used the independence of \( G_i^l \) and \( G_j^l \) for \( i \neq j \).

**Remark 10.1**

If we consider the \( L^2 \)-norm instead of the absolute value, we do not have \( \text{Var}(G_l) \) but \( \| \text{Var}(G_l) \|_{L^1} \).

To check which error is smaller we look at the difference.

\[
\left( e_{\text{ind}}^{\text{MLMC}}(G_2) \right)^2 - \left( e_{\text{same}}^{\text{MLMC}}(G_2) \right)^2 \\
= \frac{M_1}{(M_1 - M_2)M_2} \text{Var}(G_1) + \frac{1}{M_2} \text{Var}(G_2) - \frac{2}{M_2} \text{Cov}(G_1, G_2) \\
- \left( \frac{1}{M_2} \text{Var}(G_2) + \frac{M_1 - M_2}{M_1M_2} \text{Var}(G_1) + 2\frac{M_2 - M_1}{M_1M_2} \text{Cov}(G_1, G_2) \right) \\
= \left[ \frac{M_1}{(M_1 - M_2)M_2} - \frac{M_1 - M_2}{M_1M_2} \right] \text{Var}(G_1) - 2 \left[ \frac{1}{M_2} - \frac{M_2 - M_1}{M_1M_2} \right] \text{Cov}(G_1, G_2) \\
\geq \frac{2M_1 - M_2}{M_1(M_1 - M_2)} \text{Var}(G_1) - \frac{2}{M_2} \sqrt{\text{Var}(G_1)\text{Var}(G_2)} \\
\geq \frac{2M_1 - M_2}{M_1(M_1 - M_2)} \text{Var}(G_1). \\
\geq 0.
\]

Here we use \( \text{Var}(G_1) \geq \text{Var}(G_2) \). The above analysis shows for two different levels that we achieve a better accuracy with the same amount of computational costs, if we reuse the samples. This coincides with our numerical results in the paragraph ‘independent samples’ in Section 14.1.2.

### 10.3. Definition of meshes and representative volume sizes

In our application we vary representative volume sizes, the sizes of coarse meshes, and the fine-scale discretization of these representative volume sizes (see Figure 12 for illustration). In the MLMC framework choosing a level \( l \) means choosing a particular RVE or mesh size. We denote the hierarchy of the representative volumes by

\[ \eta_1 < \eta_2 < \ldots < \eta_L \]

We assume that the number of realizations used at the level \( l \) for the RVE size \( \eta_l \) is \( m_l \). We take

\[ m_1 > m_2 > \ldots > m_L. \]

As different coarse meshes sizes we take

\[ H_1 > H_2 > \ldots > H_L \]

and the corresponding number of realizations

\[ M_1 > M_2 > \ldots > M_L. \]

One can also vary the fine-scale meshes for solving local representative volume problems. We denote these mesh sizes by

\[ h_1 > h_2 > \ldots > h_L. \]

The level \( L \) always corresponds to the most expensive and accurate choice (e.g., largest RVE size, finest mesh), and thus to the smallest number of realizations. We note that one does not have to take the same number of levels \( L \) for coarse-grid sizes and RVEs.
11. Multi-level Monte Carlo for the upscaled coefficients and their properties

In this section we apply MLMC to compute the expectation of the effective coefficient. Therefore, we solve local problems on RVEs with various sizes. As a first step, we will fix the fine-scale grid and later we consider both, various RVE sizes and fine meshes. If the homogenized coefficients are stochastic the multi-level Monte Carlo method is more efficient than a standard Monte Carlo approach. Otherwise, both methods are equally accurate. As mentioned earlier the homogenized coefficient can be stochastic, if no ergodicity is assumed. In this setting we will consider various cases. The first case we will consider is when the heterogeneous field in \ref{eq:product_form} has the product form

\[
K(x, x, \omega, \omega') = A(x, \omega)B(x, \omega')
\]

where \(A\) and \(B\) are two random scalar valued functions. \(\omega\) corresponds to the randomness of the macroscopic scale and \(\omega'\) to the one of the microscopic scale. With \(K^*(x, \omega, \omega')\) we denote the homogenized coefficient matrix which depends on the macroscopic variables \((x, \omega)\) and on \(\omega'\) if no ergodicity on \(B\) is assumed. Then we assume

\[
\mathbb{E}_{\omega'} \left[ \| K^*(x, \omega, \omega') - H_{\eta} \left( K \left( x, \frac{x}{\epsilon}, \omega, \omega' \right) \right) \|_2^2 \right] \leq C \left( \frac{\epsilon}{\eta} \right)^{\beta}
\]

for some deterministic constant \(C\) independent of \(\omega, x, \epsilon\) and \(\eta\) and any matrix norm \(\| \cdot \|\). Furthermore, the rate \(\beta\) is assumed to be independent of \(\omega, x, \epsilon\) and \(\eta\). Another, more general case we will consider is when one cannot split the randomness of macroscopic and microscopic scale, explicitly. Then the coefficient writes \(K(x, \frac{x}{\epsilon}, \omega)\). We assume that \(K\) is scalar-valued, that we can do homogenization in every macroscopic point, and that the following assumption holds

\[
\mathbb{E} \left[ \| K^*(x, \omega) - H_{\eta} \left( K \left( x, \frac{x}{\epsilon}, \omega \right) \right) \|_2^2 \right] \leq C \left( \frac{\epsilon}{\eta} \right)^{\beta}
\]

with some constant \(C\) and rate \(\beta\) independent of \(x, \epsilon\) and \(\eta\). This is similar to the known results for ergodic homogeneous coefficient recalled in Section \ref{sec:ergodic_homogeneous}.

11.1. Various RVE sizes and fixed fine mesh

We assume a highly resolved discretization of the cell problem, i.e., no fine-scale discretization error. Later on we introduce how to compute the two-point correlation function. At each level we set

\[
\sqrt{\mathbb{E} \left[ \| K^* - K_l^* \|_2^2 \right]} = \delta_l
\]
for some matrix norm $\|\cdot\|$ and to simplify the notation we set $K^*_l := K^*_\eta_l$. We assume that

$$\delta_l \leq C \left( \frac{\epsilon}{\eta_l} \right)^{\beta}, \quad (11.1)$$

with $\beta > 0$ and $C > 0$ independent of $l$, $\epsilon$ and $\eta$. For some special cases, one can estimate $\beta$ rigorously, but in general we suggest a precomputation strategy to estimate $\beta$. This will be discussed later.

Note that Central Limit Type results correspond to $\beta = d$ (see e.g., [13] for such estimates in a weakly stochastic case). For clarity we summarize the basic steps of MLMC for the upscaled coefficients below.

1. Generate $m_1$ random variables $\omega_1 \cdots \omega_{m_1}$.

2. For each level $l$, $1 \leq l \leq L$, and each realization $\omega_j$, $1 \leq j \leq m_l$,
   - Solve the RVE problems
     $$\text{div}(K_s(x, \omega_j) \nabla \chi^l_i) = 0, \quad \text{in } Y_{\eta_l}, \quad \chi^l_i(x, \omega_j) = x_i \text{ on } \partial Y_{\eta_l},$$
     for any $i = 1, \ldots, d$.
   - Compute the homogenized coefficients $K^*_l(x, \omega_j)$ with
     $$\forall 1 \leq i \leq d, \quad K^*_l(x, \omega_j)e_i = \frac{1}{\eta_l^d} \int_{Y_{\eta_l}} K_s(x, \omega_j) \nabla \chi^l_i.$$

3. For each level $l$, $1 \leq l \leq L$, compute
   $$E_{m_l}(K^*_l - K^*_{l-1}) = \frac{1}{m_l} \sum_{j=1}^{m_l} K^*_l(x, \omega_j) - K^*_{l-1}(x, \omega_j),$$
   where we set $K^*_0 = 0$. Note that we keep implicit the dependence of $E_{m_l}(K^*_l - K^*_{l-1})$ with respect to $x$ and the randomness.

4. Compute the multi-level approximation $E^L(K^*_L)$ of the expected value $E[K^*_L]$ following (11.1):
   $$E^L(K^*_L) = \sum_{l=1}^{L} E_{m_l}(K^*_l - K^*_{l-1})(x).$$

We start to estimate the root mean square error of the approximation of $E([K^*_L]_{ij})$, for any entry $ij$ ($1 \leq i, j \leq d$) of the matrix $K^*_L$. To simplify the notation, we write the calculations below as if $K^*_l$ is a scalar quantity, i.e., the calculations are to be understood as calculations on the entry $[K^*_L]_{ij}$. This estimate can be extended to any smooth, scalar-valued function $f$ of $K^*_L$, this will be
discussed in Remark 11.2 below. For the multi-level Monte Carlo approach, we get

\[
\epsilon_{\text{MLMC}}(K^*_L) = \sqrt{E[(E[K^*_L] - E^L(K^*_L))^2]}
\]

\[
= \sqrt{E \left[ \left( \sum_{l=1}^{L} (K^*_l - K^*_{l-1}) - \sum_{l=1}^{L} E_{m_l} (K^*_l - K^*_{l-1}) \right)^2 \right]}
\]

\[
\leq \sum_{l=1}^{L} \sqrt{E \left[ (K^*_l - K^*_{l-1} - E(K^*_l - K^*_{l-1}))^2 \right]}
\]

where we have used \((10.4)\). Writing that \(K^*_l - K^*_{l-1} = (K^*_l - K^*) + (K^* - K^*_{l-1})\) we deduce

\[
\epsilon_{\text{MLMC}}(K^*_L) = \sqrt{E[(E[K^*_L] - E^L(K^*_L))^2]}
\]

\[
\leq \sum_{l=1}^{L} \frac{1}{\sqrt{m_l}} \sqrt{E \left[ (K^*_l - K^* - E(K^*_l - K^*))^2 \right]}
\]

\[
+ \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \sqrt{E \left[ (K^* - K^*_{l-1} - E(K^* - K^*_{l-1}))^2 \right]}
\]

\[
+ \frac{1}{\sqrt{m_1}} \sqrt{E \left[ (K^* - E(K^*))^2 \right]}
\]

\[
\leq \sum_{l=1}^{L} \frac{1}{\sqrt{m_l}} \sqrt{E \left[ (K^*_l - K^*)^2 \right]}
\]

\[
+ \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \sqrt{E \left[ (K^* - K^*_{l-1})^2 \right]}
\]

\[
+ \frac{1}{\sqrt{m_1}} \sqrt{E \left[ (K^* - E(K^*))^2 \right]}
\]

\[
= \sum_{l=1}^{L} \frac{1}{\sqrt{m_l}} \delta_l + \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \delta_{l-1} + \frac{1}{\sqrt{m_1}} \sqrt{E \left[ (K^* - E(K^*))^2 \right]}
\]

\[
= \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \delta_{l-1} + \frac{1}{\sqrt{m_1}} \left( \delta_1 + \sqrt{E \left[ (K^* - E(K^*))^2 \right]} \right).
\]

Using \((11.1)\), we get

\[
\epsilon_{\text{MLMC}}(K^*_L) \leq C \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \left( \left( \frac{\epsilon}{\eta_l} \right)^{\beta/2} + \left( \frac{\epsilon}{\eta_{l-1}} \right)^{\beta/2} \right)
\]

\[
+ \frac{1}{\sqrt{m_1}} \left( C \left( \frac{\epsilon}{\eta_1} \right)^{\beta/2} + \sqrt{E \left[ (K^* - E(K^*))^2 \right]} \right).
\]
If the error is fixed, the optimal choice for the number \( m_l \) of realizations at level \( l \) (i.e., with RVE size \( \eta_l \)) is reached when these error parts are equilibrated. We choose
\[
m_l = \begin{cases} 
\left( \frac{m_l}{\eta_l} \right)^{\frac{\beta}{2}} \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} + \sqrt{E[(K^* - E[K^*])^2]} \alpha_l^{-2}, & l = 1 \\
\left( \frac{m_l}{\eta_l} \right)^{\frac{\beta}{2}} \left( 1 + \left( \frac{m}{m_{l-1}} \right)^{\frac{\beta}{2}} \right) \alpha_l^{-2}, & l \geq 2
\end{cases}
(11.2)
\]
with \( \alpha_l > 0, 1 \leq l \leq L \). Then we have
\[
\epsilon_{MLMC}(K^*_L) \leq C \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} + \sqrt{E[(K^* - E[K^*])^2]} \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} + \sqrt{E[(K^* - E[K^*])^2]} \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} + \sqrt{E[(K^* - E[K^*])^2]} \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} + C \alpha_l \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}}
\]
\[
= C \sum_{l=2}^{L} \alpha_l \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} \left( \frac{1}{\eta_l} \right)^{\frac{\beta}{2}} \left( 1 + \left( \frac{m}{m_{l-1}} \right)^{\frac{\beta}{2}} \right) + C \alpha_l \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}}
\]
\[
= C \left( \frac{\epsilon}{\eta_L} \right)^{\frac{\beta}{2}} \sum_{l=1}^{L} \alpha_l
\]
\[
= C \left( \frac{\epsilon}{\eta_L} \right)^{\frac{\beta}{2}} C(\alpha),
\]
where \( C(\alpha) = C \sum_{l=1}^{L} \alpha_l \).

For comparison we consider the error of standard Monte Carlo, if we calculate the approximated upscaled coefficient only for the largest RVE (of size \( \eta_L \)). Using (10.4), we have
\[
\sqrt{E[(E[K^*_1] - E\tilde{m}(K^*_1))^2]} \leq \frac{1}{\sqrt{m}} \sqrt{E[(K^*_L - E[K^*_L])^2]}.
\]
As mentioned above, we assume \( K^* \) to be a random quantity, with some positive variance. Therefor it is natural to assume that the variance is roughly independent of \( L \). Thus the Monte Carlo error is of the order \( \tilde{C}/\sqrt{m} \). To have a Monte Carlo error of the same order as the MLMC error, we take \( \tilde{m} = O \left( \left( \frac{m}{\eta} \right)^{\frac{\beta}{2}} \right) \) samples.

If we choose these numbers of realizations for MLMC and MC, both methods reach the same accuracy and we can compare their costs. Let \( N_I \) denote the cost to solve the RVE problem (4.9) on the domain \( Y^\eta_{\eta} \) of size \( \eta \). The number of degrees of freedom is of the order \( \left( \frac{\eta}{\epsilon} \right)^d \). Assuming
\[ N_l = (\eta/\epsilon)^d, \] we have the following cost for MLMC

\[
W_{RVE}^{\text{MLMC}} = \sum_{l=2}^{L} m_l N_l
\]

\[
\simeq \sum_{l=2}^{L} \left( \frac{\eta L}{\eta l} \right)^{\beta} \left( 1 + \left( \frac{\eta}{\eta_{l-1}} \right)^{\frac{\beta}{\gamma}} \right)^2 \alpha_l^{-2} \left( \frac{\eta_l}{\epsilon} \right)^{d}
\]

\[
+ \left( \frac{\eta L}{\epsilon} \right)^{\beta} \left( \frac{\epsilon}{\eta l} \right)^{\frac{\beta}{\gamma}} \sqrt{E[(K^* - E[K^*])]^2} \right) \alpha_l^{-2} \left( \frac{\eta_l}{\epsilon} \right)^{d}.
\]

In the case of MC, the cost reads

\[
W_{RVE}^{\text{MC}} = \tilde{m} N_L \simeq \left( \frac{\eta L}{\epsilon} \right)^{\beta} \left( \frac{\eta L}{\epsilon} \right)^{d}
\]

\[
= \left( \frac{\eta L}{\epsilon} \right)^{\beta+d}.
\]

In Figure 13 we illustrate the ratio \( W_{RVE}^{\text{MLMC}}/W_{RVE}^{\text{MC}} \) for different numbers of levels \( L \) and rates \( \beta \). As we can see, for a given number \( L \) of levels, the cost ratio decreases if the rate \( \beta \) increases, at equal accuracy. Otherwise stated, the faster the convergence of the homogenized matrix with respect to the RVE size (cf. (4.16)), the more interesting the MLMC approach is.

![Figure 13: RVE work ratio](image)

**Figure 13**: RVE work ratio: \( W_{RVE}^{\text{MLMC}}/W_{RVE}^{\text{MC}} \) for different levels \( L \) and \( \beta \), \( d = 2 \eta_l = 2^{-L+l} \) and \( \alpha_l = \frac{1}{2} \),

\[
m_1 = \left( \frac{\eta L}{\epsilon} \right)^{\beta} \left( \frac{\epsilon}{\eta l} \right)^{\frac{\beta}{\gamma}} + 1 \right)^2 \alpha_l^{-2}, \quad m_l = \left( \frac{\eta L}{\eta l} \right)^{\beta} \left( \frac{\eta l}{\eta_{l-1}} \right)^{\frac{\beta}{\gamma}} + 1 \right)^2 \alpha_l^{-2}, \quad l \geq 2.
\]

**Remark 11.1**

*In the above calculations, we assumed that the work of solving a local problem scales as \( N_l \) where \( N_l \) is the number of degrees of freedoms. This is true if one uses iterative solvers and the conditioned number of the preconditioned system is independent of the small scale \( \epsilon \). One can also compare the work between MLMC and MC approaches when the work of solving a local problems scales as \( C(\epsilon)N^{1+\gamma} \) for some \( \gamma > 0 \).*
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Remark 11.2
Note that estimating the difference between the expectation $E[K^*_\nu]$ and the MLMC approximation $E^l(K^*_\nu)$ can be replaced by estimating the difference of $E[f(K^*_\nu)]$ and $E^l(f(K^*_\nu))$ for any smooth, scalar-valued function $f(K^*_\nu)$, so that the estimate of the difference between two consecutive levels can be related to the estimate of $K^*_\nu$ between two consecutive levels. Then we can write $|f(K^*_\nu) - f(K^*_\nu)| \leq C_f \sum_{i,j=1}^d |[K^*_ij] - [K^*_{i-1}j]|$ for some constant $C_f$ and proceed as above.

Remark 11.3
To compute the optimal number of realizations $m_l$ the convergence rate $\beta$ is needed, which is not known, in general. In Section 11.1.1 we propose some means to estimate $\beta$ numerically.

Above we have shown how to estimate $E[K^*_\nu]$. Another important function is the two-point correlation function

$$Cor_{K^*}(x, y) = E([K^*(x, \omega)]_{ij}[K^*(y, \omega)]_{qp})$$

between the components $ij$ and $qp$ of the homogenized matrix at points $x$ and $y$ (note that we work with non-centered values of $K^*$). To keep it simple we consider only two fixed locations $x$ and $y$. Consider $m_l$ independent samples of the homogenized coefficient $K^*_l$ at level $l$, ($1 \leq k \leq m_l$).

We define

$$Cor_{m_l}(K^*_l) := \frac{1}{m_l} \sum_{k=1}^{m_l} [K^*_l](x)_{ij}[K^*_l](y)_{qp}$$

as an empirical estimator of $E([K^*(x, \omega)]_{ij}[K^*(y, \omega)]_{qp})$. As MLMC approximation for the two-point correlation function $Cor_{K^*}(x, y)$ we get

$$Cor^L(K^*_l) := \sum_{l=1}^L \left( Cor_{m_l}(K^*_l) - Cor_{m_l}(K^*_l-1) \right).$$

11.2. Coarse and fine meshes

Above we have assumed that we could solve the RVE problems exactly, but in practice, these problems are solved numerically within some accuracy. In this section we consider the extension, where we vary the RVE size $\eta_i$ and the fine mesh $h_j$. We assume that the error in the approximation of $K^*$ satisfies

$$\delta_{ij} \leq C \left( \frac{\epsilon}{\eta_i} \right)^\beta + \left( \frac{h_j}{\epsilon} \right)^\gamma$$ (11.3)

for some constant $C$ independent of $\eta_i$, $h_j$, and $\epsilon$. We take $m_{ij}$ samples at the level $(i, j)$. It is possible to consider all pairs $(i, j)$, however, the cost of the computations can be large. For each RVE size $\eta_i$ we will choose a corresponding fine-grid size $h_j$. We denote this as level $l$ as before $K^*_{l_{h_j}}$. We get as above

$$e_{MLMC}(K^*_{l_{h_j}}) = \sqrt{E[(E[K^*_{l_{h_j}}] - E^l(K^*_{l_{h_j}}))^2]}$$

$$\leq \sum_{l=2}^L \frac{1}{\sqrt{m_l}} (\delta_{ll} + \delta_{l-1,l-1}) + \frac{1}{\sqrt{m_1}} \left( \delta_{11} + \sqrt{E[(K^* - E[K^*])^2]} \right).$$
Using (11.3), we get
\[
e_{\text{MLMC}}(K^*_L) \leq C \sum_{l=2}^{L} \frac{1}{\sqrt{m_l}} \left( \sqrt{\left( \frac{\epsilon}{\eta_l} \right)^\beta + \left( \frac{h_l}{e} \right)^\gamma} + \sqrt{\left( \frac{\epsilon}{\eta_{l-1}} \right)^\beta + \left( \frac{h_{l-1}}{e} \right)^\gamma} \right)^2 + \frac{1}{\sqrt{m_1}} \left( C \sqrt{\left( \frac{\epsilon}{\eta_1} \right)^\beta + \left( \frac{h_1}{e} \right)^\gamma} + \sqrt{E[(K^* - E[K^*])^2]} \right).
\]

If the error is fixed, the optimal choice for the number \(m_l\) of realizations at level \(l\) (i.e., with RVE size \(\eta_l\) and mesh size \(h_l\)) is reached when these error parts are equilibrated. We choose
\[
m_l = \begin{cases} \left( \sqrt{\left( \frac{\epsilon}{\eta_l} \right)^\beta + \left( \frac{h_l}{e} \right)^\gamma} + \frac{1}{\sqrt{E[(K^* - E[K^*])^2]}} \right)^2 \alpha_l^{-2}, & l = 1 \\ \left( \sqrt{\left( \frac{\epsilon}{\eta_l} \right)^\beta + \left( \frac{h_l}{e} \right)^\gamma} + \sqrt{\left( \frac{\epsilon}{\eta_{l-1}} \right)^\beta + \left( \frac{h_{l-1}}{e} \right)^\gamma} \right)^2 \alpha_l^{-2}, & l \geq 2. \end{cases}
\]

Then we have
\[
e_{\text{MLMC}}(K^*_L) \leq \left[ \left( \frac{\epsilon}{\eta_L} \right)^\beta + \left( \frac{h_L}{e} \right)^\gamma \right] C(\alpha)
\]
where \(C(\alpha) = C \sum_{l=1}^{L} \alpha_l\). For comparison we calculate the corresponding error of standard MC with RVE size \(\eta_L\) and fine grid \(h_L\)
\[
\sqrt{E[(E[K^*_{L,h_L}] - E\hat{m}(K^*_L)]^2]} \leq \frac{1}{\sqrt{m}} \sqrt{E[(K^*_{L,h_L} - E[K^*_{L,h_L}])^2]}.
\]

Again we have a Monte Carlo error of the order of \(\hat{m}/\sqrt{m}\). To equilibrate the error terms in this case we take \(\hat{m} = O\left( \left( \left( \frac{\epsilon}{\eta_L} \right)^\beta + \left( \frac{h_L}{e} \right)^\gamma \right)^{-1} \right) \) samples.

If we choose these numbers of realizations for MLMC and MC, both methods reach the same accuracy and we can compare their costs. Let \(N_l\) denote the cost to solve the RVE problem (4.9) on the domain \(Y^*_{\eta_l}\) of size \(\eta_l\) with mesh size \(h_l\). The number of degrees of freedom is of the order \((\eta_l/h_l)^d\). Assuming \(N_l = (\eta_l/h_l)^d\), we have the following cost for MLMC
\[
W_{\text{RVE}}^{\text{MLMC}} = \sum_{l=1}^{L} m_l N_l
\]
\[
\approx \sum_{l=2}^{L} \left( \sqrt{\left( \frac{\epsilon}{\eta_l} \right)^\beta + \left( \frac{h_l}{e} \right)^\gamma} + \sqrt{\left( \frac{\epsilon}{\eta_{l-1}} \right)^\beta + \left( \frac{h_{l-1}}{e} \right)^\gamma} \right)^2 \alpha_l^{-2} \left( \frac{\eta_l}{h_l} \right)^2
\]
\[
+ \frac{1}{\sqrt{m_1}} \left( C \sqrt{\left( \frac{\epsilon}{\eta_1} \right)^\beta + \left( \frac{h_1}{e} \right)^\gamma} + \sqrt{E[(K^* - E[K^*])^2]} \right) \alpha_1^{-2} \left( \frac{\eta_1}{h_1} \right)^2.
\]
For MC, the amount of work is

\[ W_{RVE}^{MC} = \hat{m}_N \simeq \left( \left( \frac{\epsilon}{\eta} \right)^{\beta} + \left( \frac{hL}{\epsilon} \right) \gamma \right)^{-1} \left( \frac{\eta L}{hL} \right)^2. \]

12. Weighted multi-level Monte Carlo

Previously, we approximated \( E[G_L] \) with the multi-level Monte Carlo method, where \( G_L \) is the quantity of interest at the highest level of accuracy. To approximate \( E[G_L] \) we used lower levels of accuracy, \( G_l \). In (10.1) we introduced the unbiased estimator \( E^L(G_L) \), i.e., when an infinitely large number of samples is considered, this estimator converges to \( E[G_L] \).

However, in some cases (cf. Section 13.3), this turns out to be restrictive, and it is easier to approximate \( \sum_{l=1}^{L} w_l E[G_l] \) (where the weights satisfy \( \sum_{l=1}^{L} w_l = 1 \)) than \( E[G_L] \). This is the weighted multi-level Monte Carlo approach. For the special case \( w_L = 1 \) and \( w_l = 0 \) for \( 1 \leq l < L \) we get the previously introduced MLMC method.

Analogous to (4.16) we assume in each level

\[ \|G - G_l\| \leq \delta_l \]

with \( \delta_1 > \delta_2 > \cdots > \delta_L \) and

\[ \|G\| = \left( E[\|G(\omega, \cdot)\|_V^2] \right)^{\frac{1}{2}} \]

(12.1)

where \( V \) is a Hilbert space and \( G(\omega, \cdot) \in V \). As before we consider a telescopic sum

\[ \sum_{l=1}^{L} w_l G_l = \sum_{l=1}^{L} \alpha_l (G_l - G_{l-1}) \]

and we get

\[ \alpha_l = \sum_{i=l}^{L} w_i. \]

If we choose \( w_1 \leq w_2 \leq \cdots \leq w_L \) with \( \sum_{l=1}^{L} w_l = 1 \) we have

\[ 1 = \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_L = w_L. \]

By considering the weighted sum \( \sum_{l=1}^{L} w_l G_l \) instead of the quantity at level \( L, G_L \), we introduce a new systematic error, we get

\[ \|G - \sum_{l=1}^{L} w_l G_l\| = \| \sum_{l=1}^{L} w_l (G - G_l)\| \leq \sum_{l=1}^{L} w_l \|G - G_l\| \leq \sum_{l=1}^{L} w_l \delta_l. \]

(12.2)

Note that in the MLMC approach the systematic error is of the size \( \|G - G_L\| \leq \delta_L \). Now we approximate the expected value of the weighted sum

\[ \sum_{l=1}^{L} w_l E[G_l] = \sum_{l=1}^{L} \alpha_l E[G_l - G_{l-1}] \approx \sum_{l=1}^{L} \alpha_l E_M(G_l - G_{l-1}) \]
with \( M_1 \geq M_2 \geq \cdots \geq M_L \). We get the following error

\[
\| E \left[ \sum_{l=1}^L w_l G_l \right] - \sum_{l=1}^L \alpha_l E M_l \left( G_l - G_{l-1} \right) \| \\
= \| \sum_{l=1}^L \alpha_l (E - E M_l) (G_l - G_{l-1}) \|
\]

\[
\lesssim \sum_{l=1}^L \frac{\alpha_l}{\sqrt{M_l}} \| G - G_l \| + \sum_{l=2}^L \frac{\alpha_l}{\sqrt{M_l}} \| G - G_{l-1} \| + \frac{\alpha_1}{\sqrt{M_1}} \| G - E[G] \|
\]

\[
\leq \sum_{l=2}^L \frac{\alpha_l}{\sqrt{M_l}} (\delta_l + \delta_{l-1}) + \frac{\alpha_1}{\sqrt{M_1}} (\delta_1 + \| G - E[G] \|).
\]

If the error is fixed, the optimal choice for the number \( M_l \) of realizations at level \( l \) is reached when these error parts are equilibrated. We choose

\[
M_l = \begin{cases} 
\left( \frac{\alpha_1}{\delta_1} \right)^2 (\delta_1 + \| G - E[G] \|)^2, & l = 1 \\
\left( \frac{\alpha_l}{\delta_l} \right)^2 (\delta_l + \delta_{l-1})^2, & 2 \leq l \leq L.
\end{cases}
\]

Then we get

\[
\| E \left( \sum_{l=1}^L w_l G_l \right) - \sum_{l=1}^L \alpha_l E M_l \left( G_l - G_{l-1} \right) \| = O(\delta_L).
\]

This error is of the same order as in the MLMC approach though one needs to exercise caution regarding the systematic error (see (12.2)).

### 13. Multi-level Monte Carlo for the homogenized solution

In this section we use multi-level Monte Carlo to estimate the expectation of the homogenized solution. In particular, we consider \( V = H_1^0(D) \) in (12.1). With \( v_l \) we denote the projection of \( v \) onto a finite dimensional subspace with mesh width \( H_l \), the finite element or finite volume space for example. Then we assume to control the discretization error

\[
\| v - v_l \| \lesssim H_t,
\]

#### 13.1. Standard MLMC

As a first step we assume no error due to upscaling the coefficient, i.e. the error in each level for each realization depends only on the discretization error. In this case we get standard MLMC, which one can find in (10). We briefly mention their results here.

They find the error bound, cf. (10), Th.4.5,

\[
\| E[u] - E^L(u_L) \| \lesssim H_L,
\]

with \( M_l \) samples on mesh level \( l \) given by

\[
M_l = l^{2+2r} \left( \frac{H_1}{H_L} \right)^2 = l^{2+2r} 2^{2(L-l)}, \quad l = 1, \cdots, L
\]
for an arbitrarily small \( \epsilon > 0 \) and
\[
W_{\text{coarse}}^{\text{MLMC}} \leq C_i \begin{cases} 
H_L^{-4} & \text{for } d = 1, \\
H_L^{-2} (\log H_L^{-2})^{3+1} & \text{for } d = 2, \\
H_L^{-2} (\log H_L^{-2})^{2+1} & \text{for } d = 3,
\end{cases}
\]
where the constant depends on \( \epsilon \) but is independent of \( L \).

### 13.2. Separable case

In the following we take the error in upscaling the coefficient into account. Note that we assume that the RVE problems are solved exactly as in Section 11. To start with we consider a micro-scale problem with separated scales
\[
-\text{div} \left( A(x, \omega) \nabla u_\epsilon \right) = f \text{ in } D
\]
with some boundary conditions. The formally derived homogenized problem is
\[
-\text{div} \left( A(x, \omega) B^* \nabla u^* \right) = f \text{ in } D. \tag{13.2}
\]
To approximate the expected value of the upscaled solution \( u^* \) we consider the tuples \((H_l, M_l, \eta_l, m_l)\) for \( 1 \leq l \leq L \), with the coarse mesh size \( H_l \), RVE size \( \eta_l \) and \( M_l \) coarse-grid and \( m_l \) local problem solves.

To calculate the homogenized coefficient
\[
(B^*_{i_{n,m}})_{n,m} = \frac{1}{|Y_{\eta_l}|} \int_{Y_{\eta_l}} \nabla \chi^i_n \cdot B_{i_l}^* \nabla \chi^i_m dy
\]
we solve in each direction, \( 1 \leq j \leq d, m_l \) corresponding deterministic RVE problems
\[
-\text{div} \left( B_{i_l}^*(y) \nabla \chi^i_j \right) = 0, \quad y \in Y_{\eta_l},
\]
\[
\chi^i_j = e_j \cdot y \text{ on } \partial Y_{\eta_l}. \tag{13.3}
\]
As before, we denote the arithmetic mean of these coefficients with \( E_{m_l}(B^*_{i_l}) \), i.e.,
\[
E_{m_l}(B^*_{i_l}) = \frac{1}{m_l} \sum_{i=1}^{m_l} B^*_{i_l}.
\]
Then, we compute the solution of the deterministic homogenized problem
\[
-\text{div} \left( A^k_l(x) E_{m_l}(B^*_{i_l}) \nabla u^k_l \right) = f, \quad 1 \leq k \leq M_l, \tag{13.4}
\]
for each mesh size \( H_l \) and realization. Here \( A^k_l(x) \) is the \( k \)th realization of \( A(x, \omega) \). Note we use a simplistic treatment for averaging over \( \omega' \), since we assume that most of the randomness is in \( A(x, \omega) \). In general one has to solve the homogenized problem for each realization of \( B^*_{i_l} \). We calculate the empirical mean \( E_{M_l}(u_l) = \frac{1}{M_l} \sum_{k=1}^{M_l} u^k_l \) of the solutions of \( (13.4) \). We use this mean \( E_{M_l}(u_l) \) to approximate the expected value \( E[u_l] \) of the solution \( u_l \) of the stochastic homogenized problem
\[
-\text{div} \left( A(x, \omega) E_{m_l}(B^*_{i_l}) \nabla u_l \right) = f \text{ in } D \tag{13.5}
\]
with mesh size $H_l$ and the homogenized coefficients calculated with RVE size $\eta_l$. With $u^k_0 := 0$, $1 \leq k \leq M_1$, we define

$$E^L(u_L) = \sum_{l=1}^L E_{M_l}(u_l - u_{l-1}).$$

We use $E^L(u_L)$ as approximation of $E[u^*]$. Then we get

$$\|E[u_L] - E^L(u_L)\| = \|E[\sum_{l=1}^L u_l - u_{l-1}] - \sum_{l=1}^L E_{M_l}(u_l - u_{l-1})\|$$

$$\leq \sum_{l=1}^L \|(E - E_{M_l})(u_l - u_{l-1})\|$$

$$= \sum_{l=1}^L \|(E - E_{M_l})(u_l - u_{l-1})\|$$

$$\leq \sum_{l=1}^L \frac{1}{\sqrt{M_l}} \|u_l - u_{l-1} - E[u_l - u_{l-1}]\|$$

$$\leq \sum_{l=1}^L \frac{1}{\sqrt{M_l}} \|u_l - u_{l-1}\|$$

$$= \sum_{l=1}^L \frac{1}{\sqrt{M_l}} \|u_l - u^* + u^* - u_{l-1}\|$$

$$\leq \sum_{l=2}^L \frac{1}{\sqrt{M_l}} (\|u^* - u_l\| + \|u^* - u_{l-1}\|) + \frac{1}{\sqrt{M_1}} (\|u^* - u_1\| + \|u^*\|) .$$

Here we used (10.4) and


To estimate $\|E[u_L] - E^L(u_L)\|$ we need an error bound for $\|u^* - u_l\|$, $1 \leq l \leq L$. Therefore we denote with $u^*_{H_l}$ the solution of

$$- \text{div} (A(x,\omega)B^*\nabla u^*_{H_l}) = f,$$

i.e., $u^*_{H_l}$ is the solution solved with mesh size $H_l$ but without any upscaling error of the coefficient $B$. It follows

$$\|u^* - u_l\| \leq \|u^* - u^*_{H_l}\| + \|u^*_{H_l} - u_l\| .$$

Thereby $\|u^* - u^*_{H_l}\|$ denotes the discretization error and we have

$$\|u^* - u^*_{H_l}\| \lesssim H_l .$$

For the remaining term it holds

$$\|u^*_{H_l} - u_l\| \lesssim \sqrt{E[\|E_{m_l}(B^*_{H_l}) - B^*_{H_l}\|^2]} .$$
Proof. We write

\[- \text{div} \left( A(x, \omega)B^* \nabla u_{H_1}^* \right) = - \text{div} \left( A(x, \omega)E_{m_i}(B_i^*) \nabla u_i \right).\]

Then,

\[\text{div} \left( A(x, \omega)B^* \nabla (u_{H_1}^* - u_i) \right) = \text{div} \left( A(x, \omega)(E_{m_i}(B_i^*) - B^*) \nabla u_i \right).\]

Multiplying both sides by \((u_{H_1}^* - u_i)\) and integrating by parts (note that \((u_{H_1}^* - u_i) = 0\) on the boundary), we get

\[
\int |\nabla (u_{H_1}^* - u_i)|^2 \lesssim \int A(x, \omega)B^* |\nabla (u_{H_1}^* - u_i)|^2 \\
= \int A(x, \omega)(E_{m_i}(B_i^*) - B^*) \nabla u_i \cdot \nabla (u_{H_1}^* - u_i) \\
\lesssim |E_{m_i}(B_i^*) - B^*| \int \nabla u_i \cdot \nabla (u_{H_1}^* - u_i) \\
\lesssim |E_{m_i}(B_i^*) - B^*| \left( \int |\nabla u_i|^2 \right)^{1/2} \left( \int |\nabla (u_{H_1}^* - u_i)|^2 \right)^{1/2}.
\]

From here, we have

\[\|u_{H_1}^* - u_i\| \lesssim |E_{m_i}(B_i^*) - B^*| \|u^*\|_V \]

and therefore

\[\|u_{H_1}^* - u_i\|^2 = E \|u_{H_1}^* - u_i\|^2 \lesssim E \|E_{m_i}(B_i^*) - B^*\|^2 \|u^*\|^2.\]

\[\square\]

To get an error estimate for the MLMC approach, we note that

\[
\sqrt{E |E_{m_i}(B_i^*) - B^*|^2} \lesssim \sqrt{E |E_{m_i}(B_i^*) - E[B_i^*]|^2 + E |E[B_i^*] - B^*|^2} \\
\lesssim \frac{1}{\sqrt{m_i}} \left( E |(B_i^*) - E[B_i^*]|^2 \right) + \delta_i.
\]

Using our assumption

\[\delta_i^2 \lesssim \left( \frac{\epsilon}{\eta_i} \right)^{\beta}, \quad \beta > 0,
\]

we get

\[
\|E[u_{L_i}] - E^L(u_{L_i})\| \lesssim \sum_{l=1}^{L} \frac{1}{\sqrt{M_l}} \left( H_l + \left( \frac{\epsilon}{\eta_l} \right)^{\frac{\beta}{2}} + \frac{C_l}{\sqrt{m_l}} + H_{l-1} + \left( \frac{\epsilon}{\eta_{l-1}} \right)^{\frac{\beta}{2}} + \frac{C_{l-1}}{\sqrt{m_{l-1}}} \right) \\
+ \frac{1}{\sqrt{M_1}} \left( \|u^*\| + H_1 + \left( \frac{\epsilon}{\eta_1} \right)^{\frac{\beta}{2}} + \frac{C_1}{\sqrt{m_1}} \right).
\]

For a standard MC approach, the error is given by

\[\|E[u_{MC}] - E_{ST}(u_{MC})\| \lesssim \frac{1}{\sqrt{M}}.
\]
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### 13.3. General case. Application of weighted MLMC

In this section we consider the general coefficient $A(x, \omega, \xi)$. Here one has to solve RVE problems in many macro-grid points. At every level we will solve a local problem in each coarse-grid block. The sizes of the RVE can be different at different locations. At every level $l$ we denote the number of RVE problems with $P_l$ ($\propto H_l^{-2}$). This number coincides with the number of coarse-grid blocks. We denote the set of coarse-grid points where we solve the local problems at level $l$ with $P_l$. We assume these sets are nested, i.e., $P_l \subset P_{l+1} \subset \cdots \subset P_L$. As before we solve for $M_l$ samples of RVE problems with mesh size $H_l$. We calculate the coefficient by solving RVE problems for each realization and averaging the energy over the spatial domain. If we calculate the RVE size $\eta$ we take some $\tilde{\eta}$ instead. This is true since the sets of coarse-grid points $P_l$ are nested. So we only solve RVE problems for $M_l - M_{l+1}$ independent realizations of size $\eta$ with coarse mesh size $H_l$ and get $M_l$ coefficients with different RVE sizes as shown in Table 3 for illustration. Let $u_{\eta_l,H_l}$ be the solution with a coarse grid with

\[
\eta_l
\]

\[
\begin{array}{cccc}
H_L & H_{L-1} & \cdots & H_1 \\
\eta_l & K^*_{\eta_l,H_l} & \cdots & M_l - M_2 \\
\vdots & \vdots & \cdots & \vdots \\
\eta_{L-1} & K^*_{\eta_{L-1},H_{L-1}} & \cdots & K^*_{\eta_{L-1},H_1} \\
\eta_L & K^*_{\eta_L,H_L} & \cdots & K^*_{\eta_L,H_1} \\
\end{array}
\]

Table 3: Calculating the (blue) coefficients on the diagonal will automatically give the lower triangular values in the matrix.

mesh size $H_l$ and RVE size $\eta_l$. Instead of $E[u^*]$ we interested in the approximation of $E[\tilde{u}]$ for some $\tilde{u}$. To benefit from the different numbers of effective coefficients for the different grid and RVE size we take

\[
\tilde{u} = \sum_{l=1}^{L} \frac{\alpha_l}{M_l} \sum_{j=l}^{L} (M_j - M_{j+1}) (u_{\eta_l,H_l} - u_{\eta_j,H_{j+1}})
\]

(13.7)

for $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_L > 0$, where we assume $M_{L+1} = 0$ and $u_{\eta_l,H_l} = 0$ for $1 \leq j \leq L$.

As mentioned in Section 12 we introduce a different systematic error. To compute this we write

\[
\tilde{u} = \sum_{l=1}^{L-1} \sum_{j=l}^{L} \left( \frac{\alpha_l}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right) (M_j - M_{j+1}) u_{\eta_l,H_l} + \sum_{l=1}^{L} \frac{M_l - M_{l+1}}{M_l} u_{\eta_l,H_l}.
\]

This is true since

\[
\tilde{u} = \sum_{l=1}^{L} \frac{\alpha_l}{M_l} \sum_{j=l}^{L} (M_j - M_{j+1}) (u_{\eta_l,H_l} - u_{\eta_l,H_l})
\]

\[
= \frac{\alpha_l}{M_l} M_L (u_{\eta_l,H_L} - u_{\eta_l,H_{L-1}})
\]

\[
+ \frac{\alpha_{L-1}}{M_{L-1}} (M_L - M_{L-1}) (u_{\eta_{L-1},H_{L-1}} - u_{\eta_{L-1},H_{L-2}})
\]
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If we use \( \|u^* - u_{q_l, h_l}\| \leq H_l + \delta_j \) the new systematic error reads

\[
\begin{align*}
\| Cu^* - \tilde{u} \| & \leq \sum_{l=1}^{L} \frac{M_l - M_{l+1}}{M_l} \| u^* - u_{q_l, h_l} \| + \sum_{l=1}^{L} \sum_{j=l+1}^{L} \left( \frac{\alpha_l}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right) (M_j - M_{j+1}) \| u^* - u_{q_l, h_l} \| \\
& \leq \sum_{l=1}^{L} \frac{M_l - M_{l+1}}{M_l} (H_l + \delta_l) + \sum_{l=1}^{L-1} \sum_{j=l+1}^{L} \left( \frac{\alpha_l}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right) (M_j - M_{j+1}) (H_l + \delta_j) \\
& \leq \sum_{l=1}^{L} \frac{M_l - M_{l+1}}{M_l} (H_l + \delta_l) + \sum_{l=1}^{L-1} \left( \frac{\alpha_l}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right) (H_l + \delta_l) \sum_{j=l+1}^{L} (M_j - M_{j+1}) \\
& = \sum_{l=1}^{L} \frac{M_l - M_{l+1}}{M_l} (H_l + \delta_l) + \sum_{l=1}^{L-1} \left( \frac{\alpha_l}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right) (H_l + \delta_l) M_{l+1} \\
& = \sum_{l=1}^{L-1} (H_l + \delta_l) \left[ \alpha_l - \alpha_l \frac{M_{l+1}}{M_l} + \frac{M_{l+1}}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right] + (H_L + \delta_L) \alpha_L \\
& = \sum_{l=1}^{L} (H_l + \delta_l) \left[ \alpha_l - \alpha_{l+1} \right]
\end{align*}
\]

with

\[
C = \sum_{l=1}^{L} \frac{\alpha_l}{M_l} \frac{M_l - M_{l+1}}{M_l} + \sum_{l=1}^{L-1} \left( \frac{\alpha_l}{M_l} - \frac{\alpha_{l+1}}{M_{l+1}} \right) \sum_{j=l+1}^{L} (M_j - M_{j+1})
\]
If we choose \( \alpha_l = \sum_{j=1}^L \tilde{\alpha}_j \frac{H_L + \delta_L}{H_j + \delta_j} \), we get
\[
\|Cu^* - \tilde{u}\| \leq (H_L + \delta_L) \sum_{l=1}^L \tilde{\alpha}_l
\]
and
\[
C = \sum_{j=1}^L \tilde{\alpha}_j \frac{H_L + \delta_L}{H_j + \delta_j}.
\]
For a given mesh size \( \hat{H} \) and RVE size \( \hat{\eta} \) the systematic error for standard MC is
\[
\|u^* - u_{\hat{\eta}, \hat{H}}\| \leq \hat{H} + \hat{\delta}.
\]
To have the same systematic error we choose
\[
\hat{H} = \sum_{l=1}^L (\alpha_l - \alpha_{l+1}) H_l
\]
and
\[
\hat{\delta} = \sum_{l=1}^L (\alpha_l - \alpha_{l+1}) \delta_l.
\]
For the expected value of \( \tilde{u} \) we get
\[
E[\tilde{u}] = \sum_{l=1}^{L-1} \sum_{j=l+1}^L \left( \frac{\alpha_l M_j - \alpha_{l+1} M_{j-1}}{M_l} \right) (M_j - M_{j-1}) E[u_{\eta_j, H_l}] + \sum_{l=1}^L \alpha_l \frac{M_l - M_{l+1}}{M_l} E[u_{\eta_j, H_l}]
\]
\[
= \sum_{l=1}^L \frac{\alpha_l}{M_l} \sum_{j=l}^L (M_j - M_{j+1}) E[u_{\eta_j, H_l} - u_{\eta_j, H_{l-1}}].
\]
As multi-level approximation we use
\[
E^{L*}(\tilde{u}) = \sum_{l=1}^L \alpha_l E_{M_l}^*(u_l - u_{l-1})
\]
instead of the sum of the arithmetic means at different levels as before. Where \( E_{M_l}^*(u_l - u_{l-1}) \) is defined as
\[
E_{M_l}^*(u_l - u_{l-1}) := \frac{1}{M_l} \sum_{j=l}^L (M_j - M_{j+1}) E_{M_j-M_{j+1}}(u_{\eta_j, H_l} - u_{\eta_j, H_{l-1}})
\]
\[ = \frac{1}{M_L} \sum_{j=1}^{L} \left( \sum_{i=1}^{M_j - M_{j+1}} (u_{\eta_j, H_l} - u_{\eta_j, H_{l-1}}) (\omega_i) \right). \]

For clarity we summarize the main steps of weighted MLMC for the coarse grid problem:

1. Generate \(M_1\) random variables \(\omega_1 \cdots \omega_{M_1}\).

2. For each level \(l, 1 \leq l \leq L\), and each realization \(\omega_j, M_{l+1} < j \leq M_l\), \((M_{L+1} = 0)\)
   - Solve in each coarse grid block with mesh size \(H_l\) the RVE problems
     \[ \text{div} (A_c(x, \omega_j) \nabla \chi_j^i) = 0, \quad \text{in} \ Y_{\eta_l}, \quad i = 1, \ldots, d \]
     \[ \chi_j^i = x_i \quad \text{on} \ \partial Y_{\eta_l}. \]
   - Compute in each coarse grid block with mesh size \(H_l\) the homogenized coefficients
     \[ K_{\eta_l, H_l}^*(x, \omega_j) e_i = \frac{1}{\eta_{\eta_l}^d} \int_{Y_{\eta_l}} A_c(x, \omega_j) \nabla \chi_j^i. \]
   - Solve the coarse grid problem with grid size \(H_k\), for \(1 \leq k \leq l\)
     \[ -\text{div} (K_{\eta_l, H_k}^*(x, \omega_j) \nabla u_{\eta_l, H_k} (x, \omega_j)) = f(x) \quad \text{in} \ D \]

3. For each level \(l, 1 \leq l \leq L\), compute
   \[ E_{M_l}^*(u_l - u_{l-1})(x) = \frac{1}{M_l} \sum_{k=1}^{L} \left( \sum_{j=1}^{M_k - M_{k+1}} (u_{\eta_k, H_l} - u_{\eta_k, H_{l-1}}) (x, \omega_j) \right) \]
   \[ = \frac{1}{M_l} \sum_{k=1}^{L} (M_k - M_{k+1}) E_M(u_{\eta_k, H_l} - u_{\eta_k, H_{l-1}})(x). \]

4. Compute the weighted multi-level approximation of the expected value
   \[ E^{L*}(\tilde{u})(x) = \sum_{l=1}^{L} \alpha_l E_{M_l}^*(u_l - u_{l-1})(x) \]
   with \(\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_L\).

To estimate the weighted MLMC error, we have
\[ \| E[\tilde{u}] - \sum_{l=1}^{L} \alpha_l E_{M_l}^*(u_l - u_{l-1}) \| \]
\[ = \| \sum_{l=1}^{L} \alpha_l \frac{1}{M_l} \sum_{j=1}^{L} (M_j - M_{j+1})(E - E_{M_j-M_{j+1}})(u_{\eta_j, H_l} - u_{\eta_j, H_{l-1}}) \| \]
\[ \leq \sum_{l=1}^{L} \alpha_l \frac{1}{M_l} \sum_{j=1}^{L} (M_j - M_{j+1}) \| (E - E_{M_j-M_{j+1}})(u_{\eta_j, H_l} - u_{\eta_j, H_{l-1}}) \| \]
\[ \sum_{l=1}^{L} \frac{1}{M_l} \sum_{j=1}^{L} \frac{1}{M_j - M_{j+1}} \left\| u_{n_j,H_l} - u_{n_j,H_{l-1}} - E[u_{n_j,H_l} - u_{n_j,H_{l-1}}] \right\| \]

\[ \leq \sum_{l=1}^{L} \frac{1}{M_l} \sum_{j=1}^{L} \frac{1}{M_j} \left\| u_{n_j,H_l} - u^{*} \right\| + \alpha_1 \sum_{j=1}^{L} \frac{1}{M_j} \left\| u^{*} \right\| \]

\[ \leq \sum_{l=1}^{L} \frac{1}{M_l} \left( H_l + \delta_l \right) + \alpha_1 \sum_{j=1}^{L} \frac{1}{M_j} \]

To equate the error terms we choose

\[ M_l = C \left\{ \begin{array}{ll} \left( \frac{\alpha_l}{\gamma_l(H + \delta)} \right)^2 & l = 1 \\ \left( \frac{\alpha_l(H + \delta)}{\gamma_l(H + \delta)} \right)^2 & l \geq 2. \end{array} \right. \]

Then we have

\[ \| E[\tilde{u}] - \sum_{l=1}^{L} \alpha_l E_{M_l}^*(u_l - u_{l-1}) \| = O(H + \delta). \]

In the MC case we choose \( \hat{M} = C(\hat{H} + \hat{\delta})^{-2} \) to get an error of the same order. As before the cost of solving the coarse scale problems is

\[ W_{MLMC, coarse} = L \sum_{l=1}^{L} M_l H_l^{-2} \]

and for single level MC

\[ W_{MC, coarse} = \hat{M} \hat{H}^{-2}. \]

The dominating part of the computational cost is the solution of RVE problems. We assume we solve at \( P_l \leq H_l^{-2} \) points RVE problems with the nested sets of points of size \( P_1 < P_2 \cdots < P_L \). For MC we assume we solve at \( \hat{P} \) points. Then, we get

\[ W_{MC, RVE} = \hat{M} \hat{P} \left( \frac{\eta}{\epsilon} \right)^2 = C \frac{\hat{P} \eta^2}{\epsilon^2(H + \delta)^2}. \]

Note that for the weighted MLMC approach we solve \( M_l - M_{l+1} \) RVE problems for \( \eta_l \). For MLMC, we achieve the following work

\[ W_{MLMC, RVE} = L \sum_{l=1}^{L} (M_l - M_{l+1}) \left( \frac{\eta_l}{\epsilon} \right)^2 P_l \]

\[ = \sum_{l=1}^{L} M_l \left( \frac{\eta_l}{\epsilon} \right)^2 P_l - \sum_{l=1}^{L} M_{l+1} \left( \frac{\eta_l}{\epsilon} \right)^2 P_l \]
\[ = \sum_{l=1}^{L} M_l \left( \frac{\eta_l}{\epsilon} \right)^2 P_l - \sum_{l=2}^{L} M_l \left( \frac{\eta_l - 1}{\epsilon} \right)^2 P_{l-1} \]
\[ = M_1 \left( \frac{\eta_1}{\epsilon} \right)^2 P_1 + \sum_{l=2}^{L} M_l \left( \frac{\eta_l}{\epsilon} \right)^2 P_l - \left( \frac{\eta_l - 1}{\epsilon} \right)^2 P_{l-1} \]
\[ = C \left( \frac{\alpha_1}{\gamma_1(H + \delta)} \right)^2 \left( \frac{\eta_1}{\epsilon} \right)^2 P_1 + \sum_{l=2}^{L} \left( \frac{\alpha_l(H_l + \delta_l)}{\gamma_l(H + \delta)} \right)^2 \left( \frac{\eta_l}{\epsilon} \right)^2 \left( \frac{P_l}{P} - \left( \frac{\eta_l - 1}{\epsilon} \right)^2 \frac{P_{l-1}}{P} \right) \]

In Figure 14 we illustrate the ratios of the work of weighted MLMC and MC for solving the coarse problems and the RVE problems. As we can see, the cost ratio decreases if the number of levels \( L \) increases.

![Figure 14: Work ratios for up to 20 levels, \( \beta = 2, \eta_l = 2^{L-l}, \gamma_l = \frac{1}{l} \) and \( \alpha_l = \sum_{i=1}^{L} \frac{H_l + \left( \frac{\xi}{\epsilon} \right)^{\eta_l}}{H_l + \left( \frac{\xi}{\epsilon} \right)^{\eta_l}} \) for (a) \( \epsilon = \frac{91}{10} \) and (b) \( \epsilon = \frac{2^{-50}}{10} \).](image)

14. Numerical results

In this section we present some representative numerical results. We consider the problem (in dimension \( d \))

\[ -\text{div} \left[ K(x, \omega, \frac{x}{\epsilon}, \omega') \nabla u \right] = f \text{ in } D = (0,1)^d. \]

The boundary conditions and the function \( f \) will be given below. Note that the homogenized coefficient is independent of these choices. In the following we compare our MLMC results with standard MC results at the highest level. In contrast to our theoretical analysis where we equate the error and compare the computational costs, we equate the costs for calculating the coefficient and the solution separately and compare the errors in the numerics. We will consider one-dimensional and two-dimensional examples. We have implemented the one-dimensional methods in Matlab (2).
and analytical solutions are known in most of the examples. As previously, we use the modular toolbox DUNE [12, 11, 24, 14] for the two-dimensional problems. Here we use the cell-centered finite volume method as described in Section 7. In Table 4 we show the different mesh and RVE sizes for three different levels. In the MLMC approach we approximate the homogenized coefficient with \( L = 3 \) different RVE sizes \( \eta_l \) (cf. Fig. 15) and when we calculate the coarse solution we use \( L = 3 \) different coarse mesh sizes \( H_l \). Note that we used the same fine mesh \( h_l \) for each level. In the two-dimensional examples we generate the coefficient with the Karhunen-Loève expansion

<table>
<thead>
<tr>
<th>( l )</th>
<th>( H_l )</th>
<th>( h_l )</th>
<th>( \eta_l )</th>
<th># cells in RVE of size ( \eta_l )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \frac{1}{16} )</td>
<td>( \frac{1}{125} )</td>
<td>0.125</td>
<td>256</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{1}{32} )</td>
<td>( \frac{1}{125} )</td>
<td>0.25</td>
<td>1024</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{1}{64} )</td>
<td>( \frac{1}{125} )</td>
<td>0.5</td>
<td>4096</td>
</tr>
</tbody>
</table>

Table 4: Different RVE and mesh sizes for the two-dimensional case.

Figure 15: Nested domains for the RVE problem, in dimension \( d = 2 \).

and the characteristic length scale is related to the correlation length \( \epsilon = \frac{\tau}{\sqrt{2}} = 0.04 \). In Section 14.1 we present numerical results for the homogenized coefficient. First we explain in Section 14.1.1 how to estimate the convergence rate \( \beta \) (cf. (4.16)) numerically and then we consider one-dimensional (cf. Section 14.1.2) and two-dimensional (cf. Section 14.1.3) results for approximating the upscaled coefficient with MLMC. We present numerical results for the coarse solution using weighted MLMC in Section 14.2.

### 14.1. Numerical results of the homogenized coefficient

As a first step we estimate the convergence rate \( \beta \) numerically. This is important in order to choose later in this section the number \( m_l \) of realizations at each level \( l \) in the one-dimensional (cf. Section 14.1.2) and two-dimensional (cf. Section 14.1.3) examples using MLMC appropriately.

#### 14.1.1. Numerical study of the convergence rate

For our theoretical study we assume (4.16) holds, i.e.,

\[
E \left[ \| K_{\eta_l}^* - K^* \|^2 \right] \leq C \left( \frac{\epsilon}{\eta_l} \right)^\beta
\]
for some constant $C$ and rate $\beta$ independent of $\epsilon$ and $\eta$. In this section we estimate the convergence rate $\beta$ numerically. Therefor we consider as coefficient a scalar random field $K(x, x')$ defined on $x \in D \subset \mathbb{R}^2$ with expected value $E[K] = 10$ (independent of $x$ and $\epsilon$) and Gaussian covariance function $\text{cov}(x, x') = \sigma^2 \exp\left(-\frac{|x-x'|^2}{2\tau^2}\right)$ with standard deviation $\sigma = \sqrt{2}$ and $\tau = \sqrt{2}\epsilon = 0.04$ (recall that $|x-x'|$ denotes the Euclidian distance in $\mathbb{R}^2$). We generate samples of the coefficient with the Karhunen-Loève expansion. For any $1 \leq l \leq L$, we calculate the effective coefficients $K^*_l(x')$ for the RVE $[0, \eta_l]^2$ (with $\eta_l = 0.5^{L-l}$) for various realizations $x'$, $1 \leq j \leq m_l$. Since we cannot access the theoretical reference value $K^*_l = \lim_{\eta \to \infty} E[K^*_l]$ in practice, we define the reference value as

$$K^*_\text{ref} := \frac{1}{L} \sum_{l=1}^{L} \frac{1}{m_l} \sum_{j=1}^{m_l} K^*_l(x'_j)$$

where we use all the realizations on the RVEs $[0, \eta_l]^2$, $1 \leq l \leq L$. For this choice of reference it holds $E[K^*_\text{ref}] = E[K^*_L]$. Since it is expensive to compute the effective coefficient with RVE $[0, \eta_L]$ the statistical error would be large and we cannot use the unbiased estimator $\frac{1}{m_l} \sum_{j=1}^{m_l} K^*_l(x'_j)$. In practice, we consider only the first entry $[K^*_l]_{11}$ and we use four levels and $m_l = (2000, 1000, 300, 140)$. At each level, $1 \leq l \leq L$, we expect

$$\frac{1}{m_l} \sum_{j=1}^{m_l} |K^*_l(x'_j) - K^*_\text{ref}|^2 \approx E \left[ |K^*_l(x'_j) - K^*_\text{ref}|^2 \right] \approx C \left( \frac{\epsilon}{\eta_l} \right)^{\beta}. $$

By taking the logarithm we get

$$\ln \left( \frac{1}{m_l} \sum_{j=1}^{m_l} |K^*_l(x'_j) - K^*_\text{ref}|^2 \right) \approx \beta \ln \left( \frac{\epsilon}{\eta_l} \right) + \ln C.$$ 

Results are shown in Figure 16, where we plot the computed data points with confidence intervals. It turns out that the data points for the smallest RVE $[0, \eta_1]^2$ show a different behavior than the other data sets. Since the results with the smallest RVE are the least accurate ones, we take only

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure16.png}
\caption{Computed data points with corresponding regression line with slope $\beta$ and upper and lower points of the confidence interval. 4 different levels, $m_l = (2000, 1000, 300, 140)$, $\beta = 1.53$ and $\ln C = 1.059$.}
\end{figure}
the three larger RVEs into account to compute the rate $\beta$. The linear regression line for these results is also plotted in Figure 16. We find a line with slope $\beta = 1.53$ and intercept $\ln C = 1.059$. Note that this rate $\beta$ is smaller, but close to the theoretical value $\beta^{\text{theo}} = 2$ which would be obtained by a Central Limit theorem argument. This rate $\beta$ is essential to choose the number of realizations $m_l$ at each level according to (11.2) appropriately. In the following two-dimensional examples we use the RVEs $[0, \eta_l]^2$, $[0, \eta_2]^2$ and $[0, \eta_3]^2$ only. If we take only these RVEs into account we end with a rate $\beta$ close to 1. Therefore we choose $\beta = 1$ in the two-dimensional examples instead of $\beta^{\text{theo}}$. In the one-dimensional cases we determine $\beta$ for each coefficient.

14.1.2. One dimensional examples

First, we present numerical results for one-dimensional problems

$$\frac{d}{dx} \left( K \left( \frac{x}{\epsilon}, \omega, \omega' \right) \frac{d}{dx} u \left( \frac{x}{\epsilon}, \omega, \omega' \right) \right) = f \text{ in } D \subset \mathbb{R}$$

with some boundary conditions for a coefficient $K \left( \frac{x}{\epsilon}, \omega, \omega' \right)$ such that the local problems are analytically solvable. In one dimension the local problem reads

$$\frac{d}{dx} \left( K \left( \frac{x}{\epsilon}, \omega, \omega' \right) \frac{d}{dx} \chi \left( \frac{x}{\epsilon}, \omega, \omega' \right) \right) = 0, \quad x \in Y = ]a, b[ \quad \chi \left( \frac{x}{\epsilon}, \omega, \omega' \right) = x, \quad x \in \{a, b\}.$$

For fixed $\omega$ and $\omega'$ it follows

$$K \left( \frac{x}{\epsilon}, \omega, \omega' \right) \frac{d}{dx} \chi \left( \frac{x}{\epsilon}, \omega, \omega' \right) = C_1$$

and therefore we get

$$\chi \left( \frac{x}{\epsilon}, \omega, \omega' \right) = C_1 \int_a^x \frac{1}{K \left( \frac{y}{\epsilon}, \omega, \omega' \right)} dy + C_2.$$

With the help of the boundary conditions we determine the constants

$$C_2 = a,$$

$$C_1 = \frac{b - a}{\int_a^b \frac{1}{K \left( \frac{y}{\epsilon}, \omega, \omega' \right)} dy}.$$

As in (4.13) we calculate the homogenized coefficient as

$$K^*_{a,b}(\omega, \omega') = \frac{1}{b - a} \int_a^b K \left( \frac{y}{\epsilon}, \omega, \omega' \right) \frac{d}{dy} \chi \left( \frac{y}{\epsilon}, \omega, \omega' \right) dy$$

$$= \frac{1}{b - a} \int_a^b C_1 dy$$

$$= C_1.$$

So the homogenized coefficient is the harmonic mean, i.e.,

$$K^*_{a,b}(\omega, \omega') = \frac{b - a}{\int_a^b \frac{1}{K \left( \frac{y}{\epsilon}, \omega, \omega' \right)} dy}.$$

In the MLMC approach we consider different RVEs $[a_l, b_l]$, $1 \leq l \leq L$, with size $\eta_l = b_l - a_l$. Analogous to our previous notation we denote the homogenized coefficient at level $l$, i.e., with RVE size $\eta_l$, with

$$K^*_l(\omega, \omega') := K^*_{a_l, b_l}(\omega, \omega').$$
Figure 17: Computed data points with corresponding regression line with slope $\beta$. 15 levels, mean over 50000 samples, $\beta = 2.0070$ and $\ln C = -13.9254$.

**Separable coefficient**  
**Example 1** As a first step we use the separable coefficient $K(\frac{x}{\epsilon}, \omega, \omega')$ with the following uniformly bounded away from 0 inverse

$$K^{-1}(\frac{x}{\epsilon}, \omega, \omega') = \left(C + \sum_{i=1}^{N} \chi_i(\omega') \sin^2\left(\frac{2\pi x \phi_i}{\epsilon}\right)\right) \exp(\omega),$$

where $\omega$ and $\chi_i$ are i.i.d. uniformly distributed in $[0, 1]$, and $\varphi_i$ are fixed random numbers in $[0.2, 2]$, and $C > 0$ is deterministic. This coefficient is separable in the sense that $K^{-1}$ is a product of a function of $\omega$ and a function of $\omega'$. As mentioned above, the homogenized coefficient is the harmonic mean in this case. Therefore the homogenized coefficient on the RVE $[a, b]$ is

$$K^*_{a, b}(\omega, \omega') = \left(\frac{1}{b-a} \int_{a}^{b} K^{-1}(\frac{x}{\epsilon}, \omega, \omega') \, dx\right)^{-1} = \left(\frac{\exp(\omega)}{b-a} \left[C(b-a) + \sum_{i=1}^{N} \chi_i(\omega') \left(b-a - \frac{\sin\left(\frac{4\pi b \phi_i}{\epsilon}\right)}{2} - \frac{\sin\left(\frac{4\pi a \phi_i}{\epsilon}\right)}{2}\right)\right]\right)^{-1}.$$

In our simulation we use $C = 1$, $N = 20$ and $\epsilon = \frac{0.5 L}{a}$. With this choice of $\epsilon$ we ensure that the smallest RVE (of size $0.5 L$) considered in the MLMC approach is much larger than the characteristic length scale of the homogenized coefficient. As described in Section 14.1.1 we determine the convergence rate $\beta$ for this homogenized coefficient. We consider $L = 15$ different levels with RVEs $[a_l, b_l] = [0, 0.5 L + 1 - l]$ and as reference we use

$$K^*_{ref}(\omega, \omega') = K^*_{0, \infty}(\omega, \omega') = \left(C \exp(\omega) + \frac{\exp(\omega)}{2} \sum_{i=1}^{N} \chi_i(\omega')\right)^{-1}.$$

We get a convergence rate of approximately 2 (cf. Figure 17). That is why we choose in the following for the different numbers of realizations $m_l$ per level for the MLMC approach the ratio
\[
\frac{m_l}{m_{l+1}} = \left(\frac{m_l}{\eta_l}\right)^\beta = 2^\beta = 4.
\]
One realization is identified with the tuple \((\omega, \chi_1(\omega'), \cdots \chi_N(\omega'))\) and the expectations are taken with respect to both, \(\omega\) and \(\omega'\). We are interested in the relative mean square error between the MLMC approximation \(E^L(K_L^*)\) with \(L\) levels and the true expected value \(E[K_L^*]\) at level \(L\), i.e., \((e_{\text{MLMC}}^L)^2(K_L^*) = \frac{(e_{\text{MLMC}}^L(K_L^*))^2}{(E[K_L^*])^2}\) with \(e_{\text{MLMC}}(K_L^*)\) defined as in (10.2).

Therefore we consider the MC approach with 400000 realizations of the coefficient on the largest RVE \([a_L, b_L] = [0, 0.5]\) as reference. For MLMC we use RVEs \([a_L, b_L] = [0, 0.5^{L+1-i}]\) and \(m = (4^{L-l}m_L, \cdots, 4m_L, m_L)\). For comparison, we calculate the relative error of standard MC \((e_{\text{MC}})^2(K_L^*) = \frac{(e_{\text{MC}}(K_L^*))^2}{(E[K_L^*])^2}\) with \(e_{\text{MC}}(K_L^*)\) defined in (10.3)) with the largest RVE \([a_L, b_L] = [0, 0.5]\) with \(m = \sum_{i=1}^{L} m_i b_i\) samples, so that both approaches have the same costs. Since the errors depend on the set of chosen random numbers we repeat the computations \(Nb = 1000\) times and calculate the corresponding confidence intervals

\[
\left[ \text{mean}((e_{\text{MC}})^2) - \frac{2\text{std}((e_{\text{MC}})^2)}{\sqrt{Nb}}, \text{mean}((e_{\text{MC}})^2) + \frac{2\text{std}((e_{\text{MC}})^2)}{\sqrt{Nb}} \right].
\]

In Figure 18 we illustrate the relative mean square errors for three different levels for the expected value and the two-point correlation of the effective coefficient with the corresponding confidence intervals.

We can observe that the MLMC approach yields smaller errors for the same amount of work. In both cases, expected value and two-point correlation, the relative mean square error with the standard MC approach is approximately 2.3 times larger than the one for the MLMC approach, i.e.,

\[
\frac{\frac{1}{Nb} \sum_{j=1}^{Nb} (e_{\text{MC}}(K_L^*(\omega_j, \omega'_j)))^2}{\frac{1}{Nb} \sum_{j=1}^{Nb} (e_{\text{MLMC}}(K_L^*(\omega_j, \omega'_j)))^2} \approx 2.3.
\]

(a) Relative mean square errors of the expected value of the effective coefficients.
(b) Relative mean square errors of the two-point correlation of the effective coefficients.

Figure 18: Relative mean square errors with equated costs and \(m = (16m_3, 4m_3, m_3)\). Example 1 separable coefficient.
Separable stationary coefficient  

Example 2  
Here we consider an example where the effective coefficient does not depend on $\omega'$, in the limit of infinite large RVEs. We choose  

$$K^{-1}(x, \omega, \omega') = \left( C + \sum_{i \in \mathbb{Z}} \chi_i(\omega')1_{[i,i+1]}(x) \sin^2(2\pi x) \right) \exp(\omega),$$

where $\omega$ and $\chi_i$ are i.i.d. uniformly distributed in $[0, 1]$, $C = 1$ and $1_{[i,i+1]}(x)$ denotes the indicator function which is 1 for $x \in [i,i+1)$ and zero elsewhere. Therefore the homogenized coefficient on the RVE $[a,b]$ (for simplicity we choose $a, b \in \mathbb{Z}$) is  

$$K^*_{a,b}(\omega, \omega') = \left( \frac{1}{b-a} \int_a^b K^{-1}(x, \omega, \omega') \, dx \right)^{-1}.$$

Since $K$ is stationary in the variables $(x, \omega')$, the standard stochastic homogenization theory holds, i.e., the exact effective coefficient is independent of $\omega'$. In this case the exact effective coefficient is  

$$K^*(\omega) = \left( E_{\omega'} \left[ \int_0^1 K^{-1}(x, \omega, \omega') \, dx \right] \right)^{-1} = \left( \exp(\omega) (C + 0.5 \sum_{i=0}^{b-1} \chi_i(\omega')) \right)^{-1}.$$

Note that $\lim_{a \to -\infty} K^*_{a,b}(\omega, \omega') = K^*(\omega)$ almost surely in $\omega'$. As previously we estimate the convergence rate $\beta$ of the homogenized coefficient to choose the rate $m_l = m_{l+1}$ of the number of realizations appropriately. Here we use $K^*(\omega)$ as reference, 15 different levels and we consider the RVEs $[a_l, b_l] = [0, 100 \cdot 2^l-1]$. In this case we get a convergence rate of approximately 1 (cf. Figure 19). According to this $\beta$ we choose $m = (2^{L-1}m_L, \cdots, 2m_L, m_L)$ in the MLMC approach for the RVEs as mentioned above. We compare these results to a standard MC approach on the largest RVE $[a_L, b_L] = [0, 100 \cdot 2^{L-1}]$ with the same costs, i.e., for MC we choose $\hat{m} = …$
Following Section 11.1 the theoretical reference is \( E[K^*_L(\omega, \omega')] \), where \( K^*_L(\omega, \omega') \) is the homogenized coefficient on the largest RVE. We work with a reference value which can be computed analytically and is very close to \( E[K^*_L(\omega, \omega')] \) when the RVE at level \( L \) is large. In this paragraph as reference we use

\[
K^{\text{ref}} := E[K^*(\omega)] = (\exp(0.5) (C + 0.5E[\chi]))^{-1} = \frac{1 - \frac{1}{C}}{C + 0.25}.
\]

By design it holds \( K^{\text{ref}} = \lim_{b-a \to \infty} E[K^*_L(\omega, \omega')] \).

In this example we consider \( L = 3, 5 \) or \( 7 \). In Figure 20 we compare the relative mean square errors \( (e_{\text{rel}}^2)_{\text{MLMC}} \) and \( (e_{\text{rel}}^2)_{\text{MC}} \) for the expected value and the two-point correlation of the effective coefficient to the corresponding confidence intervals for \( Nb = 1000 \) different sets of random numbers. Again we can observe that MLMC is more accurate for the same amount of work and the gain in accuracy increases if we increase the number of levels. More precisely we have, for both the expected value and the two-point correlation of the coefficient

\[
\frac{1}{Nb} \sum_{j=1}^{Nb} [e_{\text{MC}}(K^*_L(\omega_j))]^2 \approx \begin{cases} 1.4, & L = 3 \\ 3.2, & L = 5 \\ 9.0, & L = 7 \end{cases}
\]

**Non separable coefficient**  
**Example 3** In this paragraph we use the coefficient

\[
K^{-1}(\frac{x}{\epsilon}, \omega, \omega') = C(1 + \omega) + \exp\left(\omega\omega' \sin(\frac{b}{\epsilon})\right) \cos\left(\frac{a}{\epsilon}\right)
\]

with \( \omega \) and \( \omega' \) i.i.d. random variables uniformly distributed in \([0.5, 1]\), \( \epsilon = \frac{0.5L}{10} \) (to ensure that the smallest RVE is large compared to \( \epsilon \)) and \( C = 2e \) (which ensures that the coefficient is uniformly bounded away from 0). In comparison to the two previous examples \( \omega \) and \( \omega' \) are not separable. The effective coefficient on \([a, b]\) is

\[
K^*_a,b(\omega, \omega') = \left( \frac{1}{b-a} \int_a^b K^{-1}(\frac{x}{\epsilon}, \omega, \omega') \, dx \right)^{-1}
\]

\[
= \left( \frac{1}{b-a} \left[ C(1 + \omega)(b - a) + \frac{\epsilon}{\omega\omega'} \left( \exp\left(\omega\omega' \sin(\frac{b}{\epsilon})\right) - \exp\left(\omega\omega' \sin(\frac{a}{\epsilon})\right) \right) \right] \right)^{-1} .
\]

As in the example with the separable coefficient we consider the RVEs \([a_l, b_l] = [0, 0.5^{L+1-l}]\) for the MLMC approach. To choose the number of realizations \( m_l \) for each level appropriately we estimate the convergence rate \( \beta \) numerically. The reference is

\[
K^*(\omega) = \lim_{b-a \to \infty} K^*_a,b(\omega, \omega') = \frac{1}{C(1 + \omega)}.
\]

Again we use 15 different levels and the rate \( \beta \) is approximately 2 (cf. Figure 21). Again we compare the accuracy to MC with equated costs on the RVE \([a_L, b_L] = [0, 0.5]\). As in the previous example we use the practical reference value

\[
K^{\text{ref}} = \lim_{b-a \to \infty} E[K^*_a,b(\omega, \omega')] = \frac{2\ln \frac{4}{3}}{C}.
\]
Figure 20: Relative mean square errors with equated costs and $m = (2^{L-1}m_L, \cdots, 2m_L, m_L)$. Example 2 separable stationary coefficient.
In Figure 21 we illustrate the computed data points with corresponding regression line with slope $\beta$. 15 levels, $\epsilon = \frac{0.5}{L}$, mean over 50000 samples, $\beta = 2.3548$ and $\ln C = -8.3103$.

In Figure 22 we illustrate the relative mean square errors $(E_{\text{MLMC}}^{\text{rel}})^2$, $(E_{\text{MC}}^{\text{rel}})^2$ for three different levels for the expected value and the two-point correlation of the effective coefficient with the corresponding confidence intervals for $Nb = 10000$ different sets of random numbers. We can observe that MLMC yields smaller errors for the same amount of work. If we choose $m = (2^{L-1}m_L, \ldots, 2m_L, m_L)$ for the MLMC approach both the relative mean square error for the mean and for the two-point correlation is 1.3 times larger for the standard MC approach than for the MLMC approach (cf. Fig. 22(c), 22(d)). However, if we choose the number of realizations according to $\beta$, i.e. $m = (4^{L-1}m_L, \ldots, 4m_L, m_L)$ for the MLMC approach, both the relative mean square error for the mean and for the two-point correlation is two times larger for the standard MC approach than for the MLMC approach (cf. Fig. 22(a), 22(b)).

Independent samples In Section 10.2 we consider for only two levels the question, whether the realizations in each term of the MLMC approach should be independent or not. For two levels it is more accurate with the same amount of costs to choose the same realizations (cf. Section 10.2). In this paragraph we show numerical results for more than two levels. As previously we compute $m_l$ realizations of the homogenized coefficient at level $l$ with $m_l \leq m_L$ for $1 \leq j \leq m_l$ with RVE $[a_l, b_l]$. Then we define as in Section 10.2 the MLMC approach with reusing the samples (cf. (10.5))

$$E_{\text{same}}^L(K_L^*) := \sum_{l=1}^{L} \frac{1}{m_l} \sum_{j=1}^{m_l} K_l^*(\omega_j, \omega'_j) - K_{l-1}^*(\omega_j, \omega'_j)$$

and with independent samples (cf. (10.6))

$$E_{\text{ind}}^L(K_L^*) := \sum_{l=1}^{L} \frac{1}{\tilde{m}_l} \sum_{j=m_{l+1}+1}^{m_l} K_l^*(\omega_j, \omega'_j) - K_{l-1}^*(\omega_j, \omega'_j)$$

with $\tilde{m}_l = m_l - m_{l+1}$ and $m_{L+1} = 0$. An important assumption for the MLMC approach is that the number of realizations decreases as the level $l$ increases. Therefore we assume $\tilde{m}_l \geq \tilde{m}_{l+1}$. These two approximations share the same computational costs. In the following we compare
Figure 22: Relative mean square errors with equated costs. Example 3 non separable coefficient.
Figure 23: Relative mean square errors for MLMC with independent samples, reused samples and the standard MC approach with $L = 3$, $Nb = 1000$ and $m = (4^{L-l}m_L, \ldots, 4m_L, m_L)$.

We denote these errors with $\text{Er}_{MC}$, $\text{Er}_{\text{same~MLMC}}$ and $\text{Er}_{\text{ind~MLMC}}$. So we are interested in the ratios $\frac{\text{Er}_{MC}}{\text{Er}_{\text{MLMC}}}$, $\frac{\text{Er}_{\text{same~MLMC}}}{\text{Er}_{\text{MLMC}}}$ and $\frac{\text{Er}_{\text{ind~MLMC}}}{\text{Er}_{\text{MLMC}}}$. These are summarized in Table 5. For all example coefficients the behavior is about the same, the MLMC approach with reused samples is always better than the one with independent samples. The error with independent samples is approximately 1.2 times larger than the one with reused samples.

Table 5: Ratios between the relative mean square errors for MLMC with independent samples, reused samples and the standard MC approach with $L = 3$, $Nb = 1000$ and $m = (4^{L-l}m_L, \ldots, 4m_L, m_L)$.

<table>
<thead>
<tr>
<th>separable</th>
<th>stationary</th>
<th>non separable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\text{Er}<em>{MC}}{\text{Er}</em>{\text{MLMC}}}$</td>
<td>2.3</td>
<td>2.1</td>
</tr>
<tr>
<td>$\frac{\text{Er}<em>{\text{same~MLMC}}}{\text{Er}</em>{\text{MLMC}}}$</td>
<td>1.8</td>
<td>1.7</td>
</tr>
<tr>
<td>$\frac{\text{Er}<em>{\text{ind~MLMC}}}{\text{Er}</em>{\text{MLMC}}}$</td>
<td>1.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>

We consider the same coefficients as in the previous paragraphs. If not otherwise stated we use the same parameters (e.g., $a_l, b_l, Nb$). To ensure $\tilde{m}_l \geq \tilde{m}_{l+1}$ we choose in all examples $m = (4^{L-l}m_L, \ldots, 4m_L, m_L)$. In Figure 23 the considered relative mean square errors for $L = 3$ for the different examples are shown. Again we are interested in the quotient of the different errors, for example between the relative mean square error of the MC approach and the one of the MLMC approach with reusing the samples

$$\frac{1}{Nb} \sum_{j=1}^{Nb} [\text{Er}_{MC}(K^*_L(\omega_j, \omega'_j))]^2 \quad \frac{1}{Nb} \sum_{j=1}^{Nb} [\text{Er}_{\text{MLMC}}(K^*_L(\omega_j, \omega'_j))]^2.$$

We denote these errors with $\text{Er}_{MC}$, $\text{Er}_{\text{same~MLMC}}$ and $\text{Er}_{\text{ind~MLMC}}$. So we are interested in the ratios $\frac{\text{Er}_{MC}}{\text{Er}_{\text{MLMC}}}$, $\frac{\text{Er}_{\text{same~MLMC}}}{\text{Er}_{\text{MLMC}}}$ and $\frac{\text{Er}_{\text{ind~MLMC}}}{\text{Er}_{\text{MLMC}}}$. These are summarized in Table 5. For all example coefficients the behavior is about the same, the MLMC approach with reused samples is always better than the one with independent samples. The error with independent samples is approximately 1.2 times larger than the one with reused samples.

Table 5: Ratios between the relative mean square errors for MLMC with independent samples, reused samples and the standard MC approach with $L = 3$, $Nb = 1000$ and $m = (4^{L-l}m_L, \ldots, 4m_L, m_L)$.

<table>
<thead>
<tr>
<th>separable</th>
<th>stationary</th>
<th>non separable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\text{Er}<em>{MC}}{\text{Er}</em>{\text{MLMC}}}$</td>
<td>2.3</td>
<td>2.1</td>
</tr>
<tr>
<td>$\frac{\text{Er}<em>{\text{same~MLMC}}}{\text{Er}</em>{\text{MLMC}}}$</td>
<td>1.8</td>
<td>1.7</td>
</tr>
<tr>
<td>$\frac{\text{Er}<em>{\text{ind~MLMC}}}{\text{Er}</em>{\text{MLMC}}}$</td>
<td>1.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>
\[ L = 3 \quad L = 5 \quad L = 7 \]

\[
\begin{array}{ccc}
\frac{E_{\text{MC}}}{E_{\text{MLMC}}} & 2.1 & 7.6 & 26.1 \\
\frac{E_{\text{ind}}}{E_{\text{MLMC}}} & 1.7 & 6.1 & 21.9 \\
\frac{E_{\text{ind}}^{\text{ad}}}{E_{\text{MLMC}}} & 1.2 & 1.3 & 1.2 \\
\end{array}
\]

Table 6: Ratios between the relative mean square errors for MLMC with independent samples, reused samples and the standard MC approach for the stationary example for different levels with \( Nb = 1000 \) and \( m = (4^{L-l}m_L, \ldots, 4m_L, m_L) \).

Figure 24: Relative mean square errors for MLMC with independent samples, reused samples and the standard MC approach for the stationary example for different levels with \( Nb = 1000 \) and \( m = (4^{L-l}m_L, \ldots, 4m_L, m_L) \).
14.1.3. Two dimensional example

In this section we deal with a two-dimensional microscale problem. To calculate the homogenized coefficient we have to solve two cell problems in each coarse grid block in general, i.e.,

$$\text{div}(K_\epsilon(x, \omega) \nabla \chi_i) = 0, \text{ in } Y^x_{\eta}, \ i = 1, 2$$

with a representative volume centered at a macroscopic point x with size \( \eta \), \( Y^x_{\eta} = [x - \eta/2, x + \eta/2]^2 \) subject to some boundary conditions. As a first step we consider a coefficient when there is a separation in the randomness at the macroscopic and the microscopic level and no dependency on the macroscopic space variable, more particular we study

$$K_\epsilon(x, \omega) = K(\frac{x}{\varepsilon}, \omega, \omega') := A(\omega)B(\frac{x}{\varepsilon}, \omega').$$

In this case we do not have an analytical expression for the homogenized coefficient like the arithmetic mean in the one-dimensional examples. Therefore we solve the cell problems with the cell-centered finite volume scheme (cf. Section 7) and the parameters as in Table 4. In the second two-dimensional problem we consider the more difficult case, when there is no separation between uncertainties at the macro- and microscopic levels. However, we study a special case where we can separate the space dimensions, i.e., we have \( x = (x_1, x_2) \)

$$K(x, \frac{x}{\varepsilon}, \omega, \omega') := K_1(x_1, \frac{x_1}{\varepsilon}, \omega, \omega')K_2(x_2, \frac{x_2}{\varepsilon}, \omega, \omega').$$

Here the local problems reduce to one-dimensional problems and we get an analytical expression for the homogenized coefficient. The presented results below refer to the first entry \( K^*_{11} \) of the homogenized coefficient matrix \( (K^*)_{ij} \leq i, j \leq 2 \).

Separable coefficient. For the two-dimensional case, we first study coefficients where there is a separation in the randomness at the macro-level and micro-level, i.e.,

$$K(\frac{x}{\varepsilon}, \omega, \omega') = A(\omega)B(\frac{x}{\varepsilon}, \omega')$$

where A and B are both scalar valued. B is a random field with expected value \( E[B] = 10 \) and the Gaussian covariance function

$$\text{cov}(x, x') = \text{Cov} \left[ B(\frac{x}{\varepsilon}, \cdot), B(\frac{x'}{\varepsilon}, \cdot) \right] = \sigma^2 \exp \left( -\frac{|x - x'|^2}{\varepsilon^2 \tau_0^2} \right)$$

with standard deviation \( \sigma = \sqrt{2} \) and \( \tau = \varepsilon \tau_0 = 0.04 \). We generate samples of B with the Karhunen-Loève expansion. We take \( A(\omega) = \exp(\omega) \), where \( \omega \) is Gaussian distributed according to the law \( N(0, 1) \). The effective coefficient matrix is \( K^*(\omega) = A(\omega)B^* \). We define levels \( l \) to approximate the expectation of \( B \), i.e., we solve local problems, \( 1 \leq l \leq L \),

$$\text{div}(B(\frac{x}{\varepsilon}, \omega') \nabla \chi_i) = 0, \text{ in } [0, \eta]^2, i = 1, 2$$

to get a homogenized coefficient \( B_l^*(\omega') \) at level \( l \). Thus, at each level, we have \( K_l^*(\omega, \omega') = A(\omega)B_l^*(\omega') \). For \( m_l \) realizations at level \( l, 1 \leq l \leq L \), we define

$$E_{m_l}(K_l^*)(\omega) := \frac{1}{m_l} \sum_{j=1}^{m_l} K_l^*(\omega_j, \omega_j') = \frac{1}{m_l} \sum_{j=1}^{m_l} A(\omega_j)B_l^*(\omega_j').$$
with \( \tilde{\omega} = (\omega_1, \cdots, \omega_m) \). Note that we keep the dependence on the microscopic randomness \( \omega' \), implicitly in this notation. We use the MLMC approach to approximate the expected value, as in \cite{Ref} we have

\[
E^L(K^*_L)(\tilde{\omega}) = \sum_{l=1}^{L} E_{m_l}(K^*_l - K^*_{l-1})(\tilde{\omega}) = \sum_{l=1}^{L} \frac{1}{m_l} \sum_{j=1}^{m_l} A(\omega'_j)(B^*_l(\omega'_j) - B^*_{l-1}(\omega'_j)).
\]

We are interested in the errors

\[
e_{MLMC}(K^*_L) = \sqrt{E[(E[K^*_L] - E^L(K^*_L))^2]} \quad \text{and} \quad e_{MC}(K^*_L) = \sqrt{E[(E[K^*_L] - \bar{E}(K^*_L))^2]}.
\]

The theoretical reference value is \( E[K^*_L] \), which we cannot access in practice and since it is computationally expensive to solve local problems on RVE \([0, \eta]^2\) we cannot afford many realizations of \( B^*_L(\omega'_j) \). So the statistical error would be too large, if we approximate \( E[K^*_L] \) with the empirical mean at level \( L \). That is why we introduce a biased estimator \( K^*_{ref} \) \( (E[K^*_{ref}] \neq E[K^*_L]) \), namely

\[
E[K^*_L] \approx K^*_{ref} = \frac{1}{L} \sum_{l=1}^{L} E_{m^*_{ref}}(K^*_l)(\tilde{\omega}) = \frac{1}{L} \sum_{l=1}^{L} \sum_{i=1}^{n} \sum_{j=1}^{m^*_{ref}} K^*_l(\omega'_j, \omega'_j) = \frac{1}{L} \sum_{l=1}^{L} \sum_{i=1}^{n} \sum_{j=1}^{m^*_{ref}} A(\omega'_j) B^*_l(\omega'_j)
\]

with \( \tilde{\omega}^i = (\omega'_1, \cdots, \omega'_j) \), \( m^*_{ref} \leq m^*_{j-1} \), where we have taken into account all the realizations on the RVEs \([0, \eta]^2\). To approximate the remaining expectation we use the randomness of the coarse scale, i.e.,

\[
e_{MLMC}(K^*_L) \approx \frac{1}{n} \sum_{i=1}^{n} \left[ K^*_{ref} - E^L(K^*_L)(\tilde{\omega}_i) \right]^2 \quad \text{and} \quad e_{MC}(K^*_L) \approx \frac{1}{n} \sum_{i=1}^{n} \left[ K^*_{ref} - \bar{E}(K^*_L)(\tilde{\omega}_i) \right]^2.
\]

As mentioned above we equate the computational work of the MLMC and the MC approach and compare the errors. For the MC approach the work is \( \bar{m} \left( \frac{m^*}{m} \right)^2 \) and for the MLMC approach we have \( \sum_{l=1}^{L} m_l \left( \frac{m^*}{m} \right)^2 \). Therefore we get for the MC approach with equated costs

\[
\bar{m} = \frac{\sum_{l=1}^{L} m_l \left( \frac{m^*}{m} \right)^2}{\left( \frac{m^*}{m} \right)^2}.
\]
We work with three different levels, i.e $L = 3$ and we denote the vector of the number of realizations at each level with $m$, i.e., $m = (m_1, m_2, m_3)$. In our example we have $n = 500$ and $m^{ref} = (2000, 1000, 300)$. In Figure 25(a) we show the errors $e^2_{MC}(K_L)$ and $e^2_{MLMC}(K_L)$ on the first entry of the homogenized coefficient matrix for $m = (4 m_3, 2 m_3, m_3)$. In this case we have chosen the number of realizations per level $m_l$ according to the numerical estimated convergence rate $\beta$ (cf. Section 14.1.1). From these simulations we observe that MLMC provides smaller errors compared to standard MC for the same amount of work. In the mean the MC square error is approximately 2.3 times larger than the MLMC square error. In Figure 25(b) we show the errors $e^2_{MC}(K_L)$ and $e^2_{MLMC}(K_L)$ where we use the theoretical rate $\beta^{theo}$ to choose $m$. Here the MC square error is approximately 5.2 times larger than the MLMC square error.

![Figure 25: Errors $e^2_{MC}(K_L)$ and $e^2_{MLMC}(K_L)$. Separable coefficient.](image)

In Figure 26 we compare the MLMC results for the first entry $[K_L^*]_{11}$ of the effective coefficient and the second one $[K_L^*]_{22}$. The behavior is the same and only if we consider only a small range of $M_3$ one can see a slight difference (cf. Fig. 26(b)). That is why we consider the first entry only in the other examples.

![Figure 26: Errors between the first entry $[K_L^*]_{11}$ of the effective coefficient for MLMC and the second one $[K_L^*]_{22}$. Separable coefficient.](image)
Non separable coefficient Next, we consider the case when there is no separation between macro- and micro-level uncertainties. In general it is very expensive to have a sufficiently large number of samples to reduce the statistical noise. Since in the limit of infinitely large RVEs the effective coefficient does not depend on the choice of the boundary conditions of the local problems (cf. (14)), we consider a special case where we can solve the local problems and thus the effective coefficient analytically. Therefore we look at local problems with Dirichlet and no-flow boundary conditions, i.e.,

\[-\text{div} \left( K(x, \frac{x_i}{\epsilon}, \omega, \omega') \nabla \chi_i \right) = 0 \text{ in } Y_{\eta_i} \]

\[\chi_i = x_i \text{ at } \partial Y_{\eta_i}^D\]

\[n \cdot \nabla \chi_i = 0 \text{ at } \partial Y_{\eta_i} \setminus \partial Y_{\eta_i}^D\]

with \(\partial Y_{\eta_i}^D = \{ x \in \partial Y_{\eta_i} | x_i = 0 \text{ or } x_i = \eta_i \}\). Furthermore we assume separation of the dimensions for the coefficient, i.e.,

\[K(x, \frac{x_i}{\epsilon}, \omega, \omega') = K_1(x_1, \frac{x_1}{\epsilon}, \omega, \omega') K_2(x_2, \frac{x_2}{\epsilon}, \omega, \omega').\]  \hspace{1cm} (14.1)

Then the local problem reduces to a one-dimensional problem in the direction \(x_i\) that only depends on \(x_i\). Analogous to the one-dimensional case the solution reads,

\[\chi_i(x_1, \omega, \omega') = \left( \frac{1}{\eta_i} \int_0^{\eta_1} K_1^{-1}(x_1, \frac{x_1}{\epsilon}, \omega, \omega') d\bar{x}_1 \right)^{-1} \frac{1}{\eta_i} \int_0^{\eta_i} K_2^{-1}(x_2, \frac{x_2}{\epsilon}, \omega, \omega') d\bar{x}_2.\]

We get for the first entry of the upscaled coefficient

\[(K_{\eta_i}^*)_1(x, \omega, \omega') = \left( \frac{1}{\eta_i} \int_0^{\eta_1} K_1^{-1}(x_1, \frac{x_1}{\epsilon}, \omega, \omega') d\bar{x}_1 \right)^{-1} \frac{1}{\eta_i} \int_0^{\eta_1} K_2(x_2, \frac{x_2}{\epsilon}, \omega, \omega') d\bar{x}_2.\]

In our example we choose

\[K_1^{-1}(x_1, \omega, \omega') = C(1 + \omega) + \exp \left( \omega \omega' \sin \left( \frac{x_1}{\epsilon} \right) \right) \cos \left( \frac{x_1}{\epsilon} \right)\]

\[K_2(x_2, \frac{x_2}{\epsilon}, \omega, \omega') = C(1 + \exp(5\omega)) x_2 + (1 + x_2) \exp \left( (1 + x_2) \omega \omega' \sin \left( \frac{x_2}{\epsilon} \right) \right) \cos \left( \frac{x_2}{\epsilon} \right)\]

where \(\omega\) and \(\omega'\) are i.i.d. random variables distributed in \([0.5, 1]\) and \(C = 2\epsilon\).

As in the example with the separable coefficient we consider the RVEs \([0, \eta]\) = \([0, 0.5\epsilon^{L+1-i}]\) and \(\epsilon = \frac{\eta_i}{4}\). To choose the number of realizations \(m_i\) in the MLMC approach for each level appropriately we estimate the convergence rate \(\beta\) numerically. The reference is

\[K^*(x, \omega) = \lim_{\eta \to \infty} K_{\eta}^*(x, \omega, \omega') = (1 + \exp(5\omega))/(1 + \omega) x_2.\]

Again we use 15 different levels and the rate \(\beta\) is approximately 2 (cf. Figure 27). As reference we use the MC approach with \(m^{ref} = 400000\) realizations \((\omega, \omega')\) on the largest RVE \([0, \eta_L]^2\) = \([0, 0.5]^2\). Thanks to the special expression (14.1) of the coefficient we can compute a large number of samples in this two-dimensional example. For the MLMC approach we consider three different levels \((L = 3)\) and according to \(\beta\) we choose \(m = (16m_3, 4m_3, m_3)\) realizations. To determine a confidence interval we repeat it for \(Nb = 2000\) different sets of realizations. In Figure 28 we compare the accuracies of the MC and MLMC approaches for the mean and the two-point correlation with equal costs, i.e., \(\tilde{m} = \sum_{i=1}^{L} m_i \left( \frac{x_i}{\epsilon} \right)^2\).

Again, the MLMC approach is more accurate, we find that the relative mean square error for the MC approach is approximately 5 times larger than the one for the MLMC approach.
Figure 27: Computed data points with corresponding regression line with slope $\beta$. 15 levels, $\epsilon = \frac{0.5^L}{10}$, mean over 50000 samples, $\beta = 2.3600$ and $\ln C = 1.5888$.

Figure 28: Relative mean square errors with equated costs and $m = (16m_3, 4m_3, m_3)$ for the two-dimensional case.
14.2. Numerical results of the homogenized solution

Next we present results for the coarse solution. This is an application of the weighted MLMC approach (cf. Section 12). Again we start with an one-dimensional example, after that we consider two-dimensional problems.

14.2.1. One dimensional example

As before we start with the one dimensional case where we know the reference solution exactly. We consider the coarse problem

\[
\frac{d}{dx} \left( K^*(x,\omega,\omega') \frac{d}{dx} u \right) = f(x) \quad \text{in } [0, 1]
\]

with zero Neumann boundary conditions, \( u(0) = 0 \) and \( \int_0^1 f = 0 \). For each realization the analytical solution is

\[
u(x,\omega,\omega') = \int_0^x (K^*(y,\omega,\omega'))^{-1} \int_0^y f(z) \, dz \, dy.
\]

To use an MLMC approach we need an approximation of the coarse solution on different coarse grids. Therefore we denote the vertices of the grid with \( x_{H_i} \), \( 0 \leq i \leq N \), i.e., the mesh size is \( H = x_i - x_{i-1} = \frac{1}{N} \) and \( g_{H_i} = g(x_{H_i}) \) for any function \( g \). We approximate the solution with

\[
u_{H_i} = \nu_{H_{i-1}} + (K^*(x_{H_i}))^{-1} \int_{x_{H_{i-1}}}^{x_{H_i}} \int_0^x f(y) \, dy \, dx
\]

Therefor \( u_{H_i} \) is an approximation of \( u_{H_{i-1}} \), i.e., there is no error due to the homogenization of the coefficient \( K \). If we use \( K_{\eta_k}^* \) instead of \( K^* \) in the above formula we have an approximation of \( u_{\eta_k,H_i} \). For \( H_l = cH_{l+1}, c \in \mathbb{N}, 1 \leq l \leq L \), it is true

\[
\{x_{H_l} \mid 1 \leq i \leq \frac{1}{H_l} \} \subset \{x_{H_{l+1}} \mid 1 \leq i \leq \frac{1}{H_{l+1}} \}.
\]

So we are in the setting described in Section 13.3 and we can apply the weighted MLMC approach. We consider the following example

\[
f(x) = e^x - e + 1
\]

\[
(K^*(x,\omega,\omega'))^{-1} = C(1 + \exp(5\omega))x + \frac{1}{b-a} \left[ \frac{\epsilon}{\omega\omega'} \left( \exp\left((1+x)\omega\omega' \sin\left( \frac{b}{\epsilon} \right) \right) - \exp\left((1+x)\omega\omega' \sin\left( \frac{a}{\epsilon} \right) \right) \right) \right]
\]

where \( \omega \) and \( \omega' \) are random variables, uniformly distributed in \([0.5,1]\) and \( C = 2e \). As before we use the different RVEs \([a_l, b_l] = [0, 0.5^{L+1-l}]\). As reference we use the mean of the analytical solution for \( b = \infty \)

\[
E[u] = C(1 + \exp(5 \cdot 0.75))(\exp(x) - \exp(x) - (e - 1)\frac{x^3}{3} - 0.5x^2 + 1).
\]
We consider three different levels and choose all weights equal to 1 and \( \epsilon = \frac{b}{100} \). We equate the costs of solving the coarse grid problem for a fixed ratio of realizations per level \( M = (16M_3, 4M_3, M_3) \) and the grid sizes \( H = (\frac{1}{4}, \frac{1}{8}, \frac{1}{16}) \). As in the example for the coefficient we repeat the calculation for \( Nb = 20000 \) different sets of random numbers and determine the mean and the confidence intervals. We consider the relative mean square errors for the \( L^2 \)-norm, i.e., \( \|E[u] - E^{L^2}(\tilde{u})\|^2 = E \left[ \|E[u] - E^{L^*}(\tilde{u})\|^2 \right] \). In Figure 29 you find a larger relative weighted MC \( L^2 \)-error compared to MLMC, namely the MC error is about 1.2 times larger.

![Figure 29: Relative mean square \( L^2 \)-errors of the solution for 10 different realizations, the weight \((1, 1, 1)\), \( M = (16M_3, 4M_3, M_3) \) and \( H = (\frac{1}{4}, \frac{1}{8}, \frac{1}{16}) \).]

14.2.2. Two dimensional example

We consider

\[-\text{div} \left[ K(x, \omega, \frac{x}{\epsilon}, \omega') \nabla u \right] = f \text{ in } D = (0,1)^2\]

with homogeneous Dirichlet boundary conditions and source term

\[f(x) = f(x_1, x_2) = 100(x_1 + x_2)\]

First we assume separated scales of the coefficient of the microscale problem (cf. Section 13.2). After that we consider a more general case where we apply weighted MLMC in two dissensions.

Separable case In this section we present numerical results for

\[K(x, \frac{x}{\epsilon}, \omega, \omega') = A(x, \omega)B(\frac{x}{\epsilon}, \omega')\]

where \( B \) is a log-normal distributed random field \( B = e^K \) with \( K \) having zero mean and covariance function \( \text{cov}(x, x') = \sigma^2 \exp(-\frac{|x-x'|^2}{\tau^2}) \) with \( \sigma = \sqrt{2} \), \( \tau = 0.04 \) For \( A \) we choose

\[A(x, \omega) = 2 + |\omega_1 \sin(2\pi x_1)| + |\omega_2 \sin(2\pi x_2)| + |\omega_3 \sin(\pi x_1)|\]

with independently normal distributed \( \omega_k \). Because of separability, it is sufficient to calculate the homogenized coefficient of \( B \) in only one arbitrary macroscopic point. For MLMC for each level \( 1 \leq l \leq L \) we solve the coarse problem

\[-\text{div} \left( A^k_l(x)E_{m_l}(B^k_l \nabla u^k_l) \right) = f \text{ in } D, 1 \leq k \leq M_l \quad (14.2)\]
with grid size $H_L$ and for MC

$$-\text{div} \left( A^k_L(x) E^{\hat{m}}_L(B^*_L) \nabla u^k_L \right) = f \text{ in } D, \ 1 \leq k \leq \hat{M}$$

with grid size $H_L$. As reference we solve (14.2) with $m_l = m^{ref} = 50$ and $M_l = M^{ref} = 1000$ for all levels and calculate the mean over both the levels and the number of realizations, i.e,

$$E_{M^{ref}}^i = \frac{1}{L} \sum_{l=1}^L \frac{1}{M^{ref}} \sum_{k=1}^{M^{ref}} u^k_l.$$

As before we have three different levels and we equate the computational costs for the coefficient as well as solving the coarse scale problems, i.e., $\hat{m} = \frac{m_1 \eta_1^2 + m_2 \eta_2^2 + m_3 \eta_3^2}{\eta_3^2}$ and $\hat{M} = \frac{M_3 H_3^2 + M_2 H_2^2 + M_1 H_1^2}{H_3^2}$ respectively. We denote by $\mathfrak{M} = (M_1, M_2, M_3)$ and $m = (m_1, m_2, m_3)$.

![Figure 30: Relative $L^2$-errors $\epsilon_{MC}^i$ and $\epsilon_{MLMC}^i$ of the solution for 200 different realizations, $\mathfrak{M} = (32, 32, 16)$, $m = (50, 40, 20)$](image)

Figure 30: We compare the relative $L^2$-errors for MLC and MC with $\mathfrak{M} = (32, 32, 16)$ and $m = (50, 40, 20)$ for 200 independent sets of realization for the coarse problem, i.e., we consider

$$e_{MLMC}^i(u_L) = \frac{\|E_{M^{ref}}^i \cdot L(u_L) - E_{M^{ref}}^i(u_l)\|_{L^2(D)}}{\|E_{M^{ref}}^i \cdot L(u_L)\|_{L^2(D)}}$$

$$e_{MC}^i(u_L) = \frac{\|E_{M^{ref}}^i \cdot L(u_L) - E_{\hat{M}}^i(u_l)\|_{L^2(D)}}{\|E_{M^{ref}}^i \cdot L(u_L)\|_{L^2(D)}}$$

with $1 \leq i \leq 200$. Note that $\mathfrak{M}$ is chosen based on the calculations presented in [10] (we have also verified these calculation for finite volume methods) and we do not change the number of realizations $\mathfrak{M}$ and $m$ along the x-axes, here we use different random numbers. Therefore the error does not decrease like in the other figures. On average we gain almost a factor of 5

$$E_{200}(\epsilon_{MLMC}) = 0.1411$$

$$E_{200}(\epsilon_{MC}) = 0.6851$$
and also the standard deviation for the MLMC approach is much smaller

\[
\begin{align*}
\text{std}_{\text{MLMC}} &= 0.0324 \\
\text{std}_{\text{MC}} &= 0.0565.
\end{align*}
\]

Note that the standard deviation of \(e^i_{\text{MLMC}}(u_L)\) and \(e^i_{\text{MC}}(u_L)\) coincides with the root mean square errors considered in the theoretical part (cf. Section 3.2). The standard variation for the MC approach is 1.7 times larger than the one for MLMC. If we consider the mean square errors as in the previous numerical examples, we gain a factor of 3.

**Non separable case** In this section, we consider a non-separable case when uncertainties at macro-scale and micro-scale are not separable. As we mentioned in this case we use a weighted MLMC approach. For comparison we will also use the standard MLMC approach using the elements in the diagonal of Table 3 where many upscaled computations are not taken into account (see discussions in Section 13.3). We consider

\[
K(x, \epsilon, \omega, \omega') = \exp\left(A(x, \omega)B(x, \epsilon, \omega')\right),
\]

where \(B\) is a random field with expected value \(\mathbb{E}[B] = 0\) and the Gaussian covariance function \(\text{cov}(x, x') = \sigma^2 \exp(-\frac{|x-x'|^2}{\tau^2})\), with \(\sigma = \sqrt{2}\) and \(\tau = 0.04\). We assume \(A(x, \omega)\) is an independent (in space) discrete random variable that takes the values \(A_i = 1 + 0.1i\) for \(0 \leq i \leq 5\) uniformly. For each \(A_i\) we calculate the upscaled coefficient denoted by \(K^*_i(\omega')\). As for the spatial correlation in macroscale, we choose

\[
K^*(x, \omega, \omega') = K^*_i(\omega') \text{ if } i < \omega \frac{x_1 + x_2}{2} \leq i + 1
\]

with \(\omega\) i.i.d. between 0 and 5. Since we do not know the exact solution of the coarse problem we use

\[
\mathbb{E}[u^*] \approx \frac{1}{L} \sum_{l=1}^{L} \mathbb{E}_{M_{c,l}}(u_{\eta_l, H_l})
\]

as reference with \(M_{c} = 1000\). We consider the weighted MLMC and the MLMC approach. In both cases we use \(2M = (200, 100, 50)\). That guarantees the same costs for solving the coarse grid problems for the weighted MLMC and the MLMC approach. Note that the total costs for the MLMC approach are higher than for weighted MLMC, since we compute samples of the homogenized coefficients for \(M_l\) and \(M_{c} - M_{c,l-1}\), respectively. For the MC approach we equate the costs for solving the coarse grid problems, i.e.,

\[
\hat{M} = \sum_{l=1}^{L} \frac{M_{c,l} H_{c,l}^{-2}}{H_c^{-2}}.
\]

For weighted MLMC we use the weights \((1, \frac{4}{7}, \frac{4}{7})\). This choice guarantees the same order of the systematic error for MC and MLMC and the constant in front of the exact solution is one, i.e., we have

\[
\text{MLMC: } \|Cu^* - \tilde{u}\| = O(H_L + \delta_L) \\
\text{MC: } \|u^* - u_{\eta_l, H_L}\| = O(H_L + \delta_L)
\]

with \(C = 1\). Our numerical results yield the following relative mean square \(L^2\) errors of 200 samples
MLMC: 0.0050
weighted MLMC: 0.0016
MC: 0.0023

In Figure 31, $L^2$-errors for MLMC, weighted MLMC and MC are plotted. Note we do not change the number of realizations $\mathfrak{m}$ along the x-axes, we use here different random numbers. Therefore the error does not decrease as in the other figures. We see from this figure that weighted MLMC is more accurate.

![Graph showing $L^2$-error for MLMC, weighted MLMC, and MC.](image)

Figure 31: $L^2$-error for weighted MLMC, MLMC and MC with $\mathfrak{m} = (200, 100, 50)$ and the weights $(1, \frac{4}{7}, \frac{3}{7})$.

The reference solution, the weighted MLMC and the MC solution are plotted in Figure 32.

![Plots of the reference solution and the solutions calculated with weighted MLMC and MC.](image)

Figure 32: Plots of the reference solution and the solutions calculated with weighted MLMC and MC.
Part III.
Using multi-level Monte Carlo with two-phase flow and transport

In this part we consider two-phase flow and transport in heterogeneous subsurface formations. In those simulations one has to deal with a rich hierarchy of spatial spaces and uncertainties. Typically, one approximates the solution on a coarse grid. These approaches include upscaling or multiscale methods [20, 29]. The previous parts are addressed to homogenization. In this part we discuss multiscale methods where we construct multiscale basis functions for each coarse-grid block to solve the problem on a coarse grid inexpensively. Due to the uncertainties this might still be expensive, though; one has to solve for a large number of samples to make accurate predictions. Techniques including ensemble level upscaling [19] or multiscale methods [4] are proposed to reduce the number of simulations in Monte Carlo methods. In this part we combine a multi-level Monte Carlo method with two different ensemble level multiscale mixed finite element methods (MsFEM) - no-local-solve-online (NLSO) and local-solve-online (LSO) ensemble level MsFEM - to reduce the computational costs (30). In both methods, the LSO and the NLSO multiscale methods, one selects a number of samples and generates for each of these the corresponding multiscale basis functions. With these basis functions a multiscale space is constructed. An advantage of such an approach (cf. [4]) is that one does not need to generate a coarse space for each new selected realization. One simply projects the global solution onto the multiscale space. The accuracy of the coarse-grid simulations depends on the number of multiscale basis functions used to construct the multiscale space. In particular, the simulation is more accurate if more realizations are selected to generate multiscale basis functions.

Additionally, the accuracy is influenced by the choice of boundary conditions for the multiscale basis. We consider local boundary conditions and boundary conditions using limited global information. The global boundary conditions are more accurate, but computationally more expensive (cf. [3]).

We apply multi-level Monte Carlo as follows. Each level is represented by a multiscale space generated with a different number of samples. We run more forward coarse-grid simulations using the smaller dimensional multiscale spaces and less simulations using the higher dimensional space. We show that we achieve a higher accuracy by combining these approaches than for standard MC for the same computational costs. The number of selected realizations per level in MLMC depends on the convergence with respect to the coarse space dimension. One can estimate this rate based on a small number of a priori computations.

The part is organized as follows. In Section 15.2 we introduce the considered model problem. Section 15.3 is addressed to the mixed multiscale finite element method, Section 16 to the two different ensemble level multiscale approaches (NLSO and LSO). In Section 17 we combine these approaches with multi-level Monte Carlo and in Section 18 we present numerical results.

15. Preliminaries

15.1. Physical quantities

In this part we consider two-phase flow and transport in porous media. For further understanding we introduce some physical quantities (cf. 39). In an unsaturated media one distinguishes three
different phases in general, the wetting phase, the non-wetting phase and a gas phase. To build
different phases the fluids may not mix. Fluids with different physical properties (e.g., hydrophilic
and hydrophobical) can build different phases. Since gases are always miscible there exists one
gas phase only. We consider only saturated zones with two different phases, the wetting and
non-wetting phase. In the following referred to as water (w) and oil (o) phase, respectively. With
a porous media we denote a solid body with pores, which are at least partly connected. The rock
properties, determined as volume fractions and distributions of the pores, are parameters of the
multi-phase flow in a reservoir. The void volume fraction of the medium is the rock porosity, i.e.,
\[
\phi := \frac{\text{void volume}}{\text{medium volume}}, \quad 0 \leq \phi \leq 1.
\]
In a multi-phase setting the porosity \( \phi_\alpha \) of phase \( \alpha \) \((\alpha = w \text{ or } \alpha = o) \) denotes the ratio of the
void volume filled with phase \( \alpha \) and the total volume. It is assumed that all pores are filled
with the different phases and the volume fraction occupied by each phase is the saturation of the
corresponding phase, i.e.,
\[
S_\alpha := \frac{\phi_\alpha}{\phi}, \quad 0 \leq S_\alpha \leq 1.
\]
Therefore we have
\[
\sum_\alpha S_\alpha = 1.
\]
The permeability \( k \) indicates the ability of the medium to transmit a single fluid. In general the
permeability in the different directions depends on the other directions, i.e., \( k \) is a tensor. If there
is more than one phase, the permeability of each phase depends on the presence of the other fluids.
Thus we introduce the so-called relative permeability \( k_{r\alpha}(S_w) \), \( 0 \leq k_{r\alpha} \leq 1 \), as a dimensionless in
general nonlinear function of the saturation. Due to the tension at the interface of two different
phases the phase pressures \( p_\alpha \) are different, the capillary pressure is defined as this difference
\[
p_c := p_o - p_w.
\]
Usually it is assumed that the capillary pressure depends on the saturation only. With \( \rho_\alpha \) and \( \mu_\alpha \)
we denote the density and viscosity of phase \( \alpha \), respectively.

15.2. Two-phase flow and transport model

We consider the flow of two phases (cf. [39]), one phase water and one phase oil, denoted with
the subscripts \( w \) and \( o \), respectively. The flow takes place in a reservoir denoted with \( D \). For each
phase \( \alpha \) the continuity equation reads
\[
\frac{\partial}{\partial t}(S_\alpha \phi_\alpha \rho_\alpha) + \text{div} (\rho_\alpha v_\alpha) = \rho_\alpha q_\alpha \tag{15.1}
\]
with the phase source \( q_\alpha \) which models sources for \( q_\alpha > 0 \) and sinks for \( q_\alpha < 0 \) and the phase
velocity \( v_\alpha \). To model the phase velocity a generalized Darcy law is used, namely
\[
v_\alpha = -\frac{k_{r\alpha}(S_w)}{\mu_\alpha} k (\nabla p_\alpha - \rho_\alpha G), \tag{15.2}
\]
with the gravitational pull-down force \( G \) depending on the gravitational constant \( g \). In the follow-
ing we rewrite the two continuity equations into a system consisting of a pressure and a saturation
or fluid-transport equation. First we introduce the phase mobility
\[
\lambda_\alpha(S_w) = \frac{k_{r\alpha}(S_w)}{\mu_\alpha}.
\]
Pressure equation  After expanding the derivatives in space and time and dividing by the phase densities, we get for (15.1):
\[
\frac{\partial \phi}{\partial t} S_\alpha + \phi \frac{\partial S_\alpha}{\partial t} + \phi \frac{S_\alpha}{\rho_\alpha} \frac{\partial \rho_\alpha}{\partial t} + \text{div} \, v_\alpha + \frac{v_\alpha \cdot \nabla \rho_\alpha}{\rho_\alpha} = q_\alpha. \tag{15.3}
\]

If we sum the equations (15.3) for each phase with
\[
v = v_w + v_o
\]
\[
q = q_w + q_o
\]
we get
\[
q = \frac{\partial \phi}{\partial t} (S_w + S_o) + \phi \frac{\partial (S_w + S_o)}{\partial t} + \phi \frac{S_w}{\rho_w} \frac{\partial \rho_w}{\partial t} + \phi \frac{S_o}{\rho_o} \frac{\partial \rho_o}{\partial t} + \text{div} \, v + \frac{v_w \cdot \nabla \rho_w}{\rho_w} + \frac{v_o \cdot \nabla \rho_o}{\rho_o}
\]
\[
= \frac{\partial \phi}{\partial t} + \phi \frac{S_w}{\rho_w} \frac{\partial \rho_w}{\partial t} + \phi \frac{S_o}{\rho_o} \frac{\partial \rho_o}{\partial t} + \text{div} \, v + \frac{v_w \cdot \nabla \rho_w}{\rho_w} + \frac{v_o \cdot \nabla \rho_o}{\rho_o}.
\]
Here we used \(1 = S_w + S_o\). For simplicity we assume that the rock and the fluid phases are incompressible, i.e. all terms with derivatives (spatial and time) of the porosity \(\phi\) and the phase densities \(\rho_\alpha\) vanish. The above equation reduces to
\[
\text{div} \, v = q
\]
with
\[
v = v_w + v_o
\]
\[
= - \left( \frac{k_{rw}(S_w)}{\mu_w} k (\nabla p_w - \rho_w G) + \frac{k_{ro}(S_w)}{\mu_o} k (\nabla p_o - \rho_o G) \right)
\]
\[
= - (\lambda_o(S_w) k \nabla p_w - \rho_w G) + \lambda_o(S_w) G (\nabla p_o - \rho_o G).
\]
With the capillary pressure we can write \(p_w = p_o - p_c(S_w)\). It follows
\[
v = - (\lambda_o(S_w) k [\nabla (p_o - p_c(S_w))] - \rho_w G) + \lambda_o(S_w) k [\nabla p_o - \rho_o G]
\]
\[
= - [\lambda_o(S_w)] k \nabla p_o + k [\lambda_o(S_w) \rho_w + \lambda_o(S_w) \rho_o] G + \lambda_o(S_w) k \nabla p_c(S_w)
\]
\[
= - \lambda(S_w) k \nabla p_o + k [\lambda_o(S_w) \rho_w + \lambda_o(S_w) \rho_o] G + \lambda_o(S_w) k \nabla p_c(S_w)
\]
with the total mobility \(\lambda(S_w) = \lambda_w(S_w) + \lambda_o(S_w)\). So we end with the following elliptic equation for the pressure
\[
- \text{div} (\lambda(S_w) k \nabla p_o - k [\lambda_w(S_w) \rho_w + \lambda_o(S_w) \rho_o] G - \lambda_w(S_w) k \nabla p_c(S_w)) = q \tag{15.4}
\]
with some boundary conditions. It is common to impose no-flow boundary conditions.

Saturation equation  To complete the model we derive equations for the phase saturations \(S_w\) and \(S_o\) with the help of the continuity equation (15.1) of each phase. Since we have \(1 = S_w + S_o\) we need only one saturation equation. We pick \(S_w\) as second unknown. The continuity equation for the water phase gives
In the following we assume that the displacement is

\[ \text{Two-phase flow and transport equation} \]

pressure, and consider the porosity to be constant. Since

As before we assume incompressibility, this leads to

To have a complete description of the model boundary, e.g., no-flow, and initial conditions have to be imposed. This saturation equation (15.5) is a parabolic equation in general, but on a reservoir scale the effects of the capillary pressure are usually dominated by the viscous and gravity forces, represented by \( f v \) and \( G v \), respectively. Then the saturation equation becomes hyperbolic.

**Two-phase flow and transport equation** In the following we assume that the displacement is dominated by viscous effects, i.e., we neglect the effects of gravity, compressibility, and capillary pressure, and consider the porosity to be constant. Since \( p_o - p_w = \text{const} \) we neglect the subscript and with \( S \) we denote the water saturation. Then Darcy’s law of each phase reads \( v_o = -\frac{k_o(S)}{\mu_o} k \cdot \nabla p \). Thus the above equations (15.5) and (15.4) simplify to

\[ -\text{div}(\lambda(S)k \nabla p) = q, \quad \forall x \in D \]

(15.6)

\[ \phi \frac{\partial S}{\partial t} + \text{div}(vf(S)) = q_w, \quad \forall x \in D, \ t \in [0, T] \]

(15.7)

with \( v = -\lambda(S)k \cdot \nabla p \), almost everywhere in \( \Omega \). In our application we assume the permeability to be random. To ensure the existence of a unique solution \( p \) of (15.6) we assume the permeability \( k \) is uniformly bounded and coercive, in the sense that there exist two positive deterministic numbers \( 0 < k_{\text{min}} \leq k_{\text{max}} \) such that for any \( \xi \in \mathbb{R}^d \) and any \( 1 \leq i, j \leq d \)

\[ k_{\text{min}} |\xi|^2 \leq \xi^T k(x, \omega) \xi, \quad |[k(x, \omega)]_{ij}| \leq k_{\text{max}} \]
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almost everywhere in \( D \) and almost surely. We use a single set of relative permeability curves. The above equations (15.6) and (15.7) are non-linearly coupled, mainly through the saturation-dependent mobilities \( \lambda_\alpha \) in the pressure equation (15.6) and through the pressure-dependent velocity \( v \) in the saturation equation (15.7). For each time step we solve (15.6) for the velocity with the saturation of the previous time step. With this velocity we solve (15.7) for the saturation. In the following Sections 15.3 and 16 we show how we solve the pressure equation (15.6) for many different realizations of the permeability and in Section 15.4 we introduce an implicit upwind scheme in combination with the Newton method to determine the solution of the hyperbolic equation (15.7). In Section 17 we combine these techniques with a multi-level Monte Carlo approach to estimate the expectation of the water saturation \( S \). In our numerics (cf. Sec. 18) we will consider two different cases: single-phase flow (\( \lambda(S) = 1 \) and \( f(S) \) nonlinear) and two-phase flow. In both cases, we will compare the saturation field at a certain time instant. Note that in this context the considered equation in Parts I and II can be seen as the pressure equation for single-phase flow.

15.3. Mixed multiscale finite element methods

In this section we present a mixed multiscale finite element method (MsFEM) following [3, 29] which we use to solve the elliptic pressure equation (15.6). First we discuss how to solve a deterministic pressure equation, which corresponds to a permeability \( k(x, \omega) \) for a fixed \( \omega \). Later we extend this method to a stochastic version. For a fixed permeability realization we write the equation in a mixed form

\[
(\lambda k)^{-1}v + \nabla p = 0 \quad \text{in } D \\
\text{div}(v) = q \quad \text{in } D \\
\lambda(x)k(x)\nabla p \cdot n = g(x) \quad \text{on } \partial D.
\]

(15.8)

For simplicity, we assume Neumann boundary conditions. With \( V_h \subset H(\text{div},D) := \{ u : u \in (L^2(D))^d, \text{div } u \in L^2(D) \} \) and \( Q_h \subset L^2(D)/\mathbb{R} \) we denote finite dimensional spaces and let \( V_h^0 = V_h \cap H_0(\text{div},D) \), where \( H_0(\text{div},D) \) is \( H(\text{div},D) \) with Neumann homogeneous boundary conditions. By multiplying with test functions \( (u_h,b_h) \in V_h \times Q_h \) and integrating by parts we get the numerical approximation of (15.8) on the fine grid. It reads: Find \( \{v_h,p_h\} \in V_h \times Q_h \) such that \( v_h \cdot n = g_h \) on \( \partial D \) and

\[
((\lambda k)^{-1}v_h, u_h) - (\text{div}u_h, p_h) = 0 \quad \forall u_h \in V_h^0 \\
(\text{div}v_h, b_h) = (q, b_h) \quad \forall b_h \in Q_h,
\]

(15.9)

with the usual \( L^2 \) inner product, \(( \cdot, \cdot )\). The idea behind the mixed MsFEM is to approximate the velocity using multiscale basis functions which contain the small-scale features. Therefor these multiscale basis functions are constructed for each edge of every block. To approximate the pressure field we use piecewise constant functions. To construct the multiscale basis we define a partitioning of the domain in polyhedral elements \( \bigcup D_i = D \). Let \( \mathcal{I} \) be the multi index set of index pairs of two neighboring blocks, i.e if \( D_i \cap D_{i'} \neq \emptyset \), \( i = \{ii'\} \in \mathcal{I} \). This interface we denote with \( \Gamma_i := D_i \cap D_{i'} \) for \( i \in \mathcal{I} \). For \( \Gamma_i \) we define a multiscale basis function \( \Psi_{i,k} = -k(x)\nabla w_{i,k} \)
Figure 33: Local problem to solve for multiscale basis.

where \( w_{i,k} \) is the solution of the auxiliary problem

\[
(-\text{div}(k(x)\nabla w_{i,k}))|_{D_i} = \begin{cases} \frac{1}{|D_i|} & \text{if } \int_{D_i} q = 0 \\ \frac{-1}{f_{D_i}} q & \text{else,} \end{cases} 
\]

\[
(-\text{div}(k(x)\nabla w_{i,k}))|_{D_i'} = \begin{cases} \frac{-1}{|D_i'|} & \text{if } \int_{D_i'} q = 0 \\ \frac{-1}{f_{D_i'}} q & \text{else,} \end{cases} 
\]

\[-k(x)\nabla w_{i,k} \cdot n_{ii'} = \begin{cases} g_i & \text{on } \Gamma_i \\ 0 & \text{else} \end{cases}
\]

where the choice of \( g_i \) will be discussed later and \( n_{ii'} \) is the normal pointing from \( D_i \) to \( D_i' \) (see Figure 33).

Then the finite dimensional approximation space of the velocity is defined as

\[
V_h(k) := \bigoplus_{i \in \mathcal{I}} \{ \Psi_{i,k} \}, \\
V_h^0(k) := V_h(k) \cap H_0(\text{div}, D).
\]

Note that this space \( V_h(k) \) corresponds to a fixed realization of the permeability. In the stochastic framework we determine \( V_h(k_j) \) for many realizations \( k_j \) of the permeability and construct the approximation space \( V_h \) in two different ways, which we introduce in Sections 16.1 and 16.2. The approaches are based on ensemble level methods.

The accuracy of the mixed MsFEM can be affected by the choice of boundary conditions \( g_i \) in (15.10). In the following subsections we introduce two different kinds of boundary conditions, local and global ones. Note that one has to solve a single-phase flow problem for the global boundary conditions.

15.3.1. Mixed MsFEM using local boundary conditions

Piecewise constant coarse-scale fluxes on the boundary of the coarse elements, i.e., \( g_i = \frac{1}{|D_i|} \), are used in [21]. However, the choice of piecewise constant boundary conditions can lead to large errors between the solution of the original problem and the mixed MsFEM solution. In general, it is possible to consider any boundary conditions that involve local information, e.g., permeabilities in local domains. In this case the boundary condition does not contain any fine-scale features that are in the velocity of the reference solution.
15.3.2. Mixed MsFEM using global boundary conditions

For accurate solutions the boundary conditions should contain fine-scale features. In [21, 40] the authors introduce an oversampling method. Here the main idea is to use larger regions for local problem computations and then for the computation of the multiscale basis functions they use only interior information. However, these approaches are not conservative on the fine grid, which is the reason why we follow [29, 3, 4, 5, 47] where limited global information is used. As in [4] as boundary condition for a fixed realization of the permeability $k_j(x) = k(x, \omega_j)$ and edge $\Gamma_i = D_i \cap D_i'$ we choose

$$g_i(k_j) = \frac{v_j \cdot n_{ii'} ds}{\int_{\Gamma_i} v_j \cdot n_{ii'} ds} \quad (15.11)$$

with the “global” velocity solution $v_j$ which solves (15.8) with the coefficient $k_j(x)$. We note that the construction of the coarse space requires a solution of a single-phase flow problem besides the local solves for basis functions for each coefficient $k_j(x)$. That is the reason why global approaches are computationally more expensive, but more accurate for a given permeability field ([5]). In Sections 19.1 and 20.1 we discuss the accuracies of the two different types of boundary conditions within ensemble level mixed MsFEM context.

15.4. Implicit scheme for solving the saturation equation

After we have introduced the mixed MsFEM in the previous section to solve the pressure equation (15.6) we consider a numerical scheme to solve the time dependent hyperbolic transport equation (15.7) in this section. We combine an implicit upwind scheme with the Newton method. The implicit upwind scheme coincides with a first order discontinuous Galerkin scheme (cf. [48]). First we approximate the time derivative with the difference quotient, i.e.,

$$\frac{\partial S(x,t)}{\partial t} \approx \frac{S^{k+1}(x) - S^k(x)}{\Delta t}$$

with $S^k(x) := S(x, t^k)$ and $\Delta t := t^{k+1} - t^k$. Then we use the following approximation instead of equation (15.7)

$$\phi \frac{S^{k+1}(x) - S^k(x)}{\Delta t} + \theta \text{div} (f(S^{k+1})v) + (1 - \theta) \text{div} (f(S^k)v) = q_w \quad (15.12)$$

with $0 \leq \theta \leq 1$. Thereby the choice $\theta = 0$ corresponds to a fully explicit scheme and $\theta = 1$ to an implicit scheme. If we assume that the saturation is piecewise constant we can write

$$S(x,t) = \sum_{i=1}^{N} S_i(t) \varphi_i(x)$$

with

$$\varphi_i(x) = \begin{cases} 1, & \text{if } x \in D_i \\ 0, & \text{else.} \end{cases}$$

If we multiply (15.12) with a piecewise constant basis function $\varphi_i$ and integrate over the domain $D$ we get by applying the Gauss theorem:

$$\int_{D} \phi \frac{|D_i|}{\Delta t} (S^{k+1}_i - S^k_i) + \theta \int_{\partial D_i} [f(S^{k+1})v] \cdot n + (1 - \theta) \int_{\partial D_i} [f(S^k)v] \cdot n = Q_i$$
with \( Q_i = \int_{D_i} q_w \). Since the flux \( f(S) \) over the boundary may be discontinuous we replace it with a numerical consistent and conservative flux

\[
\hat{f}(S)_{ii'} = \begin{cases} 
  f(S_i), & \text{if } v \cdot n_{ii'} \geq 0 \\
  f(S_{i'}), & \text{if } v \cdot n_{ii'} < 0
\end{cases}
\]

for the normal \( n_{ii'} \) pointing from \( D_i \) to the neighbor cell \( D_{i'} \). The boundary integral reads

\[
\int_{\partial D_i} [f(S^k)v] \cdot n = \sum_{\Gamma_{ii'} = D_i \cap D_{i'}} \int_{\Gamma_{ii'}} [f(S^k)v] \cdot n_{ii'}
\]

\[
 \approx \sum_{\Gamma_{ii'} = D_i \cap D_{i'}} \hat{f}(S^k)_{ii'} \int_{\Gamma_{ii'}} v \cdot n_{ii'}
\]

\[
 = \sum_{\Gamma_{ii'} = D_i \cap D_{i'}} \hat{f}(S^k)_{ii'} v_{ii'}
\]

with \( v_{ii'} := \int_{\Gamma_{ii'}} v \cdot n_{ii'} \). Then our numerical upwind scheme reads

\[
S^{k+1}_i - S^k_i + \frac{\Delta t}{|D_i|_\phi} \sum_{\Gamma_{ii'}} \left( \theta \hat{f}(S^{k+1})_{ii'} v_{ii'} + (1 - \theta) \hat{f}(S^k)_{ii'} v_{ii'} \right) = \frac{\Delta t}{|D_i|_\phi} Q_i,
\]

We consider a fully implicit discretization, i.e., \( \theta = 1 \) to allow arbitrary time steps. In the following we assume that \( S^k_i \) is known for all \( i, 1 \leq i \leq N \) and we are interested in the unknown saturation in the whole reservoir for \( t = t^{k+1} \). We define the vector \( S = (S^{k+1}_i)_{1 \leq i \leq N} \) and the function

\[
H(S) = \left( S^k_i - S_i - \frac{\Delta t}{|D_i|_\phi} \sum_{\Gamma_{ii'}} \left( \hat{f}(S)_{ii'} v_{ii'} \right) + \frac{\Delta t}{|D_i|_\phi} Q_i \right)_{1 \leq i \leq N}
\]

The unknown saturation vector is a zero of this function and we use the Newton method to compute the saturation for each time step. The Newton method reads

\[
S^{n+1} = S^n - (D_H(S^n))^{-1} H(S^n)
\]

with the Jacobian matrix \( D_H(S) \) of \( H(S) \). Note that \( S^n \) denotes the Newton iteration after \( n \) steps and is does not coincide with \( S^n \). However, if we use the start vector \( S^0 = S^k \), the Newton methods converges to the saturation of the next time step. Crucial for this method is to know the velocity in advance. To solve the system of the pressure and saturation equation (15.6) and (15.7) we solve (15.6) with mixed MsFEM for the velocity with the total mobility depending on the saturation of the previous time step \( \lambda(S^k) \) and with this velocity we solve (15.7) with the above scheme to compute \( S^{k+1} \).

### 16. Ensemble level methods for mixed multiscale finite element methods

The ensemble level method was introduced in [19]. Here the authors use it to statistically estimate upscaled two-phase functions, e.g., the total mobility or the flux functions. The main idea is to use a few realizations to cluster some coarse block attributes and to compute the cumulative distribution functions for the corresponding upscaled two-phase functions. They use this information
to statistically estimate the upscaled two-phase functions for arbitrary realizations. We apply an ensemble level approach in combination with the above described mixed multiscale FEM (cf. Sec 15.3).

The main idea of ensemble level multiscale methods is to use precomputed multiscale basis functions depending on a few ensemble members to solve the problem for any member of the ensemble.

In this section we introduce two ensemble level methods for mixed MsFEM, the no-local-solve-online ensemble level method (NLSO) and the local-solve-online ensemble level method (NLSO). The computations are divided into offline and online computations. In both methods we construct sets of basis functions based on a few \((N_l)\) realizations of the permeability in the offline stage. We choose the realizations randomly or we use proper orthogonal decomposition (POD). We use POD to find best local basis functions with respect to the velocity.

In general we can also choose offline realizations following the techniques used in reduced basis methods (cf. [51, 52]). For both methods we can use either boundary conditions using global single-phase flow information or local information.

16.1. No-local-solve-online ensemble level multiscale method (NLSO)

The no-local-solve-online ensemble level multiscale method was introduced in [4] to construct a multiscale basis for the velocity approximation space \(V_h\). Again the main idea is to use precomputed quantities for a few realizations to compute the quantities for arbitrary realizations.

In particular, we solve (15.10) for a few coefficients \(k_j(x) = k(x, \omega_j), 1 \leq j \leq N_l\) at each interior edge \(\Gamma_i\), and compute the multiscale basis functions \(\Psi_{i,k_j}(x) = -k_j(x)\nabla w_{i,k_j}\). These basis functions are used to solve the equation on a coarse grid without recomputing the basis functions for an arbitrary realization of the permeability. Following [4], we employ an approximation space for the velocity that is defined for multiple \(k\), i.e., we use

\[ V_h^{\text{NLSO}} := \bigoplus_{j=1}^{N_l} V_h(k_j). \]

In the NLSO approach one does not compute a basis for each realization, but the coarse space of all the precomputed basis functions is used to solve the equation on a coarse grid. Therefore we solve the equations on a \(N_l \times |I|\) coarse space (since we have \(N_l\) basis functions on each edge instead of one).

First we solve (15.8) on a coarse grid with the help of the precomputed multiscale basis. Then we use the velocity solution to solve the transport equation (15.7) with an implicit scheme to determine the saturation.

Since the basis functions do not change during the online stage, we can precompute the integrals such as \(\int \Psi_{i,k_j} \Psi_{i',k_j'}\).

To identify the best local basis we use proper orthogonal decomposition. Therefore we compute the \(N_{\text{POD}}\) eigenvalues with the largest absolute value and the corresponding eigenvectors \(V_i = (V_i^1, \cdots, V_i^{N_{\text{POD}}})^T, 1 \leq i \leq N_{\text{POD}},\) of the matrix \(B_i^T B_i\). The matrix of precomputed multiscale basis functions for an edge \(i\) we denote with \(B_i\), i.e., of \(B_i = (\Psi_{i,k_j})_{1 \leq j \leq N_l}\). Let \(V\) be the matrix of the scaled eigenvectors, i.e., for each column of the matrix it holds: \(V_i = \frac{1}{\sum_{j=1}^{N_l} V_i^j} V_i^j\).

The POD multiscale basis functions are the columns of \(\tilde{B} = BV\). We have implemented the POD approaches using the \(L^2\) inner product of the velocity. This approach increases the accuracy of the approximation of the velocity and the saturation (cf. Sections 19.1, 20.1). In the POD approach the improvement is larger for the velocity since we consider the \(L^2\) inner product of the velocity.
It is not clear if this inner product is optimal for the quantity of interest: the water saturation. The choice of an optimal inner product for the saturation will be investigated in future work. If we combine the ensemble level mixed method with multi-level Monte Carlo we have not observed any gain using the POD approach (cf. Sections 19.3, 20.3).

16.2. Local-solve-online ensemble level multiscale method (LSO)

The local-solve-online ensemble level multiscale method is similar to a reduced basis approach (e.g., [28, 51]). We apply the LSO approach in the context of mixed multiscale FEM as follows. The offline part is to construct sets of basis functions based on a few \( (N_l) \) realizations of the coefficient \( k_j(x) = k(x, \omega_j), \ 1 \leq j \leq N_l \). In comparison to reduced basis methods where the realizations fulfill special properties (e.g., [51]), we choose these realizations randomly. After we have solved (15.10) for each realization (cf. Section 15.3) we define the space \( V_{h}^{\text{LSO}} := \bigoplus_{\iota \in I} \{ \Psi_{\iota,k} \} \) for every edge \( \iota = \{ ii' \} \). In this space \( V_{h}^{\text{LSO}} \) we approximate the solution \( \tilde{w}_{\iota,k} \) of the auxiliary problem (15.10) with the coefficient \( \tilde{k}(x) = k(x, \tilde{\omega}) \) for some random \( \tilde{\omega} \) in the online phase. As approximation space for the velocity we now define

\[
V_{h}^{L,SO} := \bigoplus_{\iota \in I} \{ \tilde{\Psi}_{\iota,k} \},
\]

for \( \tilde{\Psi}_{\iota,k} = -\tilde{k}(x) \nabla \tilde{w}_{\iota,k} \).

For each computed multiscale velocity we solve the transport equation (15.7) to compute the saturation.

In this approach we use a different multiscale basis for each coefficient. That is the reason why the integrals \( \int \tilde{\Psi}_{\iota,k} \tilde{\Psi}_{\iota',k'} \) over a coarse block cannot be precomputed. However, since each basis function \( \tilde{\Psi}_{\iota,k} \) is a linear combination of the precomputed basis functions \( \Psi_{\iota,k_j}, 1 \leq j \leq N_l \), the calculations can be done inexpensively using precomputed quantities.

As in the previous approach, NLSO, we can use POD to find the best local basis. Again we observe an improvement in the numerical simulations for approximating the velocity and the saturation (cf. Sections 19.3, 20.3). We have not observed any gain of the POD approach in combination with the multi-level Monte Carlo approach.

16.3. Comparison of LSO and NLSO approaches

In contrast to the NLSO method, the online stage of the LSO method is divided into two parts. The first step is to construct a multiscale basis for a particular realization. Therefore we solve in each interior edge of the coarse domain a local problem of size \( N_l^2 \). The second step is to solve the global problem on a coarse grid by projecting the solution. In the NLSO approach we solve the equations on a \( N_l \) times larger coarse space (since we have \( N_l \) basis functions on each edge instead of one). In Figure 34 we summarized the main steps of the NLSO and LSO approach.

In the NLSO case we approximate the velocity with

\[
v = \sum_{\iota \in I} \sum_{j=1}^{N_l} c_{ij} \Psi_{\iota,k_j}
\]

and in the LSO approach with

\[
v = \sum_{\iota \in I} c_{\iota} \tilde{\Psi}_{\iota,k} = \sum_{\iota \in I} c_{\iota} \sum_{j=1}^{N_l} c_{j} \Psi_{\iota,k_j}.
\]
Solve for velocity in $V_{NSLO}$

Define velocity approximation space:

$$V_{NSLO} = \bigoplus_{N_lj=1} V_h(k_j).$$

Solve for saturation

Solve for velocity in $V_{LSO}$

Define velocity approximation space:

$$V_{LSO} = \bigoplus_{\iota \tilde{\Psi}_{\iota,k,l}}.$$

For each edge $\iota$ solve for a multiscale basis $\tilde{\Psi}_{\iota,k,l}$ depending on the global velocity $v_j$.

Select an arbitrary realization of the permeability $k_m$.

Online stage

Select $N_L$ realizations of the permeability $k_j, 1 \leq j \leq N_L$

For each realization $k_j$ solve a single-phase flow problem to obtain a global velocity solution $v_j$.

For each realization $k_j$ and edge $\iota$ solve for a multiscale basis function $\tilde{\Psi}_{\iota,j}$ depending on the global velocity $v_j$.

Define $V_h(k_j) = \bigoplus_{\iota \Psi_{\iota,j,l}}$.

For each realization $k_j$ and edge $\iota$ solve for a multiscale basis function $\Psi_{\iota,j}$ depending on the global velocity $v_j$.

Select an arbitrary realization of the permeability $k_m$.

Offline stage

This is exactly the same if we have the freedom to choose $c_j$. Note that the coefficients $c_j$ in LSO is determined from the solution of local problems that compute basis functions.

As mentioned above global boundary conditions are more expensive than local ones, but more accurate. That was demonstrated in [49, 29] theoretically and numerically. This is particularly true when the problem is solved multiple times. Next we state that we cannot use LSO type approaches due to the fact that we have use local boundary conditions in the online stage if an accurate solution is sought.

The costs of the online computations of the NLSO approach do not depend on the choice of the boundary conditions $g_\iota$. That is why it is reasonable to choose limited global boundary conditions.

The first part of the online computations of the LSO method is to solve the auxiliary problem (15.10). Boundary conditions using global information would increase the computational cost of the method. Therefore we choose local boundary condition for the online part of the LSO method (global for the offline part). With this choice of boundary conditions the computational costs for NLSO and LSO are comparable. The NLSO approach is more accurate than the LSO method if global boundary conditions are used as we will show in Sections 19.1 and 20.1.

17. Multi-level Monte Carlo using ensemble level mixed multiscale finite element methods

In Section 11.1 we presented the multi-level Monte Carlo method in a general framework. In this section we apply it to approximate the expected value of the water saturation. Therefor we combine it with the previously (cf. Sections 16.1, 16.2) introduced numerical methods. We use
the NLSO and LSO approach to calculate the water saturation $S_l$ where $N_l$ realizations of the permeability field are chosen to compute the basis for the whole ensemble. In this case different levels correspond to different accuracies in the velocity approximation space $V_h$. We are interested in the expected value of the saturation with a large number of precomputed basis functions $N_L$. We use levels which are less accurate and less computational expensive to approximate the quantity of interest. Particularly, we assume $\|S_l - S\| \sim \frac{1}{N_l^\beta}$, with $N_1 \leq N_2 \leq \cdots \leq N_L$ and $\beta > 0$. As introduced earlier we use a multi-level approximation to approximate the expectation $E[S_L]$

$$E^L(S_L) = \sum_{l=1}^{L} E_{M_l} (S_l - S_{l-1}),$$

where $E_{M_l}$ denotes the arithmetic mean with $M_l$ samples. Again, we consider the root mean square errors

$$\|E[S_L] - E^L(S_L)\| = \left( E\|E[S_L] - E^L(S_L)\|^2 \right)^{\frac{1}{2}}$$

with an appropriate norm $\|\|$. Analogously to the analysis in Section 11 we get

$$\|E[S_L] - E^L(S_L)\| \lesssim \sum_{l=2}^{L} \frac{1}{\sqrt{M_l}} \frac{1}{N_l^\beta} + \frac{1}{\sqrt{M_1}}.$$

To equate the error terms we choose

$$M_l = C \begin{cases} N_L^{2\beta}, & l = 1 \\ \left( \frac{N_l}{N_L} \right)^{2\beta}, & 2 \leq l \leq L, \end{cases} \quad (17.1)$$

then we end with

$$\|E[S_L] - E^L(S_L)\| = O \left( \frac{1}{N_L^\beta} \right).$$

To predict the saturation field we select at each level $l$ a different number of realizations of the permeability field $N_l$, $N_1 \leq N_2 \leq \cdots \leq N_L$, to build a low dimensional approximation space $V_h$ for the velocity that captures both small scale (sub coarse-grid) spatial variability in the permeability data and stochastic variability due to uncertainties in the data. In particular, we calculate the velocity at level $l$ for $M_l$ realizations with one of the ensemble level mixed MsFEMs to compute the saturations $S_{l,m}$ with $1 \leq l \leq L$ and $1 \leq m \leq M_l$ with the upwind method. With these saturations we build the MLMC approximation of the expected value of the fine scale saturation. For clarity we summarize the basic steps below.

**Offline computations**

1. **Generation of coarse grid.**
   - Partition the domain into a coarse grid. The coarse grid is a partitioning of the fine grid where each cell in the fine grid belongs to a unique block in the coarse grid and each coarse grid block is connected. [7].

2. **Select $N_L$ realizations from the stochastic permeability distribution $k_j(x)$, $1 \leq j \leq N_L$.**

3. **Construction of the multiscale approximation space $V_h(k_j)$, $1 \leq j \leq N_L$:**
   - For each selected realization $1 \leq j \leq N_L$: [104]
− Solve (15.8) on the fine grid using a suitable mass conservative numerical method to obtain a “global” velocity solution $v_j$.
− Compute the multiscale basis functions: For each edge $\Gamma_\iota$, $\iota = \{ii'\}$, set
  \[
  g_{ii'}(k_j) = \frac{v_j \cdot n_{ii'}}{\int_{\Gamma_\iota} v_j \cdot n_{ii'} ds},
  \]
  and solve (15.10) to obtain $w_{i',kj}$ and subsequently $\Psi_{i',kj}$.

4. **NLSO**: Construction of the multiscale approximation space $V_{h}^{\text{NLSO}}$ at level $l$, $1 \leq l \leq L$:
   - Define $V_{h}(k_j) = \bigoplus_{i \in \mathcal{I}} \Psi_{i,kj}$.

Online computations

5. **Multi-level mixed MsFEM computations for estimating an expectation at level $l$, $1 \leq l \leq L$**:
   - Select $M_l$ realizations of the permeability $k_{m_i}$, $1 \leq m_l \leq M_l$.
   - **LSO**: Construction of the approximation space $V_{h}^{\text{LSO}}$
     - Compute basis functions: $\tilde{\Psi}_{i,k_{m_i}} \in V_{h}^{\text{LSO}} = \bigoplus_{j=1}^{N_l} \Psi_{i,kj}$ by solving (15.10) with $k_{m_i}$ and local boundary conditions.
     - Define $V_{h}^{\text{LSO}} = \bigoplus_{i \in \mathcal{I}} \{\tilde{\Psi}_{i,k_{m_i}}\}$.
   - Solve two-phase flow and transport (15.6)-(15.7) for $S_{l,m}$. At each time step, the velocity field is constructed by solving (15.6) on a coarse grid using NLSO or LSO, respectively.
   - Calculate the arithmetic mean
     \[
     E_{M_l}(S_l - S_{l-1}) = \frac{1}{M_l} \sum_{m=1}^{M_l} (S_{l,m} - S_{l-1,m}).
     \]

6. **MLMC approximation of $E[S_L]$**
   \[
   E^L(S_L) = \sum_{l=1}^{L} E_{M_l}(S_l - S_{l-1}).
   \]

17.1. Computational cost

Next, we discuss the computational costs for the MLMC and the standard MC methods. Since the multiscale basis functions are fixed throughout the simulations, we ignore the cost of precomputations in all cases. We assume we solve the pressure equation optimally. Then, for the NLSO method, the computational costs for solving the pressure equation each time instant with $N_l$ basis function sets (at level $l$) for a coarse grid with mesh size $H_j$ are $2\left(H_j^{-1} - 1\right) N_l^2 H_j^{-1}$. Note that the number of interior edges is $2\left(H_j^{-1} - 1\right) H_j^{-1}$. For the LSO method we solve at each interior edge an $N^2_l$ sized problem and solving the pressure equation for only one set of basis functions we get $2\left(H_j^{-1} - 1\right) (N^2_l + 1) H_j^{-1}$. Note that we have almost the same numerical costs for NLSO and LSO and in the following we neglect the costs of solving the pressure equation for one set of basis functions in the LSO case. So we end with the same numerical costs for the
NLSO and LSO approach. In the LSO approach the multiscale basis of each edge can be solved in parallel, such that the computational time for the LSO ansatz is much smaller. As in Part II in our simulations, we equate the costs of solving the pressure equation for MC and MLMC and compare the accuracy of these approximations. Although for single-phase flow this comparison is accurate (up to the cost of computation of basis functions), one needs to take into account the cost of solving the saturation equation in two-phase flow and transport simulations. To solve for the saturation we use a coarse-grid velocity field so the computational costs at each time instant are the same at any level. However, the cost of solving the pressure equation is larger than that for the saturation equation on a coarse grid, because there are more degrees of freedom and the convergence of iterative solvers requires many iterations for multiscale problems. Since in the NLSO method we use several basis functions per coarse edge and in the LSO multiscale method we have to calculate the velocity approximation space online, the cost of computing the pressure solution can be several times larger than that of the saturation equation because the coarse system is several times larger for the pressure equation. That is why we will ignore the costs of saturation computation on a coarse grid in two-phase flow examples.

We have the following computational costs for MLMC based on pressure:

\[
W_{\text{MLMC}} = \sum_{l=1}^{L} (2 (H_j^{-1} - 1) N_l^2 H_j^{-1}) M_l
\]

\[
= 2N_L^{2\beta} H_j^{-1}(H_j^{-1} - 1) \left( \sum_{l=2}^{L} N_l^{2-2\beta} + N_1^2 \right).
\]

We compare the costs with the computational costs for MC

\[
W_{\text{MC}} = \left( 2 (H_j^{-1} - 1) \tilde{N}_j^2 H_j^{-1} \right) \tilde{M}.
\]

In our numerical simulations, we will equate the work and compare the accuracy of MLMC and MC.

If we increase the dimension of the coarse space (corresponds to \(N_l\)), we observe that the accuracy of the multiscale methods increases (see [4] and the discussions below). However, in general this accuracy cannot be estimated, so we propose an empirical procedure to estimate the convergence rate \(\beta\) based on simulations with few samples in Sections 19.2 and 20.2. With this estimated rate \(\beta\) we select the number of realizations, \(M_l\) based on (17.1), for the MLMC approach.

18. Experimental setup

As a numerical example we consider the traditional quarter-of-a-five-spot with no-flow boundary conditions in a squared domain \(D \subset \mathbb{R}^2\). A water injector is placed at the upper left corner while a producer produces whatever (oil or water) reaches the lower right corner. We solve the pressure equation (15.6) with the two different mixed MsFEMs and for the saturation equation (15.7) we use an implicit scheme. In the numerics we solve on a 100 \times 100 fine grid a single-phase flow problem (cf. Section 19) and a two-phase flow problem on a 5 \times 5 coarse grid (cf. Section 20). For \(Y(x, \omega) = \log[k(x, \omega)]\) with \(E[Y(x, \omega)] = 0\) and \(\text{cov}(x, y) = E[Y(x, \omega)Y(y, \omega)]\) we consider two types of distributions. The first one is log-Gaussian

\[
\text{cov}(x, y) = \sigma^2 \exp \left( -\frac{|x_1 - y_1|^2}{2\epsilon_1^2} - \frac{|x_2 - y_2|^2}{2\epsilon_2^2} \right),
\]  

(18.1)
and the next one is log-Exponential

\[ \text{cov}(x, y) = \sigma^2 \exp \left( -\frac{|x_1 - y_1|}{\epsilon_1} - \frac{|x_2 - y_2|}{\epsilon_2} \right). \]  

(18.2)

As previously, we denote with \( \epsilon_1 \) and \( \epsilon_2 \) the correlation lengths in each dimension and \( \sigma^2 = E(Y^2) \) is a constant that represents the variance of the permeability field, which we choose \( \sigma^2 = 2 \) in all examples. We use the Karhunen-Loève expansion to parameterize these permeability fields. In the first case, we expect faster decay of the eigenvalues compared to the second case, log-Exponential, for a given set of correlation lengths. In both cases the permeability field \( Y(x) \) is given on a 100 x 100 fine Cartesian grid. In particular we consider:

- Isotropic Gaussian field: correlation length \( \epsilon_1 = \epsilon_2 = 0.2 \), stochastic dimension 10
- Anisotropic Gaussian field: correlation length \( \epsilon_1 = 0.5 \) and \( \epsilon_2 = 0.1 \), stochastic dimension 12
- Isotropic Exponential field: correlation length \( \epsilon_1 = \epsilon_2 = 0.2 \), stochastic dimension 300
- Anisotropic Exponential field: correlation length \( \epsilon_1 = 0.5 \) and \( \epsilon_2 = 0.1 \), stochastic dimension 350

We apply the above described MLMC approach. To build the multiscale basis, we generate \( N_L \) independent realizations of the permeability and for these realizations we solve (15.10). The multiscale basis functions are not recomputed during the simulations, i.e., they are computed at time zero. We choose the realizations for the precomputed multiscale basis functions randomly and we use POD to find a best local basis.

We compare the MLMC accuracy of the saturation with the accuracy of standard MC at level \( L \) with the same amount of costs; therefore, we choose

\[ \tilde{M} = \frac{\sum_{l=1}^{L} N_l^2 M_l}{N_L^2}. \]

As reference \( S_{\text{ref}} \), we use the arithmetic mean of \( M_{\text{ref}} \) samples of the saturation solved with a multiscale velocity. For this velocity the multiscale basis is recomputed for each permeability realization, such that we use exactly the same realization as in the pressure equation. We consider the square root of the arithmetic mean square of the relative \( L^2 \) errors, e.g., for MLMC we consider

\[ \text{MLMC error} = \sqrt{\frac{1}{N_b} \sum_{j=1}^{N_b} \frac{\| S_{\text{ref}} - S_{\text{MLMC}}^j \|^2_{L^2}}{\| S_{\text{ref}} \|^2_{L^2}}}, \]  

(18.3)

where \( S_{\text{MLMC}}^j \) denotes the MLMC approximation of the expectation for a given set of permeability realization \( K_{\text{off}}^j = (k_1^j, \ldots, k_{N_L}^j) \) to compute the multiscale basis functions (cf. (15.10)) and different realizations \( K_{\text{fin}}^j = (k_1^j, \ldots, k_{M_1}^j) \) to solve the flow and transport equations (cf. (15.6)-(15.7)) to compute the saturation. In the following Section 19 we present our results for the single-phase flow on the fine grid and in Section 20 we consider two-phase flow on the coarse grid. This part is done with Matlab ([2]). The implementation is based on the code of Aarnes, where the solver for the saturation equation (15.7), the mixed MsFEM method and the ensemble level approach are implemented (cf. [3, 4, 6]). A description of the main part of the code can be found in [6] [45].
19. Numerical results for single-phase flow

As mentioned above, we denote the example as single-phase flow, if the total mobility $\lambda(S) = 1$. Since the mobility does not depend on the saturation, the pressure equation (15.6) does not, either. Therefore we solve (15.6) only once and update the transport equation for each time step. As flux term we use $f(S) = \frac{s^2}{S^2 + (1-S)^2}$ (see (15.7)). In this example we consider only the $100 \times 100$ fine grid.

19.1. Comparison of the NLSO and the LSO approach for single-phase flow

In this section we study the differences of the two ensemble level mixed MsFEMs, the influence of the boundary conditions using local or limited global information and the influence of using proper orthogonal decomposition to determine a best basis with respect to the velocity.

We show that methods using local boundary conditions have a residual error no matter how many basis functions we pick. The global boundary conditions are

$$g_\iota(k_j) = \frac{v_j \cdot n_{ii'}}\int_{\Gamma_\iota} v_j \cdot n_{ii'} ds$$

as defined in (15.11). In our case the local boundary conditions depend on the permeability realization in the considered cells, i.e.,

$$g_\iota(k_j) = \frac{G^\iota_j}{\int_{\Gamma^\iota_j} G_i ds}$$

with

$$G^\iota_j(x) = 2 \left( \frac{1}{k_j(x-n_{ii},h)} + \frac{1}{k_j(x+n_{ii},h)} \right)^{-1}$$

with the fine mesh size $h$.

The quantity of interest is the water saturation. Therefore we consider the mean $L^2$-error for 100 selected realizations $k_j$ of the water saturation computed with one of the ensemble level methods with either local or global boundary conditions and a reference saturation. As reference we use either the fine-scale water saturation $S_{j,ref}$ or the multiscale saturation $S_{j,ref,loc}$, where the basis is calculated for the realization $k_j$ with local boundary conditions.

Since the multiscale basis in the POD case is chosen with respect to the velocity we consider the errors for the velocities, also.

We compute the mean $L^2$-errors for 6 and 12 multiscale basis functions. For the POD we precompute 100 multiscale functions and use the first 6, 12 functions as basis.

We have summarized the results in Tables 7-14. Again, note that we solve the online problems for LSO approach with local boundary conditions.

From the tables we see that in the LSO method we introduce an additional error by solving the online problem with local boundary conditions. The NLSO method seems to be a good approximation of the fine-scale solution, while the solution of the LSO approach is closer to the local reference. For instance, we have for the saturation an error of 2% for randomly chosen realizations and 1.3% if POD is used for the NLSO approach with global boundary conditions and 6 basis functions for the isotropic Gaussian distribution. For the LSO approach with local boundary conditions we have errors of 2.7% and 1.5% with the local reference without and with POD for the isotropic Gaussian distribution, respectively. The errors of the LSO approach to the
### Table 7: Mean saturation errors (percent) of 100 realizations of the isotropic Gaussian distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>gLSO</td>
<td>0.3265</td>
<td>0.2431</td>
<td>16.0556</td>
<td>16.0887</td>
<td>1.9655</td>
<td>1.7348</td>
</tr>
</tbody>
</table>

### Table 8: Mean velocity errors (percent) of 100 realizations of the isotropic Gaussian distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>16.2392</td>
<td>16.1794</td>
<td>6.6100</td>
<td>3.1272</td>
<td>15.0033</td>
<td>15.3998</td>
</tr>
<tr>
<td>gLSO</td>
<td>16.2149</td>
<td>16.2162</td>
<td>1.8751</td>
<td>1.4486</td>
<td>16.0174</td>
<td>16.0938</td>
</tr>
</tbody>
</table>

### Table 9: Mean saturation errors (percent) of 100 realizations of the isotropic Exponential distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
</tr>
<tr>
<td>gLSO</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
</tr>
</tbody>
</table>

### Table 10: Mean velocity errors (percent) of 100 realizations of the isotropic Exponential distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
</tr>
<tr>
<td>gLSO</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
<td>12 basis functions.</td>
</tr>
</tbody>
</table>
Table 11: Mean saturation errors (percent) of 100 realizations of the anisotropic Gaussian distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>$|S_{ref} - S|_L^2$</th>
<th>$|S_{ref\text{loc}} - S|_L^2$</th>
<th>$|S_{ref\text{loc}} - S|_L^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>4.4798</td>
<td>27.3662</td>
<td>27.3662</td>
</tr>
<tr>
<td>gLSO</td>
<td>1.4899</td>
<td>27.3692</td>
<td>27.3692</td>
</tr>
<tr>
<td>INLSO</td>
<td>10.0921</td>
<td>9.9636</td>
<td>9.9636</td>
</tr>
<tr>
<td>ILSO</td>
<td>27.5760</td>
<td>27.6249</td>
<td>27.6249</td>
</tr>
</tbody>
</table>

Table 12: Mean velocity errors (percent) of 100 realizations of the anisotropic Gaussian distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>$|v_{ref} - v|_L^2$</th>
<th>$|v_{ref\text{loc}} - v|_L^2$</th>
<th>$|v_{ref\text{loc}} - v|_L^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>0.4539</td>
<td>2.2919</td>
<td>2.2919</td>
</tr>
<tr>
<td>gLSO</td>
<td>0.1232</td>
<td>0.7342</td>
<td>0.7342</td>
</tr>
<tr>
<td>INLSO</td>
<td>1.3898</td>
<td>1.2797</td>
<td>1.2797</td>
</tr>
<tr>
<td>ILSO</td>
<td>2.3359</td>
<td>2.3476</td>
<td>2.3476</td>
</tr>
</tbody>
</table>

Table 13: Mean saturation errors (percent) of 100 realizations of the anisotropic Exponential distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>$|S_{ref} - S|_L^2$</th>
<th>$|S_{ref\text{loc}} - S|_L^2$</th>
<th>$|S_{ref\text{loc}} - S|_L^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>20.7988</td>
<td>35.7461</td>
<td>35.7461</td>
</tr>
<tr>
<td>gLSO</td>
<td>16.1815</td>
<td>33.1095</td>
<td>33.1095</td>
</tr>
<tr>
<td>ILSO</td>
<td>33.6785</td>
<td>33.6785</td>
<td>33.6785</td>
</tr>
</tbody>
</table>

Table 14: Mean velocity errors (percent) of 100 realizations of the anisotropic Exponential distribution for the different methods and boundary conditions for the single-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>$|v_{ref} - v|_L^2$</th>
<th>$|v_{ref\text{loc}} - v|_L^2$</th>
<th>$|v_{ref\text{loc}} - v|_L^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gNLSO</td>
<td>3.5792</td>
<td>3.6260</td>
<td>3.6260</td>
</tr>
<tr>
<td>gLSO</td>
<td>3.5805</td>
<td>3.5977</td>
<td>3.5977</td>
</tr>
<tr>
<td>INLSO</td>
<td>4.5283</td>
<td>4.5562</td>
<td>4.5562</td>
</tr>
<tr>
<td>ILSO</td>
<td>4.5562</td>
<td>4.6284</td>
<td>4.6284</td>
</tr>
</tbody>
</table>
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global reference is of the same size as the error between the global reference and the local one, independent of the underlying distribution. In both approaches global boundary conditions give a better approximation of the fine-scale solution (at least if we choose the number of precomputed basis functions large enough). For the velocities the behavior of the mean errors is comparable, but the approximations are much more accurate. Furthermore, the approximation of the fine-scale velocity is more accurate with global boundary conditions independent of the number of basis functions even for the LSO approach. For this reason we will only consider global boundary conditions in the following. In Figure 35 we show the water saturations with global boundary conditions for one sample of the permeability for the considered distributions for all methods.

19.2. Numerical study of the convergence rate for single-phase flow

In this section we investigate if the assumption
\[ \| S_l - S \| = C \frac{1}{N_l} \delta_l, \]
where \( \delta_1 > \delta_2 > \cdots > \delta_L \) (cf. Section 17) is fulfilled for the NLSO and the LSO approach. Here \( S \) denotes the saturation with the basis calculated for the permeability realization which is used in the pressure equation and \( S_l \) the saturation with a precomputed basis with \( N_l \) permeability realizations. With these \( \delta_l \)s, it is possible to find appropriate choices of realizations \( M_l \) at each level, namely
\[ M_l = C \left\{ \begin{array}{ll}
\left( \frac{\delta_l}{\delta_1} \right)^2 (\text{std}(S) + \delta_1^2), & l = 1 \\
\left( \frac{\delta_l}{\delta_{l-1}} \right)^2, & 2 \leq l \leq L.
\end{array} \right. \]

To determine the convergence rate, we choose \( N = (3, 6, 12) \) and calculate the mean over \( M = 100 \) permeability realizations as follows. For 10 sets of permeability realizations we compute the multiscale basis and each of these sets we use to compute the error for 10 different permeability realizations. We compute the arithmetic mean of the \( 10 \times 10 \) numbers. In Table 15 we summarize the error ratios
\[ \frac{\delta_l}{\delta_1} = \frac{\| S_l - S \|_2}{\| S_l - S \|_2}. \]

For the NLSO approach the resulting \( \delta_l \)s depend on the underlying distribution. If we precompute the multiscale basis functions with randomly chosen realizations we get for the isotropic Gaussian distribution for the different levels the \( \delta_l \) ratios \((13.5, 5.1, 1)\) and for the anisotropic Gaussian \((5.2, 2.6, 1)\). For the two Exponential distributions the ratios are almost the same, namely \((1.6, 1.3, 1)\). For POD the resulting ratios are comparable. Since the \( \delta_l \)s do not decrease fast we choose larger \( N_l \)s in Section 19.3 where we combine the ensemble level mixed MsFEMs with MLMC.

For the LSO approach all ratios are close to one, i.e., the errors are almost independent of the number of used precomputed basis functions. However, since we observed in the previous section that the LSO approach does not converge to the fine scale saturation we could not expect anything. However, we choose the same numbers of precomputed basis functions \( N_l \), \( 1 \leq l \leq L \), as in the NLSO approach in Section 19.3.

19.3. Ensemble level mixed MsFEM for single-phase flow

In this section we combine the introduced ensemble level mixed MsFEMs to solve the pressure equation (15.6), the NLSO and LSO approach, with multi-level Monte Carlo. We consider both, randomly chosen realizations for the precomputations of the multiscale basis functions and the POD approach.

In Table 16 we summarize the parameters used and the resulting relative errors of our simulations for the different distributions and methods. We start with \( N_b = 100 \) in (18.3) for NLSO with randomly chosen realization. However, for computational reasons we decrease this number for
Figure 35: On realization of the water saturation for global boundary conditions for the different methods with 12 precomputed basis functions.
for MC approximately 13 percent. This result is almost independent of the underlying distribution, in particular, we use the MLMC method, we get for MC with equated costs \( \hat{\text{MC}} \) results for the MLMC and MC approaches. With this choice of realizations for the Exponential distributions is eight times larger than for the Gaussian tests. For the proper orthogonal decomposition examples we precompute multiscale basis functions for a large number \( N_{\text{POD}} \) compared to \( N_l \) and determine the used \( N_l \) basis functions with POD. More precisely we use \( N_{\text{POD}} = 100 \) for underlying Gaussian distributions and \( N_{\text{POD}} = 500 \) for the Exponential cases. As mentioned before we equate the computational costs and compare the resulting relative errors for the MLMC and MC approaches. With this choice of realizations for the MLMC method, we get for MC with equated costs \( \bar{M} = 20 \), where \( \bar{M} \) is the number of permeability realizations needed for forward simulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>isotropic Gaussian</th>
<th>anisotropic Gaussian</th>
<th>isotropic Exponential</th>
<th>anisotropic Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLSO</td>
<td>13.5458</td>
<td>5.2335</td>
<td>1.6024</td>
<td>1.6183</td>
</tr>
<tr>
<td>LSO</td>
<td>5.9030</td>
<td>2.6086</td>
<td>1.2746</td>
<td>1.3254</td>
</tr>
<tr>
<td>NLSO with POD</td>
<td>1.0773</td>
<td>1.0378</td>
<td>1.0991</td>
<td>1.1817</td>
</tr>
<tr>
<td>LSO with POD</td>
<td>1.0018</td>
<td>1.0081</td>
<td>1.0097</td>
<td>1.0608</td>
</tr>
</tbody>
</table>

Table 15: Convergence of the single-phase flow example for the different methods and distributions with \( N = (3, 6, 12) \).

the other methods, in particular, we use \( N_b = 20 \). For the online computations we choose the number of samples of the permeability independent of the underlying distribution at each level as \( \mathcal{M} = (70, 20, 10) \). The dimension of the approximations (defined as the number of independent samples selected to construct the multiscale space, \( \mathcal{N} \) at level \( l \)) for the Exponential distributions is eight times larger than for the Gaussian tests. For the proper orthogonal decomposition examples we precompute multiscale basis functions for a large number \( N_{\text{POD}} \) compared to \( N_l \) and determine the used \( N_l \) basis functions with POD. More precisely we use \( N_{\text{POD}} = 100 \) for underlying Gaussian distributions and \( N_{\text{POD}} = 500 \) for the Exponential cases. As mentioned before we equate the computational costs and compare the resulting relative errors for the MLMC and MC approaches. With this choice of realizations for the MLMC method, we get for MC with equated costs \( \bar{M} = 20 \), where \( \bar{M} \) is the number of permeability realizations needed for forward simulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>isotropic Gaussian</th>
<th>anisotropic Gaussian</th>
<th>isotropic Exponential</th>
<th>anisotropic Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLSO</td>
<td>(3.6, 12)</td>
<td>(3.6, 12)</td>
<td>(24.48, 96)</td>
<td>(24.48, 96)</td>
</tr>
<tr>
<td>LSO</td>
<td>(70, 20, 10)</td>
<td>(70, 20, 10)</td>
<td>(70, 20, 10)</td>
<td>(70, 20, 10)</td>
</tr>
<tr>
<td>MC error</td>
<td>12</td>
<td>12</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>( \bar{M} )</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>MLMC error NLSO</td>
<td>0.0769</td>
<td>0.0853</td>
<td>0.0952</td>
<td>0.0879</td>
</tr>
<tr>
<td>MC error NLSO</td>
<td>0.1386</td>
<td>0.1292</td>
<td>0.1415</td>
<td>0.1321</td>
</tr>
<tr>
<td>MLMC error NLSO</td>
<td>1.80</td>
<td>1.50</td>
<td>1.49</td>
<td>1.50</td>
</tr>
<tr>
<td>MLMC error NLSO</td>
<td>0.0758</td>
<td>0.0847</td>
<td>0.0934</td>
<td>0.0899</td>
</tr>
<tr>
<td>MC error NLSO</td>
<td>0.1439</td>
<td>0.1222</td>
<td>0.1389</td>
<td>0.1343</td>
</tr>
<tr>
<td>MLMC error LSO</td>
<td>1.50</td>
<td>1.44</td>
<td>1.49</td>
<td>1.51</td>
</tr>
<tr>
<td>MC error LSO</td>
<td>0.3276</td>
<td>0.2444</td>
<td>0.2112</td>
<td>0.1839</td>
</tr>
<tr>
<td>MLMC error LSO</td>
<td>2.75</td>
<td>3.52</td>
<td>1.59</td>
<td>1.07</td>
</tr>
<tr>
<td>MC error LSO</td>
<td>0.1332</td>
<td>0.1343</td>
<td>0.1532</td>
<td>0.1348</td>
</tr>
<tr>
<td>MLMC error LSO</td>
<td>1.67</td>
<td>1.63</td>
<td>1.62</td>
<td>1.56</td>
</tr>
<tr>
<td>MC error LSO</td>
<td>0.1462</td>
<td>0.1447</td>
<td>0.2024</td>
<td>0.2029</td>
</tr>
<tr>
<td>MLMC error LSO LSO</td>
<td>1.4</td>
<td>1.18</td>
<td>1.11</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Table 16: Parameters and errors for the single-phase flow example.

In the NLSO case with \( N_b = 100 \) we get for MLMC relative errors of approximately 9 percent and for MC approximately 13 percent. This result is almost independent of the underlying distribution, but note that for the Exponential test cases the computational work is eight times larger than
for the Gaussian ones. For $N_b = 20$ the errors do not change significantly. So it makes sense to reduce the computational time and use $N_b = 20$ for the other cases.

For all considered combinations -NLSO, LSO with POD or without POD for the different distributions- we increase the accuracy with the help of MLMC in comparison to MC at the largest level with equated costs. As expected the errors for the NLSO method are smaller than the errors for the LSO approach independent of the underlying distributions. For instance, we have for the isotropic Exponential distribution for MLMC an error of 9% for the NLSO case and 18% otherwise (cf. Table 16). This coincides with our results in 19.1. However, note that LSO approach provides good results although the $\delta$ ratios are close to one (cf. Section 19.2).

There is no significant influence of using POD. It seems to decrease the influence of the underlying distribution. Particularly, without POD the ratio of the MC and the MLMC error is between 1.44% and 1.90% for NLSO. For LSO it lies in the interval [1.07, 3.57]. If we use POD we get [1.56, 1.67] for NLSO and [1.11, 1.40] for LSO.

The resulting mean water saturations for the different covariance functions (isotropic and anisotropic Gaussian, isotropic and anisotropic Exponential) and the different methods (MLMC, MC, reference) for the considered ensemble level mixed MsFEMs we illustrate in Figures 36-39. In contrast to the LSO method one observes no differences for MLMC, MC and the reference in the NLSO approach (cf. Fig. 36, 38). In the figures corresponding to the LSO approach (Fig. 37, 39) one can see the coarse grid due to the local boundary conditions in the online stage. Furthermore one can observe differences for the MLMC and the MC approach, e.g., Fig. 37(a). The error of the MC approach for the Gaussian distributions is significantly smaller if one uses POD in the case of LSO (cf. Table 16). This can be seen in the corresponding Figure 39 as well.

If one is interested in the expected value of the water saturation at the producer only, the MLMC approach increases the accuracy in comparison to the MC approach with equated costs. The improvement of MLMC is approximately the same, but the errors are much smaller. For instance, we get an error of 0.6% with the MLMC approach and on of 1.3% for MC in the case of the NLSO method with POD for an isotropic Gaussian distribution. For the LSO approach the corresponding errors are 0.7% and 1.2% for MLMC and MC, respectively.
Figure 36: Water saturation for NLSO for MLMC and MC for the different distributions for single-phase flow, $N_b = 100$. 
Figure 37: Water saturation for LSO for MLMC and MC for the different methods and distributions for single-phase flow.
Figure 38: Water saturation for NLSO with POD for MLMC and MC for the different methods and distributions for single-phase flow.
Figure 39: Water saturation for LSO with POD for MLMC and MC for the different methods and distributions for single-phase flow.
20. Numerical results for two-phase flow

In the two-phase flow example we consider a $5 \times 5$ coarse grid, such that every grid block contains a $20 \times 20$ cell partition from the fine grid. In equation (15.6) and (15.7) we choose the following quantities $\mu_w = 1$, $\mu_0 = 1$, $k_{rw}(S) = S^2$ and $k_{ro}(S) = (1 - S)^2$. In this case the total mobility $\lambda(S) = \frac{k_{rw}(S)}{\mu_w} + \frac{k_{ro}(S)}{\mu_0} = S^2 + (1 - S)^2$ depends on the water saturation and we solve the pressure equation on the $5 \times 5$ coarse grid with mixed MsFEM for each time step.

20.1. Comparison of the NLSO and the LSO approach for two-phase flow

Analogously to the single-phase flow case we study the differences of the two ensemble level mixed MsFEMs, the influence of boundary conditions using local or limited global information and the influence of using proper orthogonal decomposition to determine a best basis with respect to the velocity.

Again we observe that methods using local boundary conditions have a residual error no matter how many basis functions we pick.

In this case we consider the multiscale saturations $S_{ref}^j$ and $S_{refloc}^j$ as references where the basis is calculated for the realization $k_j$ with global boundary conditions or with local boundary conditions, respectively, as well as the corresponding velocities.

As before, we compute the mean $L^2$-errors for 6 and 12 multiscale basis functions. For the POD we precompute 100 multiscale functions and use the first 6, 12 functions as basis.

<table>
<thead>
<tr>
<th>Isotropic Gaussian</th>
<th>gNLSO</th>
<th>gLSO</th>
<th>lNLSO</th>
<th>lLSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|S_{ref} - S|_{L^2}$</td>
<td>1.3792</td>
<td>1.2134</td>
<td>7.6179</td>
<td>7.8785</td>
</tr>
<tr>
<td>$|S_{refloc} - S|_{L^2}$</td>
<td>8.3251</td>
<td>8.3319</td>
<td>1.9462</td>
<td>1.0486</td>
</tr>
<tr>
<td>$|S_{ref} - S_{refloc}|_{L^2}$</td>
<td>8.2087</td>
<td>8.2358</td>
<td>0.5198</td>
<td>0.3121</td>
</tr>
</tbody>
</table>

Table 17: Mean saturation errors (percent) of 100 realizations of the isotropic Gaussian distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Isotropic Gaussian</th>
<th>gNLSO</th>
<th>gLSO</th>
<th>lNLSO</th>
<th>lLSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|v_{ref} - v|_{L^2}$</td>
<td>0.1132</td>
<td>0.1036</td>
<td>0.3684</td>
<td>0.3843</td>
</tr>
<tr>
<td>$|v_{refloc} - v|_{L^2}$</td>
<td>0.0542</td>
<td>0.0552</td>
<td>0.3874</td>
<td>0.3935</td>
</tr>
<tr>
<td>$|v_{ref} - v_{refloc}|_{L^2}$</td>
<td>0.4081</td>
<td>0.4005</td>
<td>0.1000</td>
<td>0.0499</td>
</tr>
</tbody>
</table>

Table 18: Mean velocity errors (percent) of 100 realizations of the isotropic Gaussian distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

We have summarized the results in Tables 17-24. Again, note that we solve the online problems of the LSO method with local boundary conditions.

Similar to the single-flow case we observe an additional error due to the online problem in the LSO method. Again the NLSO approach seems to be a good approximation of the solution with
### Table 19: Mean saturation errors (percent) of 100 realizations of the isotropic Exponential distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td></td>
<td>S_{refloc} - S</td>
<td></td>
<td>_L^2$</td>
<td>18.7326</td>
</tr>
<tr>
<td>$V_{refS_{ref} - S_{refloc}}</td>
<td></td>
<td>_L^2$</td>
<td>19.5572</td>
<td>20.1930</td>
<td>10.0678</td>
</tr>
</tbody>
</table>

### Table 20: Mean velocity errors (percent) of 100 realizations of the isotropic Exponential distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>v_{ref} - v</td>
<td>_L^2$</td>
<td>0.7057</td>
<td>0.5706</td>
<td>1.3037</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>v_{refloc} - v</td>
<td></td>
<td>_L^2$</td>
<td>1.2120</td>
</tr>
<tr>
<td>$</td>
<td>v_{ref} - v_{refloc}</td>
<td></td>
<td>_L^2$</td>
<td>1.1680</td>
<td>1.1784</td>
</tr>
</tbody>
</table>

### Table 21: Mean saturation errors (percent) of 100 realizations of the anisotropic Gaussian distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>S_{ref} - S</td>
<td>_L^2$</td>
<td>2.6836</td>
<td>2.6356</td>
<td>16.5501</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>S_{refloc} - S</td>
<td></td>
<td>_L^2$</td>
<td>18.2849</td>
</tr>
<tr>
<td>$</td>
<td>S_{ref} - S_{refloc}</td>
<td></td>
<td>_L^2$</td>
<td>18.1816</td>
<td>18.2574</td>
</tr>
</tbody>
</table>

### Table 22: Mean velocity errors (percent) of 100 realizations of the anisotropic Gaussian distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>v_{ref} - v</td>
<td>_L^2$</td>
<td>0.1339</td>
<td>0.1535</td>
<td>0.7849</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>v_{refloc} - v</td>
<td></td>
<td>_L^2$</td>
<td>0.8518</td>
</tr>
<tr>
<td>$</td>
<td>v_{ref} - v_{refloc}</td>
<td></td>
<td>_L^2$</td>
<td>0.8428</td>
<td>0.8388</td>
</tr>
</tbody>
</table>

Table 19, Table 20, Table 21, Table 22
Table 23: Mean saturation errors (percent) of 100 realizations of the anisotropic Exponential distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Boundary Conditions</th>
<th>No POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$gNLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$gLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$lNLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$lLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$∥S_{ref} - S∥_{L^2}$</td>
<td>19.995</td>
<td>11.0470</td>
<td>22.1169</td>
</tr>
<tr>
<td>$∥S_{ref loc} - S∥_{L^2}$</td>
<td>21.2597</td>
<td>21.1819</td>
<td>13.3213</td>
</tr>
<tr>
<td>$∥S_{ref} - S_{ref loc}∥_{L^2}$</td>
<td>23.7082</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 24: Mean velocity errors (percent) of 100 realizations of the anisotropic Exponential distribution for the different methods and boundary conditions for the two-phase flow example, 6, 12 basis functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Boundary Conditions</th>
<th>No POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$gNLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$gLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$lNLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$lLSO$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$∥v_{ref} - v∥_{L^2}$</td>
<td>0.7689</td>
<td>0.7371</td>
<td>1.4086</td>
</tr>
<tr>
<td>$∥v_{ref loc} - v∥_{L^2}$</td>
<td>1.3689</td>
<td>1.2647</td>
<td>0.8417</td>
</tr>
<tr>
<td>$∥v_{ref} - v_{ref loc}∥_{L^2}$</td>
<td>1.4636</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

global boundary conditions, while the solution of LSO method is closer to the local reference. The errors in the LSO method are of the same size as the error between the reference solutions using local or global boundary conditions, i.e., the LSO approach does not remove the residual error. We will consider global boundary conditions only, since in both approaches global boundary conditions give a better approximation of the solution using global information if the number of precomputed basis functions is large enough.

For the velocities the behavior of the mean errors is comparable, but the approximations are much more accurate.

In Figure 40 we show the water saturations with global boundary conditions for one sample of the permeability for the considered distributions for all methods.

20.2. Numerical study of the convergence rate for two-phase flow

As in Section 19.2 we investigate if the assumption $∥S_l - S∥ = C \frac{1}{N^\delta} =: \delta_l$, with $\delta_1 > \delta_2 > \cdots > \delta_L$ (cf. Section 17) is fulfilled for the NLSO and the LSO approach.

We choose the same parameters as in the single-phase case, namely $N = (3, 6, 12)$ and $M = 100 = 10 \times 10$.

In the two-phase flow case the $\delta$ ratios are almost independent of the underlying distribution. For the NLSO approach the ratios for the Gaussian distributions are slightly larger than the Exponential ones, if we do not apply POD. With POD the ratios of the isotropic Gaussian distributions decrease in comparison to the corresponding ratio without POD. This is reasonable because the errors for the smallest level, $N_l = 3$, are significantly smaller due to POD.

Again the LSO method does not give appropriate $\delta$s. In many cases the ratios are even smaller than one. That means, the assumption for our error estimate in Section 17 are not valid. Since the LSO saturation does not converge to coarse reference saturation (cf. Section 20.1), we choose the number of precomputed basis functions as for the NLSO approach.
Figure 40: One realization of the water saturation for global boundary conditions for the different methods for two-phase flow with 12 basis functions.
20.3. Ensemble level mixed MsFEM for two-phase flow

In this section we combine the introduced ensemble level mixed MsFEMs to solve the pressure equation (15.6), the NLSO and LSO approach, with multi-level Monte Carlo. As in the single-phase flow example we consider both, randomly chosen realizations for the precomputation of the multiscale basis functions and the POD approach.

The parameters we use for our simulations and the resulting relative errors are summarized in Table 26. We choose all parameters as in the single-phase flow case. Note that for the Exponential test cases the computational work is eight times larger than for the Gaussian ones.

Again we observe no significant difference in the errors with $N_b = 100$ or $N_b = 20$ for the NLSO method with randomly chosen realizations for the precomputation of multiscale basis function. For this reason we consider $N_b = 20$ for the other examples.

As in the single-phase flow example we increase the accuracy by using MLMC in comparison to MC with equated costs independent of the underlying distribution or method, NLSO or LSO. Here the difference of the NLSO and the LSO method seems to depend on the underlying distribution. If it is anisotropic the gain of using the NLSO approach is larger, e.g., we have a relative MLMC error of 5.43% for NLSO and 11.61% for LSO without POD for the anisotropic Exponential distribution. This is consistent with the errors with POD (cf. Table 26). For the isotropic distributions some errors of the LSO approach are even smaller than for the NLSO method. If one is interested in coarse quantities only, both methods -NLSO and LSO- give comparable results.

However, note that the LSO approach provides results as good as the NLSO, although the assumption for our error estimate is not valid.

In Figures 41-44 one can find the mean water saturations for the different covariance functions (isotropic and anisotropic Gaussian, isotropic and anisotropic Exponential) and the different methods (MLMC, MC, reference) for the considered ensemble level mixed MsFEMs. For some distributions there is a slight difference between the reference and MLMC or the reference and MC. However, it is difficult to see any difference between the MLMC and MC figures. For instance in Figure 42(d) the figures for MLMC and MC are slightly different. However, these differences are decreased by the use of POD.

As in the single-phase example we observe a similar behavior if we consider the water saturation in the outlet instead of the saturation in the whole reservoir. The improvement of MLMC is approximately the same, but the errors are much smaller. For instance, we observe an error of 0.6% with the MLMC approach and on of 1.3% for MC in the case of the NLSO method with

Table 25: Convergence of the two-phase flow example for the different methods and distributions with $N = (3, 6, 12)$.
Figure 41: Water saturation for NLSO for MLMC and MC for the different methods and distributions for two-phase flow, $N_b = 100$. 
Figure 42: Water saturation for LSO for MLMC and MC for the different methods and distributions for two-phase flow.
Figure 43: Water saturation for NLSO with POD for MLMC and MC for the different methods and distributions for two-phase flow.
Figure 44: Water saturation for LSO with POD for MLMC and MC for the different methods and distributions for two-phase flow.
Table 26: Parameters and errors for the two-phase flow example.

POD for an isotropic Exponential distribution. For the LSO approach the corresponding errors are 0.8% and 1.0% for MLMC and MC, respectively.
21. Conclusions

In this work we consider multiscale problems with stochastic coefficients. We combine multiscale methods for deterministic problems, such as mixed multiscale finite elements and homogenization with stochastic methods, such as multi-level Monte Carlo methods and Karhunen-Loève expansions to increase the accuracy in comparison to a standard approach—the Monte Carlo method. Our objective is to rapidly compute the expectation of the macroscale quantities, such as macroscale solutions, homogenized coefficients, or functionals of these quantities.

Part I and Part II are devoted to the study of numerical homogenization with different stochastic methods. We consider elliptic stationary diffusion equations with stochastic coefficients which vary on the macroscale and the microscale.

In Part I we decouple the high-dimensional local problems with the help of the Karhunen-Loève expansion and a polynomial chaos approach. The gain in the computational work depends on the underlying distribution of the coefficient. In general, we cannot state our developed approach is more appropriate than Monte Carlo. Additionally, we introduce a method to speed-up the approximation of the eigenpairs of the covariance operator needed for the Karhunen-Loève expansion. This method is based on low-rank approximations of the matrix. Since the Karhunen-Loève expansion is widely used to approximate random fields the applicability of the low-rank approximation approach is not restricted to this part of the work.

In Part II we combine numerical homogenization with multi-level Monte Carlo methods. We consider different levels of coarse-grid meshes and representative volumes. We combine the results from a few expensive computations that involve smallest coarse meshes and largest representative volumes with many less expensive computations with larger coarse mesh and smaller representative volume sizes. The larger the coarse mesh or the smaller the representative volume size the more computations are used. We show that by selecting the number of realizations at each level carefully we can achieve a speed-up in the computations. For the computations of homogenized solutions, we propose weighted multi-level Monte Carlo where weights are chosen at each level such that it optimizes the accuracy at a given cost.

In Part III we consider multi-phase flow and transport equations. Here we combine multiscale finite element methods and multi-level Monte Carlo techniques to speed-up Monte Carlo simulations. In particular, we consider no-local-solve-online (NLSO) and local-solve-online (LSO) ensemble level mixed multiscale finite element approaches. We precompute for a few realizations of the random field multiscale basis functions. An ensemble of these basis functions is used to solve the multi-phase flow equation for an arbitrary realization. We show that NLSO provides better accuracy, since it is reasonable to choose local boundary conditions for the computation of the online multiscale basis in LSO.

Different sizes of the ensemble are related to different levels in the multi-level Monte Carlo approach. The use of larger ensembles yields more accurate solutions. We run more accurate (and expensive) forward simulations with fewer samples while less accurate (and inexpensive) forward simulations are run with a larger number of samples. Selecting the number of expensive and inexpensive simulations carefully, one can show that multi-level Monte Carlo can provide better accuracy at the same costs than Monte Carlo.

In this work we presented different methods to deal with the stochastic nature of the problems in combination with different approaches to handle the many scales. However, this gives only a small view insight the topic. A natural next step would be to consider a random mobility in the two-phase flow problem, for example. In Part III we have chosen the permeability realizations of the offline stage randomly or with proper orthogonal decomposition. Since we do POD with respect to the velocity, the influence on the saturation is of interest. Techniques as in reduced basis methods to select the samples and other POD approaches need to be studied. Of course, we
have not considered any possible combination of multiscale approaches and stochastic methods. Another interesting case is to combine the multiscale methods with collocation methods.
A. Notation

Domains:

- $D$: bounded domain, $D \subseteq \mathbb{R}^d$
- $\partial D$: smooth boundary of $D$
- $\partial D^D$: boundary part with Dirichlet boundary conditions, $\partial D^D \subseteq \partial D$
- $\partial D^N$: boundary part with Neumann boundary conditions, $\partial D^N \subseteq \partial D$

Y

- $Y = \{ y = (y_1, \ldots, y_d) : 0 < y_i < 1 \text{ for } i = 1, \ldots, d \}$
- $Y_\eta$: RVE, $Y_\eta = (0, \eta)^d$
- $Y_\eta^{x}$: RVE, $Y_\eta^{x} = (x - \frac{\eta}{2}, x + \frac{\eta}{2})^d$

Spaces:

- $L^p(D)$: $L^p$ space
- $L^p(\Omega, B)$: Bochner space with a Banach space $B$
- $L^p_{loc}(\mathbb{R}^d, L^p(\Omega))$: $u \in L^p(\mathbb{R}, L^p(\Omega))$, $\forall \mathbb{R} \subset \mathbb{R}^d$, $\mathbb{R}$ compact
- $L^p_{unif}(\mathbb{R}^d, L^p(\Omega))$: $\| u \|_{L^p(B_x, L^p(\Omega))} \leq C$, $\forall x \in \mathbb{R}^d$, with $C$ independent of $x$ and the unit ball $B_x$ with center $x$
- $C^0(D)$: space of continuous functions
- $C^1(D)$: space of continuously differentiable functions
- $C^\alpha(D)$: Hölder space, $0 < \alpha < 1$
- $H^k(D)$: Sobolev space, $k \in \mathbb{N}$
- $H^r(D)$: $r \notin \mathbb{N}$, $u \in H^k(D)$, such that $\| u \|_{H^r(D)} < \infty$, $r = k + t$, $k \in \mathbb{N}$, $0 < t < 1$
- $H^k_0(D)$: $H^k_0(D) \subset H^k(D)$
- $H^{-p}(D)$: dual space of the Sobolev space $H^p_0(D)$
- $H(div, D)$: $H(div, D) = \{ u : u \in (L^2(D))^d, div u \in L^2(D) \}$
- $H_0(div, D)$: $H(div, D)$ with zero Neumann boundary

Norms:

- $\| u \|_{L^p(D)}$
- $\| u \|_{L^p(\Omega, B)}$
- $\| u \|_{C^\alpha(D)}$
- $\| u \|_{C^1(D)}$
- $\| u \|_{C^i(D)}$ for $i < t < 1$, semi-norm
\[ \|u\|_{C^l(D)} = \sup_{x \in D} |u(x)| + |u|_{C^l(D)} \]

\[ |u|_{H^k(D)} = \left( \int_D \sum_{|\alpha|=k} |D^\alpha u|^2 \, dx \right)^{1/2}, \text{ semi-norm} \]

\[ \|u\|_{H^k(D)} = \left( \int_D \sum_{|\alpha| \leq k} |D^\alpha u|^2 \, dx \right)^{1/2} \]

\[ |u|_{H^r(D)} = \left( \int_{D \times D} \sum_{|\alpha|=k} \frac{|D^\alpha u(x) - D^\alpha u(y)|^2}{|x-y|^{2r}} \, dx \, dy \right)^{1/2}, \text{ semi-norm} \]

\[ \|u\|_{H^r(D)} = \left( \|u\|_{H^r(D)}^2 + |u|_{H^r(D)}^2 \right)^{1/2} \]

\[ \|u\| = ||u||_{L^2(\Omega, H)}, \text{ with an appropriate Hilbert space } H \]

\[ \|u\| = ||u||_{H}, \text{ with an appropriate Hilbert space } H \]

\[ |x| = \sqrt{\sum_{i=1}^{n} x_i^2}, x \in \mathbb{R}^n \text{ for some } n \in \mathbb{N}, \text{ e.g., } n = 1 \text{ or } n = d \]

**Stochastics:**

\( (\Omega, F, P) \)

probability space

\( E[G] \)

expected value of a random variable \( G \),

\( E[G] = \int_{\Omega} G(\omega) \, dP(\omega) \)

\( E_K \)

expected value of the coefficient \( K \), \( E_K(y) = E[K(y)] \)

\( \mu \)

expected value of a Gaussian distributed random variable

\( \mu_{\log} \)

expected value of a lognormal distribution,

\( \mu_{\log} = \exp(\mu + \frac{\sigma^2}{2}) \)

\( \text{Cov}(G_1, G_2) \)

covariance of two random variables \( G_1 \) and \( G_2 \),

\( \text{Cov}(G_1, G_2) = E[(G_1 - E[G_1])(G_2 - E[G_2])] \)

\( \text{Var}(G) \)

variance of a random variable \( G \), \( \text{Var}(G) = \text{Cov}(G, G) \)

\( \text{std}(G) \)

standard deviation of a random variable \( G \), \( \text{std}(G) = \sqrt{\text{Var}(G)} \)

\( \sigma \)

standard deviation of the normal distribution

\( \Sigma \)

standard distribution of the lognormal distribution,

\( \Sigma^2 = \mu_{\log}^2 \left( \exp(\sigma^2) - 1 \right) \)

\( \text{cov}(y, y') \)

covariance function of the coefficient \( K \),

\( \text{cov}(y, y') = \int_{\Omega} K(y, \omega) K(y', \omega) \, dP(\omega) - E_K(y) E_K(y') = \text{Cov}(K(y, \omega), K(y', \omega)) \)

\( \text{cov}_G \)

Gaussian covariance, \( \text{cov}_G(y, y') = \sigma^2 \exp\left(-\frac{|y-y'|^2}{2\epsilon^2}\right) \)

\( \text{cov}_{\log} \)

covariance of lognormal distribution,

\( \text{cov}_{\log}(y, y') = \mu_{\log}^2 \left( \exp(\text{cov}_G(y, y')) - 1 \right) \)

\( \epsilon \)

correlation length

\( \tau \)

\( \tau = \sqrt{2\epsilon} \)
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Homogenization:

- $K$: microscale coefficient
- $K^*$: exact effective coefficient
- $K_n$: microscale coefficient in Monte Carlo simulation
- $K_n^{MC}$: effective tensor Monte Carlo simulation
- $K_n^{*MC}$: Monte Carlo approximation of the effective coefficient
- $k_N$: solution of the Monte Carlo cell problem
- $\chi_i$: solution of the corresponding cell problem
- $u$: solution of the homogenized equation
- $u^{edge}$: solution of a PDE on $\partial V$, needed as boundary condition for reconstruction
- $u_{rec}$: reconstructed fine scale solution
- $\bar{u}, \tilde{u}$: solution of the microscale problem

A.1. Notation Part I

MC:
- $N$: number of realizations used for MC, $1 \leq n \leq N$
- $X_n$: random variable with $E[X_n] = 0$ and given covariance
- $K_n^{MC}$: microscale coefficient in Monte Carlo simulation
- $K_n^{*MC}$: effective tensor Monte Carlo simulation
- $N^{MC}(y)$: Monte Carlo approximation of the effective coefficient
- $k_N$: solution of the Monte Carlo cell problem
- $\chi_i^{MC,n}$: solution of the decoupled Karhunen-Loève cell problem

KL:
- $K^{KL}$: Karhunen-Loève expansion of $K(y, \omega)$
- $K^{KL,M}(y, \omega)$: truncated Karhunen-Loève expansion
- $\tilde{K}^{KL,M}(y, z)$: polynomial chaos expansion
- $K^{KL,M}(y)$: coefficient in the decoupled Karhunen-Loève cell problem
- $\tilde{K}^{KL,M}(y)$: coefficient in the decoupled Karhunen-Loève cell problem

KL, det:
- $K_{\text{det}}$: coefficient in the decoupled Karhunen-Loève cell problem

\[ [K_n^{*}]_{ij} = \lim_{m \to \infty} \frac{1}{(2\pi)^{n/2}} \int_{|y| \leq m} (e_i + \nabla \chi_i (y, \cdot))^T K(y, \omega) e_j \, dy \]

\[ e_j \cdot K_n^*(x, \omega) e_i = \frac{1}{N} \int_{Y^n} \nabla \chi_j \cdot K(x, y, \omega) \nabla \chi_i \, dy \]

\[ u^{edge} \, \text{solution of a PDE on} \, \partial V, \text{needed as boundary condition for reconstruction} \]
\[ \hat{K}_{KL}^L = \sum_{j=1}^r \int \nabla \chi_{ij}^L(y) \cdot K_{M}^{KL} \chi_{ij}^L(y) \, dy \]

\[ K_{KL}^* \]
effective coefficient of (5.8)
\[ e_iK_{KL}^*(z) \psi_k = \int \nabla \chi_{ij}^L K_{M}^{KL}(y, z) \nabla \chi_{kj}^L \, dy \]

\[ K_{KL}^* \]
effective coefficient of (5.22)
\[ (K_{KL}^*)_{ik} = \int \nabla \chi_{ij}^L K_{M}^{KL}(y, z) \nabla \chi_{kj}^L \, dy \]

\[ K_{KL}^* \]
solution of the Karhunen-Loève cell problem (5.8)
\[ \chi_{ij}^L \]
solution of the Karhunen-Loève cell problem (5.9),
\[ \hat{\chi}_{ij}^L = \chi_{ij}^L - y_i \]
solution of the decoupled Karhunen-Loève cell problem (5.12)
\[ \hat{\chi}_{ij}^L \]
solution of modified decoupled Karhunen-Loève cell problem (5.24)

**Eigenproblem:**
\[ X_m(\omega) \]
centered at 0, pairwise uncorrelated random variables in (5.3)
\[ (\lambda_m, \phi_m)_{1 \leq m \leq \infty} \]
sequence of eigenpairs of the covariance operator
\[ (\lambda_m^{b}, \phi_m^{b})_{1 \leq m \leq \tilde{N}} \]
sequence of eigenpairs of the discrete eigenproblem, (5.4)
\[ \varphi_n \in S_h \]
\[ \Phi_m \]
\[ M^{1/2} \Phi_m \]
\[ (K_{ij})_{ij} = \int \nabla \chi_{ij}^L \nabla \chi_{ji}^L \phi_j(y) \phi_i(y) \, dy \]
\[ \tilde{K} \]
\[ \tilde{K} = M^{-1/2} K M^{-1/2} \]
\[ M \]
\[ (M^{ij})_{ij} = \int \varphi_j(y) \varphi_i(y) \, dy \]

**Decoupling:**
\[ T_r \]
space of polynomials of degree at most \( r \),
\[ r \in \{ r_1, r_2, \ldots, r_M \} \subseteq \mathbb{N}_0 \]
eigenpairs of the symmetric bilinear form
\[ (u, v) \rightarrow \int_{-1/2}^{1/2} u(t)v(t) \, dt \, dp_m(t) \]
\[ \rho \]
basis of \( \mathcal{P}_r \)
\[ \{ \psi_j \}_{0 \leq j \leq r_m} \]
basis of \( \mathcal{P}_{r_m} \)
\[ A \]
\[ (A_{ij})_{ij} = \int \psi_i(t) \psi_j(t) \, dt \, dp_m(t) \]
\[ B \]
\[ (B_{ij})_{ij} = \int \psi_i(t) \psi_j(t) \, dt \, dp_m(t) \]
\[ P_j^P(z) = P_j^{p_1}(z_1) P_j^{p_2}(z_2) \cdots P_j^{p_M}(z_M) \]
\[ P_j \]
\[ P_j^P \]
\[ P_j^P \]
\[ f_{ij}^{KL}(y) = \frac{1}{P_j^P} \text{div} \left( e_i \cdot \tilde{K}_{M}^{KL}(y) \right) \]

(5.10), right-hand side of the decoupled Karhunen-Loève cell problem (5.12)
\[ \hat{E}_K = \int_Y E_K(y) \, dy \]

**H-matrices:**
- \( T := (\mathcal{N}, r, S) \) tree with nodes \( \mathcal{N} \) and root \( T = r \), \( S \) mapping from \( \mathcal{N} \) into subsets of \( \mathcal{N} \)
- \( T_L := (\mathcal{N}, r, S, L) \) labeled tree, \( L \) label set of \( T \), \( m : \mathcal{N} \rightarrow L \)
- \( T_{I \times J} \) block cluster tree
- \( \hat{t} \in I \times J \) block label
- \( K' \) low-rank approximation of \( K \), eq. (5.29)
- \( \hat{R} = AB^T \in \mathbb{R}^{\hat{t} \times \hat{s}} \) and \( A \in \mathbb{R}^{\hat{t} \times k} \) and \( B \in \mathbb{R}^{\hat{s} \times k} \), \( k \in \mathbb{N} \)

**Finite Volume:**
- \( C_i \) cell of the grid with number \( i \)
- \( \partial C_i \) boundary of cell \( C_i \)
- \( \gamma_{ij} \) face common to \( C_i \) and \( C_j \)
- \( \nu_i \) outer normal
- \( \nu_{ij} \) normal pointing from \( C_i \) to \( C_j \)
- \( A \) matrix of the finite volume scheme
- \( F \) right-hand side of the finite volume scheme
- \( U \) solution vector of the finite volume scheme
- \( V_i \) volume of cell \( i \)
- \( v_{ij} \) volume of \( \gamma_{ij} \) (or boundary face)
- \( \bar{x}_i \) cell center of cell \( i \)
- \( \bar{x}_{ij} \) center of the intersection
- \( x^u_i \) upper left node of cell \( C_i \)
- \( x^r_i \) upper right node of cell \( C_i \)
- \( x^l_i \) lower left node of cell \( C_i \)
- \( x^r_i \) bottom right node of cell \( C_i \)
- \( h_j \) cell size, \( h_j = \sum_{k=1}^{2} |(\bar{x}_i)_k - (\bar{x}_j)_k| \)
- \( h_{ij} \) cell size of \( \gamma_{ij} \), \( h_{ij} = \sum_{k=1}^{2} |(\bar{x}_i)_k - (\bar{x}_{ij})_k| \)
- \( N_i \) set of the global numbers of the neighbors of cell \( i \)
- \( B^D_i \) index set of Dirichlet boundary condition intersections
- \( B^N_i \) index set of Neumann boundary condition intersections
- \( B_i = B^D_i + B^N_i \)
- \( K(\bar{x}_{ij}) \) roughness defined as \( \frac{2}{\sqrt{\frac{1}{\mathcal{N}(\bar{x}_i)} + \frac{1}{\mathcal{N}(\bar{x}_j)}}} \)
- \( n_x \) number of cells in \( x \)-direction

**A.2. Notation Part II**

**MLMC:**
- \( L \) level of interest
- \( l \) level, \( 1 \leq l \leq L \)
- \( \eta_l \) RVE size at level \( l \), \( \eta_1 < \eta_2 < \cdots < \eta_L \)
- \( \hat{\eta}_l \) RVE size used for MC, normally \( \hat{\eta} = \eta_L \)
- \( H_l \) coarse mesh size at level \( l \), \( H_1 > H_2 > \cdots > H_L \)
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\[ \hat{H} \] coarse mesh used for MC, normally \( \hat{H} = H_L \)

\[ h_l \] fine mesh size at level \( l \), \( h_1 > h_2 > \cdots > h_L \)

\[ m_l \] number of realizations used at level \( l \) with RVE size \( \eta_l \), \( m_1 > m_2 > \cdots > m_L \)

\[ m_{l,j} \] number of realizations used with RVE size \( \eta_l \) and fine mesh size \( h_j \)

\[ \tilde{m} \] number of realizations used for MC with RVE size \( \eta_L \)

\[ M_l \] number of realizations used at level \( l \) with mesh size \( H_l \), \( M_1 > M_2 > \cdots > M_L > M_{L+1} = 0 \)

\[ \tilde{M}_l = M_l - M_{l+1} \]

\[ M \] number of realizations used for MC with mesh size \( H_L \)

\[ M_{\text{ref},l} \] number of realizations used to calculate the reference

\[ m = (m_1, m_2, \ldots, m_L) \]

\[ \mathfrak{M} = (M_1, M_2, \ldots, M_L) \]

\[ \mathfrak{H} = (H_1, H_2, \ldots, H_L) \]

\[ P_l \] set of coarse grid points where we solve the RVE problems, \( P_l \subseteq P_2 \subset \cdots \subset P_L \)

\[ P_i \] number of RVE problem in each direction, \( P_i = |P_i| \)

\[ G_l \] quantity of interest at level \( l \), e.g., effective coefficient, upscaled solution

\[ G_l \] realization of \( G_l, G_l = G_l(\omega_l) \)

\[ E^L(GL) \] MLMC approximation of \( E[GL] \),

\[ E^L(GL) = \sum_{l=1}^{L} E_{M_l}(G_l - G_{l-1}) \quad \text{[10.1]} \]

\[ E^\text{same}(GL) \] \( E^\text{same}_l(GL) = \sum_{l=1}^{L} E_{M_l}(G_l - G_{l-1}) = E^L(GL) \)

\[ E^\text{ind}(GL) \] \( E^\text{ind}_l(GL) = \sum_{l=1}^{L} \frac{1}{M_l} \sum_{j=M_l+1}^{M_l} (G_l - G_{l-1}) \)

\[ E_{\text{ref}_l}(GL) \] arithmetic mean, \( E_{\text{ref}_l}(G_l) = \frac{1}{M_l} \sum_{i=1}^{M_l} G_l \)

\[ e_{\text{MLMC}}(GL) \]

\[ e^\text{MLMC}_l(GL) = \sqrt{E[|E[GL] - E^{L,\text{MLMC}}(GL)|^2]} \quad \text{[10.2]} \]

\[ e^\text{ref}_{\text{MLMC}}(GL) = e_{\text{MLMC}}^\text{ref}(G_l) = \frac{e_{\text{MLMC}}(G_l)}{\|E[GL]\|} \]

\[ e^\text{same}_{\text{MLMC}}(GL) = e_{\text{MLMC}}^\text{same}(G_l) = e_{\text{MLMC}}(G_l) \]

\[ e^\text{ind}_{\text{MLMC}}(GL) = \sqrt{E[|E[GL] - E^{L,\text{MLMC}}(GL)|^2]} \]

\[ e_{\text{MLMC}}(GL) = \sqrt{E[|E[GL] - e^\text{ref}_{\text{MLMC}}(GL)|^2]} \quad \text{[10.3]} \]

\[ e^\text{ref}_{\text{MLMC}}(GL) = e^\text{ref}_{\text{MLMC}}(G_l) = \frac{e^\text{MLMC}(G_l)}{\|E[GL]\|} \]

\[ E_{\text{MLMC}} = \sum_{l=1}^{L} E_{\text{ref}_{\text{MLMC}}}(K^*_l(\omega_l)) \]

\[ e_{\text{MLMC}} = \frac{1}{N_h} \sum_{j=1}^{N_h} |e_{\text{MLMC}}(K^*_j(\omega_j))|^2 \]

\[ K^*_l \] effective coefficient with RVE size \( \eta_l \), \( K_l := K_{\eta_l} \) (cf. [11.13])

\[ K^*_{\eta_l,h_j} \] effective coefficient with RVE size \( \eta_l \) and fine mesh size \( h_j \)

\[ K^*_{\eta_l,h_j} \] effective coefficient with RVE \( Y^x_{\eta_l} \) with \( x \in \mathcal{P}_j \)

\[ \delta_l = \sqrt{E[|K^* - K^*_l|^2]} \leq C \left( \frac{1}{N_h} \right)^{\frac{1}{2}} \]
\[ \delta_{l,j} = \sqrt{E \left[ \| K^* - K_{l+1}^* \|^2 \right]} \leq C \sqrt{\left( \frac{h}{l} \right)^\beta + \left( \frac{h}{l} \right)^\gamma} \]

\[ \beta \]

convergence rate of the effective coefficient w.r.t the fine mesh size

\[ \gamma \]

convergence rate of the effective coefficient w.r.t the RVE size

\[ N_l \]

costs to solve the RVE problem in all directions

\[ W_{RLMC} \]

costs for MLMC concerning the RVE problems

\[ W_{MC} \]

costs for MC concerning the RVE problems

\[ W_{RVE} \]

costs for MLMC concerning the coarse grid problems

\[ W_{MC} \]

costs for MC concerning the coarse grid problems

\[ Cor_{K^*} \]

two-point correlation function of the homogenized matrix,

\[ Cor_{K^*}(x, y) = E [(K^* [x, \omega])_{ij} \cdot (K^* [y, \omega])_{qp}] \]

\[ Cor_{m_l}(K^*_l) \]

empirical estimator of the two-point correlation,

\[ Cor_{m_l}(K^*_l) = \frac{1}{m_l} \sum_{k=1}^{m_l} (K^*_{l,k}(x))[K^*_{l,k}(y)]_{qp} \]

\[ Cor^{L}(K^*_l) \]

MLMC approximation of the two-point correlation function,

\[ Cor^{L}(K^*_l) = \sum_{l=1}^{L} (Cor_{m_l}(K^*_l) - Cor_{m_l}(K^*_{l-1})) \]

\[ w_l \]

weight at level \( l \), \( \sum_{l=1}^{L} = 1 \)

\[ \alpha_l \]

\[ u_{l,H_i} \]

exact homogenized solution (no error), cf. (13.2)

\[ u_{l,H_i} \]

homogenized solution with mesh size \( H_i \) (discretization error), (13.6)

\[ u_{l,q,H_i} \]

discretization and homogenization error, (13.5)

\[ E_{L^*}(\tilde{u}) \]

weighted MLMC approximation,

\[ E_{L^*}(\tilde{u}) = \sum_{l=1}^{L} \alpha_l E_{M_l}(u_l - u_{l-1}) \]

\[ E_{M_l}(u_l - u_{l-1}) \]

\[ \frac{1}{M_l} \sum_{j=1}^{M_l} (M_j - M_{j+1})(u_{\eta_j,H_i} - u_{\eta_j,H_{i-1}}) \]

\[ E_{M_{ref},L}^{L^*} \]

\[ E_{M_{ref},L}^{L^*} = \frac{1}{L} \sum_{l=1}^{L} \frac{1}{M_l} \sum_{k=1}^{M_l} w_l^k \]

\[ e_{MLMC}^{L}(u_L) \]

\[ e_{MLMC}^{L}(u_L) = \frac{\| E_{M_{ref},L}^{L^*}(u_L) - E_{L^*}(u_L) \|_{L^2(D)}}{\| E_{L^*}(u_L) \|_{L^2(D)}} \]

\[ e_{MC}^{L}(u_L) \]

\[ e_{MC}^{L}(u_L) = \frac{\| E_{M_{ref},L}^{L^*}(u_L) - E_{L^*}(u_L) \|_{L^2(D)}}{\| E_{M_{ref},L}^{L^*}(u_L) \|_{L^2(D)}} \]

### A.3. Notation Part III

**Two-phase flow:**

- \( w, o \) quantity of water or oil phase
- \( \alpha \) phase index, \( \alpha \in \{ w, o \} \)
- \( \phi \) rock porosity, \( \phi := \frac{\text{void volume}}{\text{medium volume}} \)
- \( \phi_o \) porosity of phase \( o \), \( \phi_o := \frac{\text{void volume filled with phase } o}{\text{medium volume}} \)
- \( S_o \) saturation of phase \( o \), \( S_o := \frac{\phi_o}{\phi} \)
- \( S \) water saturation, solution of eq. (13.7)
- \( k \) permeability
$k_{\text{min}}$ coercivity constant
$k_{\text{max}}$ bounded constant
$k_{\text{rco}}$ relative permeability of phase $\alpha$
$p_{\alpha}$ pressure of phase $\alpha$
$p_c$ capillary pressure, $p_c = p_\alpha - p_w$
$p$ pressure, solution of eq. (15.6)
$p_\alpha$ density of phase $\alpha$
$\mu_{\alpha}$ viscosity of phase $\alpha$
$q_{\alpha}$ source ($q_\alpha > 0$) or sink ($q_\alpha < 0$) of phase $\alpha$
$q$ total source, $q = q_w + q_o$
$G$ gravitational pull-down force
$g$ gravitational constant
$v_\alpha$ phase velocity, $v_\alpha = -\frac{k_{\alpha}}{\mu_{\alpha}} k (\nabla p_\alpha - \rho_{\alpha} G)$, eq. (15.2)
$v$ total velocity, $v = v_w + v_\alpha$
time, $t \in [0, T]$
$\lambda_{\alpha}$ phase mobility, $\lambda_{\alpha} = \frac{k_{\alpha}}{\mu_{\alpha}}$
$\lambda$ total mobility, $\lambda = \lambda_w + \lambda_\alpha$
f flux term, $f = \frac{\lambda_\alpha}{\lambda}$

**Mixed MsFEM:**

$V_h$ finite dimensional velocity approximation space,

$V_h \subset H(\text{div}, D)$

$V_h^0$ velocity approximation space no-local-solve-online (NLSO) method, $V_h^{NLSO} = \bigoplus_{j=1}^{N_l} V_h(k_j)$

$V_h^L$ velocity approximation space local-solve-online (LSO) method, $V_h^{LSO} = \bigoplus_{i \in I} \Psi_{i,k}$

$Q_h$ finite dimensional pressure approximation space,

$Q_h \subset L^2(D)/\mathbb{R}$

function index $i$ projection onto the corresponding finite dimensional subspace

$D_i$ partition of $D$ in polyhedral elements, $\bigcup_{i=1}^{N_l} D_i = D$

$\Gamma_i$ interface between two neighboring blocks, $\Gamma_i = D_i \cap D_i'$, $i = \{ii'\} \in I$

$N$ number of blocks $D_i$, $1 \leq i \leq N$

$N_l$ number of permeability realizations $k_j(x)$, $1 \leq j \leq N_l$, per level used to build the velocity approximation space

$|I|$ cardinality of $I$

$n$ outer normal
normal pointing from $D_i$ to $D_i'$

$g$ Neumann boundary function in (15.8)

$g_i$ boundary function of the auxiliary problem (15.10), e.g., global boundary condition: $g_i(k_i) = \frac{v_i \cdot n_{ii'}}{\int_{D_i'} v_i \cdot n_{ii'} ds}$ (15.11)

$v_j$ global velocity solution which solves (15.8) with the coefficient $k_j(x)$

$k_j$ realization of the random permeability for some random $\omega_j$, $k_j(x) = k(x, \omega_j)$

$K_{off}^j$ given set of permeability realizations to compute the multiscale basis functions (cf. (15.10)) $K_{off}^j = (k_{1j}^j, \cdots, k_{N_L}^j)$, $1 \leq j \leq Nb$

$K_{on}^j$ set of permeability realizations to solve online the flow and transport equations (cf. (15.6)-(15.7)) to compute the saturation, $K_{on}^j = (k_{1j}^j, \cdots, k_{M_1}^j)$, $1 \leq j \leq Nb$

$\tilde{k}$ realization of the random permeability for some random $\tilde{\omega}$, $\tilde{k}(x) = k(x, \tilde{\omega})$

$w_{i,k}$ solution of the auxiliary problem (15.10) with the coefficient $k(x)$

$\tilde{w}_{i,k}$ approximation of the solution of (15.10) with local boundary conditions with the coefficient $\tilde{k}(x)$ in $V^h_i$

$\Psi_{i,k}$ multiscale basis function $\Psi_{i,k} = -\tilde{k}(x) \nabla w_{i,k}$

$\tilde{\Psi}_{i,k}$ LSO basis multiscale basis function $\tilde{\Psi}_{i,k} = -k(x) \nabla \tilde{w}_{i,k}$

**Saturation scheme:**

$t^k$ discrete time value

$\Delta t$ time step, $\Delta t := t^{k+1} - t^k$

$S^k(x)$ water saturation at $t^k$, $S^k(x) = S(x, t^k)$

$S_i(t)$ time dependent coefficient in $S(x, t) = \sum_{i=1}^{N} S_i(t) \phi_i(x)$

$S_i$ $S = (S^k_i)_{1 \leq i \leq N}$

$S^n$ Newton iteration

$\phi_i$ piecewise constant basis function in space,

$\phi_i(x) = \begin{cases} 1, & \text{if } x \in D_i \\ 0, & \text{else.} \end{cases}, 1 \leq i \leq N$

$\theta$ parameter in $\theta$-scheme (15.12), $0 \leq \theta \leq 1$, $\theta = 0$: explicit scheme, $\theta = 1$: implicit scheme

$Q_i$ source in one cell $D_i$, $Q_i = \int_{D_i} q_w$

$f(S)_{i'''}$ numerical flux,

$\hat{f}(S)_{i'''} = \begin{cases} f(S_i), & \text{if } v \cdot n_{i'''} \geq 0 \\ f(S_{i'}), & \text{if } v \cdot n_{i'''} < 0 \end{cases}$
velocity flux across an intersection, $v_{ii'} = \int_{\Gamma_{ii'}} v \cdot n_{ii'}$

$H(S)$

$H(S) = \left( S_{i}^{k} - S_{i} - \frac{\Delta t}{|\mathcal{D}_{i}|} \sum_{\Gamma_{ii'}} \left( f(S)_{ii'} v_{ii'} \right) + \frac{\Delta t}{|\mathcal{D}_{i}|} Q_{i} \right)_{1 \leq i \leq N}$

$D_H(S)$

Jacobian matrix of $H(S)$

MLMC:

$L$

level of interest

$l$

level, $1 \leq l \leq L$

$M_l$

number of realizations used at level $l$ with $N_l$ permeability realizations to compute the velocity approximation space, $M_1 > M_2 > \cdots > M_L$

$\hat{M}$

number of realizations used for MC with $N_L$ permeability realizations

$M_{ref}$

number of realizations used to calculate a reference saturation

$\mathcal{M} = (M_1, M_2, \cdots, M_L)$

$S_l$

water saturation at level $l$, i.e., $N_l$ permeability realizations are used to compute the velocity approximation space

$S_{l,m}$

realization of the water saturation at level $l$, $S_{l,m} = S_l(x, t, \omega_m)$, $1 \leq m \leq M_l$

$S_{ref}$

reference saturation, arithmetic mean for $M_{ref}$ realizations

$E_L(S_L)$

MLMC approximation of $E[S_L]$, $E_L(S_L) = \sum_{l=1}^{L} E_{M_l} (S_l - S_{l-1})$

$S_{MLMC}^L$

MLMC approximation of the expectation for given sets of permeability realization $K_{off}^j$ and $K_{on}^j$, $E^L(S_L; K_{off}^j, K_{on}^j)$

$\beta$

convergence rate, $||S_l - S|| \sim \frac{1}{N_l^{\beta}}$

$W_{MLMC}$

computational costs for MLMC based on pressure

$W_{MC}$

computational costs for MC based on pressure

MLMC error

$\hat{\text{MLMC}}$ error $= \sqrt{\frac{1}{N_h} \sum_{j=1}^{N_h} \frac{||S_{ref} - S_{MLMC}||_2}{||S_{ref}||_2^2}}$

$Y(x, \omega)$

$Y(x, \omega) = \log[k(x, \omega)]$

$H_j$

course mesh size

$\epsilon_i$

correlation length in direction $i$
B. Tables

<table>
<thead>
<tr>
<th>σ</th>
<th>Ansatz</th>
<th>coefficient</th>
<th># cell problems in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>KL</td>
<td>( K^* = \begin{pmatrix} 0.973177 &amp; -3.89458 \times 10^{-9} \ -3.89458 \times 10^{-9} &amp; 0.973177 \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>( K^* = \begin{pmatrix} 0.973179 &amp; 1.00662 \times 10^{-8} \ 3.18901 \times 10^{-8} &amp; 0.973179 \end{pmatrix} )</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>( K^* = \begin{pmatrix} 0.973202 &amp; -8.79283 \times 10^{-7} \ -3.95229 \times 10^{-9} &amp; 0.973201 \end{pmatrix} )</td>
<td>1</td>
</tr>
</tbody>
</table>

| 0.001 | KL | \( K^* = \begin{pmatrix} 0.973177 & -1.01326 \times 10^{-8} \\ 1.01326 \times 10^{-8} & 0.973177 \end{pmatrix} \) | 2 |
| | MC | \( K^* = \begin{pmatrix} 0.9732 & 9.64221 \times 10^{-8} \\ 4.06617 \times 10^{-7} & 0.9732 \end{pmatrix} \) | 100 |
| | MC | \( K^* = \begin{pmatrix} 0.97343 & -9.80544 \times 10^{-6} \\ 5.78373 \times 10^{-7} & 0.973411 \end{pmatrix} \) | 1 |

| 0.01 | KL | \( K^* = \begin{pmatrix} 0.973176 & -2.35257 \times 10^{-9} \\ -2.35257 \times 10^{-9} & 0.973176 \end{pmatrix} \) | 2 |
| | MC | \( K^* = \begin{pmatrix} 0.973389 & 1.47233 \times 10^{-6} \\ 4.66184 \times 10^{-6} & 0.973392 \end{pmatrix} \) | 100 |
| | MC | \( K^* = \begin{pmatrix} 0.972753 & -2.59393 \times 10^{-5} \\ 4.45803 \times 10^{-5} & 0.972688 \end{pmatrix} \) | 11 |

| 0.1 | KL | \( K^* = \begin{pmatrix} 0.973057 & -1.21852 \times 10^{-9} \\ -1.21852 \times 10^{-9} & 0.973057 \end{pmatrix} \) | 54 |
| | MC | \( K^* = \begin{pmatrix} 0.974138 & -3.80639 \times 10^{-5} \\ 9.22774 \times 10^{-6} & 0.973826 \end{pmatrix} \) | 100 |
| | MC | \( K^* = \begin{pmatrix} 0.973099 & -3.08822 \times 10^{-5} \\ 2.5945 \times 10^{-5} & 0.972769 \end{pmatrix} \) | 99 |

Table 27: Upscaled coefficient with \( \alpha = 0.1 \) and \( \tau = 1 \).
<table>
<thead>
<tr>
<th>σ</th>
<th>Ansatz</th>
<th>coefficient</th>
<th>N in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.999997 &amp; -3 \cdot 10^{-14} \ -3 \cdot 10^{-14} &amp; 0.999997 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 1 \cdot 10^{-4} \ 1 \cdot 10^{-4} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00003 &amp; -4.17333 \cdot 10^{-7} \ 1.21728 \cdot 10^{-7} &amp; 1.00003 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00002 &amp; -1.1526 \cdot 10^{-6} \ -1.72008 \cdot 10^{-7} &amp; 1.00002 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>0.001</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 1.3 \cdot 10^{-12} \ 1.3 \cdot 10^{-12} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; -3.43732 \cdot 10^{-8} \ -3.43732 \cdot 10^{-8} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00031 &amp; -3.77327 \cdot 10^{-6} \ -3.77327 \cdot 10^{-6} &amp; 1.00031 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00023 &amp; -1.12508 \cdot 10^{-5} \ -2.84615 \cdot 10^{-7} &amp; 1.00022 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 3.015 \cdot 10^{-12} \ 3.015 \cdot 10^{-12} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; -2.81223 \cdot 10^{-8} \ -2.81223 \cdot 10^{-8} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00112 &amp; -3.40494 \cdot 10^{-6} \ 6.51628 \cdot 10^{-6} &amp; 1.00105 \end{pmatrix}$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00021 &amp; 3.94357 \cdot 10^{-6} \ 7.34104 \cdot 10^{-6} &amp; 1.00021 \end{pmatrix}$</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.999948 &amp; 6.005926 \cdot 10^{-10} \ 6.05926 \cdot 10^{-10} &amp; 0.999948 \end{pmatrix}$</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 0.999938 &amp; 1.13249 \cdot 10^{-6} \ 1.13249 \cdot 10^{-6} &amp; 0.999938 \end{pmatrix}$</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 0.976056 &amp; -9.40823 \cdot 10^{-3} \ 9.40823 \cdot 10^{-3} &amp; 0.975952 \end{pmatrix}$</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 0.999219 &amp; 9.45786 \cdot 10^{-6} \ 1.56579 \cdot 10^{-6} &amp; 0.999235 \end{pmatrix}$</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 28: Upscaled coefficient with $\alpha = 1$ and $\tau = 1.$
\[
\begin{array}{ccc}
\sigma & \text{Ansatz} & \text{coefficient} \\
0.0001 & KL1 & K^* = \begin{pmatrix} 2 & -2.58898 \cdot 10^{-15} \\ -2.58898 \cdot 10^{-15} & 2 \end{pmatrix} \\
 & KL2 & K^* = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix} \\
 & MC1 & K^* = \begin{pmatrix} 2.00003 & -9.53789 \cdot 10^{-8} \\ 3.81182 \cdot 10^{-7} & 2.00003 \end{pmatrix} \\
 & MC2 & K^* = \begin{pmatrix} 2.00002 & -8.00069 \cdot 10^{-7} \\ -3.13272 \cdot 10^{-8} & 2.00002 \end{pmatrix} \\
0.001 & KL1 & K^* = \begin{pmatrix} 2 & -1.7 \cdot 10^{-12} \\ -1.7 \cdot 10^{-12} & 2 \end{pmatrix} \\
 & KL2 & K^* = \begin{pmatrix} 2 & -4.37498 \cdot 10^{-8} \\ -4.37498 \cdot 10^{-8} & 2 \end{pmatrix} \\
 & MC1 & K^* = \begin{pmatrix} 2.00031 & -3.97768 \cdot 10^{-6} \\ 3.58652 \cdot 10^{-6} & 2.00031 \end{pmatrix} \\
 & MC2 & K^* = \begin{pmatrix} 2.00023 & -1.10975 \cdot 10^{-5} \\ -4.07172 \cdot 10^{-7} & 2.00022 \end{pmatrix} \\
0.01 & KL1 & K^* = \begin{pmatrix} 2 & 3.11344 \cdot 10^{-9} \\ 3.11344 \cdot 10^{-9} & 2 \end{pmatrix} \\
 & KL2 & K^* = \begin{pmatrix} 2 & 6.25077 \cdot 10^{-8} \\ 6.25077 \cdot 10^{-8} & 2 \end{pmatrix} \\
 & MC1 & K^* = \begin{pmatrix} 2.00112 & -2.63017 \cdot 10^{-6} \\ 6.59184 \cdot 10^{-6} & 2.00106 \end{pmatrix} \\
 & MC2 & K^* = \begin{pmatrix} 2.00022 & 3.66665 \cdot 10^{-6} \\ 7.03134 \cdot 10^{-6} & 2.00022 \end{pmatrix} \\
0.1 & KL1 & K^* = \begin{pmatrix} 1.99998 & 6.87222 \cdot 10^{-10} \\ 6.87222 \cdot 10^{-10} & 1.99998 \end{pmatrix} \\
 & KL2 & K^* = \begin{pmatrix} 1.99997 & -3.72147 \cdot 10^{-7} \\ -3.72147 \cdot 10^{-7} & 1.99997 \end{pmatrix} \\
 & MC1 & K^* = \begin{pmatrix} 1.97657 & -8.47099 \cdot 10^{-5} \\ 5.55191 \cdot 10^{-4} & 1.97623 \end{pmatrix} \\
 & MC2 & K^* = \begin{pmatrix} 1.99954 & 9.51709 \cdot 10^{-6} \\ 1.76096 \cdot 10^{-6} & 1.99954 \end{pmatrix}
\end{array}
\]

Table 29: Upscaled coefficient with coefficient = 2 and \( \tau = 1 \).
<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>Ansatz</th>
<th>coefficient</th>
<th>N in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1 &amp; -3 \cdot 10^{-14} \ -3 \cdot 10^{-14} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; -6.24999 \cdot 10^{-9} \ -6.24999 \cdot 10^{-9} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00002 &amp; 3.20372 \cdot 10^{-7} \ 1.00002 &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00001 &amp; 1.20297 \cdot 10^{-6} \ -4.37568 \cdot 10^{-7} &amp; 1 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>0.001</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.999999 &amp; 1 \cdot 10^{-13} \ 1 \cdot 10^{-13} &amp; 0.999999 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 1.47002 \cdot 10^{-12} \ 1.47002 \cdot 10^{-12} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00021 &amp; 3.20309 \cdot 10^{-6} \ 1.00022 &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00012 &amp; 1.15273 \cdot 10^{-5} \ -3.55854 \cdot 10^{-6} &amp; 1 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.999998 &amp; 7.80573 \cdot 10^{-10} \ 7.80573 \cdot 10^{-10} &amp; 0.999998 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 7.81533 \cdot 10^{-9} \ 7.81533 \cdot 10^{-9} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00055 &amp; -5.19363 \cdot 10^{-6} \ 6.7596 \cdot 10^{-5} &amp; 1.0005 \end{pmatrix}$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00014 &amp; -5.80497 \cdot 10^{-6} \ 5.25817 \cdot 10^{-6} &amp; 1.00011 \end{pmatrix}$</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.99948 &amp; 6.05926 \cdot 10^{-10} \ 6.05926 \cdot 10^{-10} &amp; 0.99948 \end{pmatrix}$</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 0.999872 &amp; 3.0674 \cdot 10^{-8} \ 3.0674 \cdot 10^{-8} &amp; 0.999872 \end{pmatrix}$</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 0.980719 &amp; 1.1145 \cdot 10^{-4} \ 8.61976 \cdot 10^{-4} &amp; 0.980919 \end{pmatrix}$</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 0.998296 &amp; -1.5928 \cdot 10^{-5} \ 8.65048 \cdot 10^{-7} &amp; 0.998297 \end{pmatrix}$</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 30: Upscaled coefficient with $\alpha = 1$ and $\tau = 0.5$. 
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<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>Ansatz</th>
<th>coefficient</th>
<th>( N ) in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 2 &amp; 0 \ 0 &amp; 2 \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 2 \cdot 10^{-14} &amp; 2 \cdot 10^{-14} \ 2 \cdot 10^{-14} &amp; 2 \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 2.00092 \ 2.60996 \cdot 10^{-7} \end{pmatrix} \begin{pmatrix} 4.09402 \cdot 10^{-7} \ 0 \end{pmatrix} )</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 2.00001 \ -1.12553 \cdot 10^{-7} \end{pmatrix} \begin{pmatrix} 1.39367 \cdot 10^{-6} \ 2.00001 \end{pmatrix} )</td>
<td>1</td>
</tr>
<tr>
<td>0.001</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 2 \cdot 10^{-12} &amp; 1.1 \cdot 10^{-12} \ 1.1 \cdot 10^{-12} &amp; 2 \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 2 \cdot 10^{-8} \ -6.24975 \cdot 10^{-8} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 2.00021 \ 1.60966 \cdot 10^{-6} \end{pmatrix} \begin{pmatrix} 3.21561 \cdot 10^{-6} \ 2.00022 \end{pmatrix} )</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 2.00012 \ -3.52223 \cdot 10^{-6} \end{pmatrix} \begin{pmatrix} 1.61113 \cdot 10^{-5} \ 2.00013 \end{pmatrix} )</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 2 \cdot 10^{-13} \ 7.00001 \cdot 10^{-13} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 2 \cdot 10^{-9} \ 6.25494 \cdot 10^{-9} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 2.00056 \ 6.65335 \cdot 10^{-5} \end{pmatrix} \begin{pmatrix} -6.36304 \cdot 10^{-6} \ 2.00051 \end{pmatrix} )</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 2.00015 \ 5.60184 \cdot 10^{-6} \end{pmatrix} \begin{pmatrix} -5.37206 \cdot 10^{-6} \ 2.00015 \end{pmatrix} )</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 1.99995 \ -7.2887 \cdot 10^{-10} \end{pmatrix} )</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 1.99994 \ 9.27524 \cdot 10^{-7} \end{pmatrix} \begin{pmatrix} 9.27524 \cdot 10^{-7} \ 1.99994 \end{pmatrix} )</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 1.9819 \ 8.42196 \cdot 10^{-4} \end{pmatrix} \begin{pmatrix} 9.23236 \cdot 10^{-5} \ 1.98166 \end{pmatrix} )</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 1.99990 \ 2.59981 \cdot 10^{-6} \end{pmatrix} \begin{pmatrix} -1.49936 \cdot 10^{-5} \ 1.99908 \end{pmatrix} )</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 31: Upscaled coefficient with \( \alpha = 2 \) and \( \tau = 0.5 \).
<table>
<thead>
<tr>
<th>$\Sigma$</th>
<th>$\mu_{\log}$</th>
<th>Ansatz</th>
<th>coefficient</th>
<th>$N$ in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>1</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.999997 \ -3 \cdot 10^{-14} \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>0.0001</td>
<td>1</td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 \ 1.44426 \cdot 10^{-14} \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>0.0001</td>
<td>1</td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00003 \ 1.21728 \cdot 10^{-7} \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>0.0001</td>
<td>1</td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00002 \ -1.72008 \cdot 10^{-7} \end{pmatrix}$</td>
<td>1</td>
</tr>
</tbody>
</table>

| 0.001 | 1 | KL1 | $K^* = \begin{pmatrix} 1 \\ -1.3 \cdot 10^{-12} \end{pmatrix}$ | 2 |
| 0.001 | 1 | KL2 | $K^* = \begin{pmatrix} 2.92263 \cdot 10^{-12} \\ 1 \end{pmatrix}$ | 2 |
| 0.001 | 1 | MC1 | $K^* = \begin{pmatrix} 1.00003 \\ 3.58066 \cdot 10^{-6} \end{pmatrix}$ | 2 |
| 0.001 | 1 | MC2 | $K^* = \begin{pmatrix} 1.00023 \\ -2.8462 \cdot 10^{-7} \end{pmatrix}$ | 1 |

| 0.01 | 1.00005 | KL1 | $K^* = \begin{pmatrix} 1.00005 \\ 3.015 \cdot 10^{-12} \end{pmatrix}$ | 2 |
| 0.01 | 1.00005 | KL2 | $K^* = \begin{pmatrix} 1.77067 \cdot 10^{-11} \\ 1.00005 \end{pmatrix}$ | 2 |
| 0.01 | 1.00005 | MC1 | $K^* = \begin{pmatrix} 1.00113 \\ 6.51272 \cdot 10^{-5} \end{pmatrix}$ | 4 |
| 0.01 | 1.00005 | MC2 | $K^* = \begin{pmatrix} 1.00027 \\ 7.40914 \cdot 10^{-6} \end{pmatrix}$ | 100 |

| 0.1 | 1.00494 | KL1 | $K^* = \begin{pmatrix} 1.00489 \\ -6.10741 \cdot 10^{-10} \end{pmatrix}$ | 54 |
| 0.1 | 1.00494 | KL2 | $K^* = \begin{pmatrix} 1.0049 \\ 5.3252 \cdot 10^{-11} \end{pmatrix}$ | 54 |
| 0.1 | 1.00494 | MC1 | $K^* = \begin{pmatrix} 1.00316 \\ 4.48964 \cdot 10^{-4} \end{pmatrix}$ | 14 |
| 0.1 | 1.00494 | MC2 | $K^* = \begin{pmatrix} 1.00417 \\ 5.49208 \cdot 10^{-7} \end{pmatrix}$ | 10000 |

Table 32: Upscaled lognormal coefficient with expected value $\mu_{\log} = \exp\left(\frac{\sigma^2}{2}\right)$ and $\tau = 1$. 
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<table>
<thead>
<tr>
<th>$\Sigma/M$</th>
<th>Ansatz</th>
<th>coefficient</th>
<th>$N$ in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma = 0.0001$</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 1 \ -3 \cdot 10^{-14} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>$\mu_{log} = 1$</td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 1 \ 1.59191 \cdot 10^{-12} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00002 &amp; 3.20373 \cdot 10^{-7} \ 1.00002 &amp; 1.00002 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00001 &amp; 1.20297 \cdot 10^{-6} \ -4.37568 \cdot 10^{-7} &amp; 1.00001 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>$\Sigma = 0.001$</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 0.999999 &amp; 1 \cdot 10^{-13} \ 1 \cdot 10^{-13} &amp; 0.999999 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>$\mu_{log} = 1$</td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 1 \ 4.3991 \cdot 10^{-12} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00021 &amp; 3.20465 \cdot 10^{-6} \ 1.62479 \cdot 10^{-6} &amp; 1.00022 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00012 &amp; 1.15304 \cdot 10^{-5} \ -3.52732 \cdot 10^{-6} &amp; 1.00013 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>$\Sigma = 0.01$</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1.00005 &amp; 7.80613 \cdot 10^{-10} \ 7.80613 \cdot 10^{-10} &amp; 1.00005 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>$\mu_{log} = 1.00005$</td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1.00005 &amp; 3.2471 \cdot 10^{-11} \ 3.2471 \cdot 10^{-11} &amp; 1.00005 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00058 &amp; -5.33551 \cdot 10^{-6} \ 6.75597 \cdot 10^{-6} &amp; 1.00053 \end{pmatrix}$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00019 &amp; -5.74519 \cdot 10^{-6} \ 5.32602 \cdot 10^{-6} &amp; 1.0002 \end{pmatrix}$</td>
<td>100</td>
</tr>
<tr>
<td>$\Sigma = 0.1$</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1.00484 &amp; -1.29519 \cdot 10^{-9} \ -1.29519 \cdot 10^{-9} &amp; 1.00484 \end{pmatrix}$</td>
<td>54</td>
</tr>
<tr>
<td>$\mu_{log} = 1.00494$</td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1.00485 &amp; 7.4433 \cdot 10^{-11} \ 7.4433 \cdot 10^{-11} &amp; 1.00485 \end{pmatrix}$</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 33: Upscaled lognormal coefficient with expected value $\mu_{log} = \exp(\frac{\sigma^2}{2})$ and $\tau = 0.5$. 
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<table>
<thead>
<tr>
<th>Σ</th>
<th>Ansatz</th>
<th>coefficient</th>
<th>N in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 0.999997 &amp; 3 \cdot 10^{-14} \ 3 \cdot 10^{-14} &amp; 0.999997 \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 1 \ 1.44426 \cdot 10^{-12} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 1.00003 \ 1.21728 \cdot 10^{-7} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 1.00002 \ -1.72008 \cdot 10^{-7} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td>0.001</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 1 \ -1.3 \cdot 10^{-12} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 1 \ 2.92263 \cdot 10^{-12} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 1.00031 \ 3.58006 \cdot 10^{-6} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 1.00023 \ -2.8462 \cdot 10^{-7} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td>0.01</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 1 \ 3.075 \cdot 10^{-12} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 1 \ 1.77066 \cdot 10^{-11} \end{pmatrix} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>( K^* = \begin{pmatrix} 1.00108 \ 6.51238 \cdot 10^{-5} \end{pmatrix} )</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>( K^* = \begin{pmatrix} 1.00022 \ 7.40804 \cdot 10^{-6} \end{pmatrix} )</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>KL1</td>
<td>( K^* = \begin{pmatrix} 0.999948 \ 2.65352 \cdot 10^{-9} \end{pmatrix} )</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>( K^* = \begin{pmatrix} 0.999956 \ 4.8025 \cdot 10^{-11} \end{pmatrix} )</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 34: Upscaled coefficient with \( \alpha = 1 \) and \( \tau = 1 \) (lognormal).
<table>
<thead>
<tr>
<th>Σ</th>
<th>Ansatz</th>
<th>Ansatz coefficient</th>
<th>N in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 0 \ -3 \cdot 10^{-14} &amp; -3 \cdot 10^{-14} \ 1 &amp; \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00002 &amp; 3.20373 \cdot 10^{-7} \ 1.00002 &amp; \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00001 &amp; 1.20297 \cdot 10^{-6} \ -4.37568 \cdot 10^{-6} &amp; 1.00001 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>0.001</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 1.00001 &amp; \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1.49191 \cdot 10^{-12} &amp; 1 \ 4.3991 \cdot 10^{-12} \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 1.00021 &amp; 3.20465 \cdot 10^{-6} \ 1.00022 &amp; \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00012 &amp; 1.15304 \cdot 10^{-5} \ -3.52732 \cdot 10^{-6} &amp; 1.00013 \end{pmatrix}$</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 7.80573 \cdot 10^{-10} &amp; 0.999998 \ 7.80573 \cdot 10^{-10} &amp; \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 1 &amp; 3.2471 \cdot 10^{-11} \ 3.2471 \cdot 10^{-11} &amp; 1 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 6.75526 \cdot 10^{-5} &amp; -5.33934 \cdot 10^{-6} \ 1.00048 &amp; \end{pmatrix}$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 1.00014 &amp; -5.74432 \cdot 10^{-6} \ 3.52732 \cdot 10^{-6} &amp; 1.00015 \end{pmatrix}$</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 8.99898 \cdot 10^{-9} &amp; -1.27463 \cdot 10^{-9} \ -1.27463 \cdot 10^{-9} &amp; 0.999898 \end{pmatrix}$</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 8.3377 \cdot 10^{-11} &amp; 9.99994 \cdot 10^{-11} \ 8.3377 \cdot 10^{-11} &amp; \end{pmatrix}$</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 35: Upscaled coefficient with $\alpha = 1$ and $\tau = 0.5$ (lognormal).
<table>
<thead>
<tr>
<th>Ansatz</th>
<th>coefficient</th>
<th>N in each direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL1</td>
<td>$K^* = \begin{pmatrix} 2 &amp; 0 \ 0 &amp; 2 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>KL2</td>
<td>$K^* = \begin{pmatrix} 2 &amp; 2.87191 \cdot 10^{-12} \ 2.87191 \cdot 10^{-12} &amp; 2 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>MC1</td>
<td>$K^* = \begin{pmatrix} 2.00021 &amp; 4.09402 \cdot 10^{-7} \ 2.60996 \cdot 10^{-7} &amp; 2.00021 \end{pmatrix}$</td>
<td>2</td>
</tr>
<tr>
<td>MC2</td>
<td>$K^* = \begin{pmatrix} 2.00001 &amp; 1.39367 \cdot 10^{-6} \ -1.12553 \cdot 10^{-7} &amp; 2.00001 \end{pmatrix}$</td>
<td>1</td>
</tr>
</tbody>
</table>

| KL1    | $K^* = \begin{pmatrix} 2 & 5.6791 \cdot 10^{-12} \\ 5.6791 \cdot 10^{-12} & 2 \end{pmatrix}$ | 2 |
| KL2    | $K^* = \begin{pmatrix} 2.00021 & 3.21561 \cdot 10^{-6} \\ 1.60996 \cdot 10^{-6} & 2.00022 \end{pmatrix}$ | 2 |
| MC1    | $K^* = \begin{pmatrix} 2.00012 & 1.16113 \cdot 10^{-5} \\ -3.52224 \cdot 10^{-6} & 2.00013 \end{pmatrix}$ | 1 |
| MC2    | $K^* = \begin{pmatrix} 2.00015 & -5.32668 \cdot 10^{-6} \\ 5.77404 \cdot 10^{-6} & 2.00016 \end{pmatrix}$ | 100 |

| KL1    | $K^* = \begin{pmatrix} 7.00005 \cdot 10^{-13} & 2 \\ 2 & 7.00005 \cdot 10^{-13} \end{pmatrix}$ | 2 |
| KL2    | $K^* = \begin{pmatrix} 2 & 3.3751 \cdot 10^{-11} \\ 3.3751 \cdot 10^{-11} & 2 \end{pmatrix}$ | 2 |
| MC1    | $K^* = \begin{pmatrix} 2.00054 & -6.53769 \cdot 10^{-6} \\ 6.54053 \cdot 10^{-5} & 2.00049 \end{pmatrix}$ | 4 |
| MC2    | $K^* = \begin{pmatrix} 2.00015 & -5.32668 \cdot 10^{-6} \\ 5.77404 \cdot 10^{-6} & 2.00016 \end{pmatrix}$ | 100 |

| KL1    | $K^* = \begin{pmatrix} 1.99995 & -1.58594 \cdot 10^{-9} \\ -1.58594 \cdot 10^{-9} & 1.99995 \end{pmatrix}$ | 54 |
| KL2    | $K^* = \begin{pmatrix} 1.99996 & 1.09234 \cdot 10^{-10} \\ 1.09234 \cdot 10^{-10} & 1.99996 \end{pmatrix}$ | 54 |

Table 36: Upscaled coefficient with $\alpha = 2$ and $\tau = 0.5$ (lognormal).
Table 37: Required time in seconds to calculate $m$ eigenpairs for the weak admissibility condition and leaf size 1.

<table>
<thead>
<tr>
<th>$\epsilon_{ACA}$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>0.18</td>
<td>0.56</td>
<td>0.57</td>
<td>1.18</td>
<td>3.01</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.36</td>
<td>0.36</td>
<td>1.07</td>
<td>2.23</td>
<td>2.64</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>0.23</td>
<td>0.35</td>
<td>0.69</td>
<td>1.45</td>
<td>2.74</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>0.36</td>
<td>0.65</td>
<td>1.15</td>
<td>2.22</td>
<td>3.91</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>0.35</td>
<td>0.59</td>
<td>1.03</td>
<td>3.10</td>
<td>3.65</td>
</tr>
<tr>
<td>0</td>
<td>1.65</td>
<td>1.98</td>
<td>3.01</td>
<td>5.91</td>
<td>12.58</td>
</tr>
</tbody>
</table>

Table 38: Required time in seconds to calculate $m$ eigenpairs for the weak admissibility condition and leaf size 4.

<table>
<thead>
<tr>
<th>$\epsilon_{ACA}$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>0.05</td>
<td>0.20</td>
<td>0.28</td>
<td>0.48</td>
<td>1.66</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.13</td>
<td>0.19</td>
<td>0.65</td>
<td>1.26</td>
<td>1.66</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>0.13</td>
<td>0.20</td>
<td>0.57</td>
<td>0.67</td>
<td>1.70</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>0.16</td>
<td>0.24</td>
<td>0.70</td>
<td>0.80</td>
<td>1.96</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>0.31</td>
<td>0.30</td>
<td>0.61</td>
<td>0.99</td>
<td>2.27</td>
</tr>
<tr>
<td>0</td>
<td>1.65</td>
<td>1.98</td>
<td>3.01</td>
<td>5.91</td>
<td>12.58</td>
</tr>
</tbody>
</table>
Table 39: Required time in seconds to calculate $m$ eigenpairs for the standard admissibility condition and leaf size 1.

<table>
<thead>
<tr>
<th>$\epsilon_{ACA}$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>1.86</td>
<td>10.93</td>
<td>7.57</td>
<td>12.4</td>
<td>17.84</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>2.01</td>
<td>2.65</td>
<td>6.18</td>
<td>31.42</td>
<td>24.78</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>2.11</td>
<td>4.58</td>
<td>8.71</td>
<td>17.04</td>
<td>27.07</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>2.1</td>
<td>2.99</td>
<td>5.77</td>
<td>11.48</td>
<td>18.23</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>2.01</td>
<td>2.82</td>
<td>5.48</td>
<td>10.76</td>
<td>17.18</td>
</tr>
<tr>
<td>0</td>
<td>1.65</td>
<td>1.98</td>
<td>3.01</td>
<td>5.91</td>
<td>12.58</td>
</tr>
</tbody>
</table>

Table 40: Required time in seconds to calculate $m$ eigenpairs for the standard admissibility condition and leaf size 4.

<table>
<thead>
<tr>
<th>$\epsilon_{ACA}$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>0.73</td>
<td>3.27</td>
<td>3.20</td>
<td>6.40</td>
<td>9.21</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.89</td>
<td>1.27</td>
<td>3.59</td>
<td>14.49</td>
<td>21.24</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>0.75</td>
<td>1.08</td>
<td>2.08</td>
<td>3.32</td>
<td>8.33</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>0.97</td>
<td>1.16</td>
<td>2.24</td>
<td>3.55</td>
<td>7.40</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>1.00</td>
<td>1.30</td>
<td>2.49</td>
<td>3.99</td>
<td>8.16</td>
</tr>
<tr>
<td>0</td>
<td>1.65</td>
<td>1.98</td>
<td>3.01</td>
<td>5.91</td>
<td>12.58</td>
</tr>
</tbody>
</table>
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