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Abstract

This paper discusses a numerical subgrid resolution approach for solving the Stokes-Brinkman system of equations, which is describing coupled flow in plain and in highly porous media. Various scientific and industrial problems are described by this system, and often the geometry and/or the permeability vary on several scales. A particular target is the process of oil filtration. In many complicated filters, the filter medium or the filter element geometry are too fine to be resolved by a feasible computational grid. The subgrid approach presented in the paper is aimed at describing how these fine details are accounted for by solving auxiliary problems in appropriately chosen grid cells on a relatively coarse computational grid. This is done via a systematic and a careful procedure of modifying and updating the coefficients of the Stokes-Brinkman system in chosen cells. This numerical subgrid approach is motivated from one side from homogenization theory, from which we borrow the formulations for the so called cell problem, and from the other side from the numerical upscaling approaches, such as Multiscale Finite Volume, Multiscale Finite Element, etc. Results on the algorithm’s efficiency, both in terms of computational time and memory usage, are presented. Comparison with solutions on full fine grid (when possible) are presented in order to evaluate the accuracy. Advantages and limitations of the considered subgrid approach are discussed.
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1. Introduction

The demands of the industry regularly pose new challenging problems to applied mathematics. In many cases the existing algorithms do not work, and new specialized algorithms for classes of industrial problems are demanded. Developing algorithms for a class of filtration problems (filtering solid particles out of liquid) is discussed in this paper. Numerical simulations, when they can be performed, allow significant reduction in time and costs for design of new filter elements with proper flow rate - pressure drop ratio. The CFD simulations assisting this design are characterized by three peculiarities:

- The filtering porous layers are usually manufactured with certain variations in the weight (i.e., in porosity and permeability), and consistently with this, accuracy of 5 to 8 per cent for the pressure drop across a filter element is the target of the simulations.

- High accuracy for the flow velocity within a filter element is not required, as long as the pressure drop over the complete filter element is properly computed.

- 30-36 simulations with different flow rates and different viscosities have to be performed for each geometry to evaluate the performance of the filter element at different flow and temperature conditions.

Our aim is to account for these peculiarities, in order to develop efficient algorithm for this particular class of problems.

In the case of liquid filtration, the flow is usually laminar, and at low and moderate temperatures it is slow (due to higher viscosity), and it is described by the Stokes-Brinkman system of equations (see, e.g., [22] and references therein):

\[
\begin{align*}
\rho \frac{\partial \vec{u}}{\partial t} - \nabla \cdot (\tilde{\mu} \nabla \vec{u}) + \tilde{\mu} \tilde{K}^{-1} \vec{u} + \nabla p &= \tilde{f} \\
\nabla \cdot \vec{u} &= 0,
\end{align*}
\]

(1)

where

\[
\tilde{\mu} = \begin{cases} 
\mu & \text{in } \Omega_f \\
\mu_{eff} & \text{in } \Omega_p 
\end{cases} \quad 
\tilde{f} = \begin{cases} 
\tilde{f}_{NS} & \text{in } \Omega_f \\
\tilde{f}_B & \text{in } \Omega_p 
\end{cases} \quad 
\tilde{K}^{-1} = \begin{cases} 
0 & \text{in } \Omega_f \\
K^{-1} & \text{in } \Omega_p 
\end{cases}
\]
Here $\vec{u}, p$ stand for velocity and pressure respectively, $\rho, \tilde{\mu}$ and $K$ denote the density, viscosity, and the permeability tensor of the porous medium, respectively.

The Stokes equations (cf. [4, 19]) govern the flow in pure fluid regions. The Brinkman equations (cf. [7]) are introduced as an extension to the Darcy model for the flow in porous media for the case of highly porous media (note, that porosity of the non-woven filtering media, which is our primary interest, is often more than 0.9). Concerning the hierarchy of the models for the porous media flow, we refer to the recent review in [10]. The Stokes-Brinkman system is used to describe the coupled flow in plain and in porous media. For its justification, see [18]. Some details on modeling and simulation of flow through oil filters using the Stokes-Brinkman and Navier-Stokes-Brinkman systems of equations can be found in [30, 15, 22].

Most of the filters are characterized by complicated shape of the filtering medium/media (e.g. pleats and/or perforated porous layer/s), and/or by complicated shape of the filter element housing (e.g. ribs, perforated inner cylinder, etc.). Some examples are illustrated in Figure 1. The existing commercial (e.g. Gambit, http://www.fluent.de) and academic (e.g. Netgen, http://www.hpfem.jku.at/netgen/) grid generators, are often unable to generate grids in such complicated domains, even when an experienced researcher is the user. In many cases, the generated grid is either of very bad quality, or the grid cannot be generated at all. Most engineers working on the design of filter elements are not experienced in grid generation techniques, and an alternative approach is needed in this case. The grid generation procedure works robustly if one restricts to voxel or brick elements, and therefore we chose this approach. A pre-processor based on the level set method (c.f. [1]) is used to process given CAD data for attaining the assembly of a filter housing in the form of a computational domain (union of voxel or brick control volumes). Different conventions can be used to characterize a control volume by a certain material type. Most commonly, the material type of its center point is assigned to the whole CV, or the dominating material type in the control volume is assigned to it. This grid generation approach is stable, and a fluid flow solver using the aforementioned grid generator is successfully used for a variety of industrial applications (c.f. [16, 13, 14]). However, in general, such types of grids contain a large number of elements: in certain cases, a very fine grid has to be used to accurately resolve all geometrical features, what in turn results in a large number of elements.
For the cases where the geometrical features are at different scales, various approaches for multiscale problems can be adopted to provide an increase in the efficiency of the flow algorithms. Recall that the Darcy equation can be rigorously derived as a macroscopic model for flow in porous media, in the case of periodic or statistically homogeneous porous media. The Stokes system of equations at pore scale (c.f. [27]) is the basis of these derivations. Depending on the porosity, Allaire [6] homogenizes the Stokes problem to the Darcy or the Brinkman system. Clearly, the homogenization approach is very restrictive, i.e. it can be used only for periodic or statistically homogeneous porous media, and for the Stokes (and not for Navier-Stokes) system at the pore scale. The homogenization theory works in the case of scale separation, and it allows for a drastic reduction of the computational costs: only one auxiliary problem is solved in a periodicity cell on the fine scale, its solution is post-processed to compute the coefficients of the macroscopic equation, and the macroscopic equation is further solved at the coarse scale. The coefficients of the macroscopic equation in this case are called upscaled, homogenized, or effective coefficients. For the cases when the homogenization theory does not work, its ideas can still be imported to the numerical upscaling approaches, such as the Multiscale Finite Element Method (MsFEM) [23], the Mixed MsFEM, [3], the Multiscale Finite Volume Method [21, 8, 5] and the Subgrid Method [26, 24, 9, 17]. Another approach which serves as a building block for numerical upscaling procedures, is the volume averaging approach combined with the Representative Elementary Volume (REV) concept (cf. [12]). Unlike the homogenization theory, this approach is not based on asymptotic expansions, but on the volumetric averaging of functions and their derivatives. For example, if a block of porous medium is large enough (i.e. representative), its Darcy permeability is defined from the
requirement that the macroscopic pressure drop is equal to the microscopic pressure drop computed by solving the Stokes problem at the pore level.

In the case of saturated flow in porous media, homogenization is studied either in connection with the mesoscopic and macroscopic Darcy models (upscaling elliptic equation with oscillating coefficients to macroscopic elliptic equation, i.e. upscaling Darcy to Darcy (cf. [29])), or in connection with impermeable porous matrix and fluid flow in the (connected) pore space, i.e. upscaling Stokes to Darcy (cf. [27]). The Authors could not find articles on upscaling Stokes-Brinkman system at mesoscale to some macroscale system of equations, except a recent work concerning numerical study of homogenization of Brinkman equations [36].

In this paper, we discuss a subgrid upscaling algorithm for the Stokes-Brinkman system of equations. We also solve Navier-Stokes regimes in certain cases, working in the context of iterative upscaling, but this issue is not discussed here. The subgrid approach was recently used in some simpler applications, namely the Darcy problem (single phase flow in porous medium) (cf. [25], [32], [9]). In the subgrid approach, one solves a problem on a coarser grid, but accounts for the unresolved geometrical features by solving local auxiliary problems on the underlying finer grid in all (or some selected) coarse cells. This paper deals with applying a similar approach in solving the incompressible Stokes-Brinkman equations in highly complex domains. The numerical solution for such systems is computationally expensive in terms of memory usage and computational time, and the subgrid approach is developed to compute a reliable pressure drop at reasonable computational costs.

The remainder of the paper is organized as follows. A one-scale model (it can be also called single grid model), i.e. the Stokes-Brinkman system of equations, is described in 2. It includes a short description of the Finite Volume discretization, and the Chorin projection method employed for solving the model numerically. Section 3 is devoted to introducing the concept of quasi-porous coarse cells and to the description of the subgrid algorithm for the Stokes-Brinkman system. Due to lacking theoretical results for the upscaling of the Stokes-Brinkman system, we perform a numerical study of this approach. In Section 4, we present validation results for the developed subgrid upscaling procedure. Results from numerical simulation of industrial filters are also presented in this Section. Finally, some conclusions are drawn.
2. Governing equations and the single grid algorithm

The fine scale system includes the Stokes-Brinkman system of equations (1) in a complicated 3D domain $\Omega$, consisting of porous, solid and fluid subdomains, i.e. $\Omega = \Omega_p \cup \Omega_s \cup \Omega_f$.

The flow domains considered in the current work are of different geometric characteristics, as shown in Figure 1. The governing equations are solved subject to the following boundary conditions which are typical in filtration problems. At the inlet of the free flow region, a velocity profile is specified. At the outlet, zero pressure is imposed. No slip boundary conditions are imposed elsewhere on walls.

The coarse scale system also employs the Stokes-Brinkman system of equations but with an upscaled permeability for specified quasi-porous coarse cells, such that the Equation (1) is replaced with

$$\rho \frac{\partial \bar{u}_0}{\partial t} - \nabla \cdot (\bar{\mu} \nabla \bar{u}_0) + \bar{\mu} \bar{K}_{eff}^{-1} \bar{u}_0 + \nabla \bar{p}_0 = \bar{f}_0$$

where $\bar{u}_0$, $\bar{p}_0$ denote the coarse scale velocity and pressure respectively. Here $\bar{K}_{eff}$ stands for the effective upscaled permeability, and the details of its computations are given in Section 3.

Single grid algorithm

The computational domain is a connected union of control volumes (CVs), where each CV is a brick. The equations are discretized by the finite volume method. A collocated arrangement of the unknowns $\bar{u}$ and $p$ is used, i.e. the unknowns are assigned to the centers of CVs. The Chorin method [2] for the Navier-Stokes equations [19, 4], along with a proper modification for
Stokes-Brinkman case [22], is used as a projection method decoupling velocity and continuity equations (note, the Chorin projection for unsteady Stokes problem is very close to the preconditioners for unsteady Stokes problem suggested in [35]). The fractional time step discretization scheme can be written as

\begin{align}
\rho \vec{u}^* - \rho \vec{u}_n &= -\tau (-D + B) \vec{u}^* = \tau \vec{G} p^n \quad (3) \\
\left( \rho \vec{u}^{n+1} - \rho \vec{u}^* \right) + \tau (B \vec{u}^{n+1} - B \vec{u}^*) &= \tau (G \rho^{n+1} - G p^n) \quad (4) \\
G^T \rho \vec{u}^{n+1} &= 0 \quad (5)
\end{align}

where \( D \vec{u} \) denote the operator corresponding to the discretized viscous terms. The particular form of these operators depend on the spatial discretizations. \( G \) and \( G^T \) denote the discretized gradient and divergence operator. \( B \vec{u} \) denotes the Darcy operator in the momentum equations whereas the superscript \( k+1 \) and \( k \) denotes the new and the old time level, respectively.

The sum of Equations (3) and (4) results in an implicit discretization of the momentum equations. Equation (3) is solved with respect to the velocities using the old value of the pressure gradient, thus obtaining a prediction for the velocity. To solve the second equation for pressure correction, one takes the divergence from it and uses the continuity equation. The resulting equation is a Poisson type equation for the pressure correction which is discussed in detail in [22].

### 3. Subgrid Algorithm

In this section, a subgrid algorithm for the Stokes-Brinkman system is discussed. The goal is to develop an algorithm which computes not only the pressure drop across a filter element on a relatively coarse grid, but also preserves the pressure drop accuracy corresponding to a finer grid. The idea is to account for a subgrid resolution on the coarse grid by solving proper local auxiliary problems on the fine grid, and using their solution for calculating the permeability of quasi-porous coarse cells. In fact, solving local problems in order to account for the fine scale features is a common approach for numerical upscaling methods, such as MsFEM, MSFV, etc.

For a given computational domain, \( \Omega \), we consider a fine grid and a coarse grid. The fine grid is assumed to contain all important geometrical details,
but solving the Stokes-Brinkman system of equations on this grid is memory and CPU intensive, or even impossible. As discussed in the Introduction, a material type (in our case fluid, solid, or porous) is assigned to each fine grid cell during the pre-processing stage. The coarse grid has a size, such that the problem is solvable at acceptable computational costs. Each coarse cell is a union of fine grid cells. Each coarse cell is considered, and the coarse grid cells containing mixture of solid & liquid, or liquid & porous, or solid & porous, or solid & liquid & porous fine grid cells, are defined as *quasi-porous* cells, for which effective (upscaled) permeability tensors have to be computed. It is assumed that the Stokes-Brinkman equations describe the flow on the fine grid and on the coarse grid. In the latter case, the coarse scale permeability is the effective (upscaled) permeability tensor $\tilde{K}_{eff}$. Currently, the diagonal permeability tensor i.e. $\tilde{K}_{eff} = \{K_{11}, K_{22}, K_{33}\}$ is considered, and the extension to the full tensor is ongoing work.

The computation of upscaled coefficients requires solving the local fine scale problem in some coarse grid cells. Two approaches are considered:

- The upscaled (effective) permeability is computed for each individual *quasi-porous* coarse grid cell. Similar to the block-permeability upscaling procedure for single phase flow in porous media (cf. [31]), the localization boundary conditions are specified on its boundary (see discussion below for more details; possible oversampling is also discussed below);

- Alternatively, certain union of coarse cells is considered as a single block for which auxiliary problem is solved on the underlying fine grid. Thereafter, the upscaled (effective) permeability is assigned to each of the coarse cells forming the block. This approach is motivated by the Representative Elementary Volume concept, where a reasonably large heterogeneous (at a fine scale) volume has to be considered, in order to assign effective (upscaled) coarse scale properties to it.

The upscaling approach considered here is similar to the one used by Durlofsky et al. [11] for the elliptic pressure equation, and to the approach considered and justified in the recent article [36]. The Darcy law is used there to compute the effective (upscaled) permeability of a coarse cell from the averaged fine grid pressure and velocity. In general, different types of (localization) boundary conditions can be specified for the auxiliary problems. Periodic boundary conditions suit very well for periodic geometries. The pressure drop in one
of the directions, and no flow (or symmetry) in the remaining directions, are often used. In the homogenization approach considered in [6], the constant velocity at infinity is prescribed as the boundary condition for the auxiliary problem. It is well known that the choice of the localization boundary conditions plays an important role in numerical upscaling methods, and we are currently working on comparing results for different (localization) boundary conditions. This work, however, will be reported elsewhere. Currently, the following local boundary conditions are considered for the auxiliary problems for the Stokes-Brinkman system:

- inflow velocity $U_{in}$ at the inlet face (for the current direction);
- outflow b.c. at the outlet face: $p = P_{out}$, $\frac{\partial u}{\partial n} = 0$;
- symmetry b.c. elsewhere.

The auxiliary problems are solved for each direction $d$. Next, the average inlet pressure $P_{in}$ is computed from the local fine scale solution and is used to obtain the effective permeability $K_{dd}$ of the quasi-porous cell in direction $d$ from the Darcy law [12, 36]:

$$K_{dd} = \frac{\mu U_{in} L_d}{P_{in} - P_{out}}$$

(6)

where $L_d$ is the distance between the inlet and outlet faces. The use of this approach is motivated by the fact that we are interested in computing the accurate pressure drop of the complete filter element. By calculating the effective permeability using Equation (6), we account for the resistance of the geometrical features which were otherwise unresolved on the coarse computational grid. Note, that in [36], this approach for computing the effective permeability was carefully and systematically compared to the standard formula from the homogenization literature (e.g., [6, 27]), and a very good agreement was found.

Implementation of the subgrid method

Here, we discuss the Subgrid method. The algorithm consists of four main components:

1. Selection of the quasi-porous coarse cells
2. Solution of the auxiliary problems with a fine grid resolution on selected coarse cells with boundary conditions, as specified above

3. Computation of the effective permeabilities for the quasi-porous cells

4. Solution of the full coarse scale problem, using the calculated effective permeabilities.

Step (1) includes a mapping of each coarse cell onto the underlying union of fine grid cells. If the composition of fine grid cells contains a mixture of fluid and/or porous and/or solid, it is marked with a 'quasi-porous' flag. Alternatively, at this stage, a block of coarse cell can be specified as quasi-porous.

Step (2) defines the local auxiliary problem on the quasi-porous coarse cells. The same space discretization, i.e. the finite-volume method, is considered on the fine scale and a solution is computed. Note, that additional layers can be added to a quasi-porous cell. In upscaling techniques, this is known as *oversampling*. Mostly, the domain is extended by a 'bordering ring' with fine grid cells. We consider additional fine scale 'bordering layers' of type 'fluid' on a specified boundary. The number of additional layers is denoted by \( l \) in the next section. If \( l = 0 \), it is a purely local auxiliary solve. If \( l = 1 \), it means that the auxiliary problem is solved in coarse cell extended with one fluid layer in the specified direction, as shown on Figure 5(d).

Step (3) assigns the effective permeability tensors to the coarse cells, post-processing the auxiliary fine grid solution computed from step (2). Steps (2) and (3) are performed for every quasi-porous cell selected in step (1). Note, that in the case when the coarse cells/blocks are periodic (e.g., this is the case when each coarse quasi-porous block contains one pleat), the auxiliary problem needs to be solved once for each type of quasi-porous coarse cells. Furthermore, the once computed permeabilities are reused in the computations with the same geometry, but with a different flow rate or viscosity (recall that 30-36 simulations have to be performed for each filter element geometry).

Step (4) includes the standard algorithm which solves the Stokes-Brinkman system of equations on the coarse grid.

*Remark 1*: (1) The same solver is used for solving global coarse scale problem and auxiliary problems on the fine grid. (2) Different stopping criteria can be specified for the local and for the global problems.
Remark 2: If the number of quasi-porous blocks is too large, Steps (2)-(3) become the most time consuming part of the solution procedure. Implementation is modular-based and the subgrid algorithm is parallelized, so that the auxiliary problems are distributed to different processes for faster computations.

4. Results and validation

The results from numerical simulations are presented in this section. The performed simulations can be divided into three groups:

- Validation for thin porous layer and for the upscaled permeability computation (Subsections 4.1 and 4.2). Stokes flow around a spherical obstacle is considered in the Subsection 4.1 to check the influence of the used voxel grid as well;

- Numerical study of Brinkman to Brinkman upscaling. As mentioned earlier, the upscaling approaches for Stokes and for Darcy flows are theoretically considered in the literature, and due to the lack of theoretical results for the upscaling of Brinkman equation, we perform a numerical study here (we refer also to the recent paper [36]);

- Simulations for the industrial filters with complicated geometry of the porous media (perforated layer in one case, pleats in the other case), and complicated geometry (solid mesh supporting the perforated layer in one case, and complicated filter element housing in the other case).

Whenever possible, the results from the simulations with the upscaled equations are compared with the results obtained solving the fine grid problem for the same geometry. This is the methodology employed for the validation of the developed subgrid algorithm. It should be noted that the single grid simulations have already been validated against measurements (c.f. [30]).

The computations and CPU time measurements were performed on dedicated node of Fraunhofer ITWM cluster ‘Hercules’ with dual Intel Xeon 5148LV (‘Woodcrest’) processor (2.33 GHz).

4.1. Permeability for a periodicity cell: flow around a sphere

For better understanding of the subgrid algorithm, an example of an auxiliary problem for a quasi-porous coarse cell is considered. Consider a cube
occupied by the fluid with the sphere-shaped solid obstacle inside, as shown in Figure 3. Suppose that we consider a domain which is a periodic arrangement of such cells. Permeability for such a geometry is computed many times via homogenization and other upscaling approaches, and it is also measured (see, e.g., the discussion in [36]). Our goal for solving the Stokes flow in this geometry is twofold. i.) From one side, we want to check if the boundary conditions for the auxiliary cell problems and REV type approach for calculating the upscaled permeability, as described above, gives good results; ii) Additionally, we want to check the influence of the voxel-based discretization grid that is used to discretize the sphere.

The auxiliary problem is solved on the fine grid resolution scale of 0.25mm with the following input data: cube size - \( L = 12 \text{ mm} \), with different sized spheres with radius \( r \); inflow velocity \( U_{in} = 1.1574 \text{ mm/s} \), \( P_{out} = 0 \text{ kg/(mm s\(^2\))} \), density(\( \rho \)) = \( 1.0 \cdot 10^{-7} \text{ kg/mm}\(^3\)\), viscosity(\( \mu \)) = \( 1.0 \cdot 10^{-4} \text{ kg/(mm s)} \). Table 4.1 shows the results obtained by our algorithm with permeability computed using Darcy law, denoted by \( K_{Darcy} \). The computed values are compared with the results on unit cell problem reported by Griebel and Klitz [36] and Sangani and Acrivos [34], denoted by \( K_{Cell} \) and \( K_{Experiment} \) respectively. It is observed that the computed results are in good comparison with the cited results. A systematic study on grid resolution was performed, and it concluded that the error reduces with finer grid resolutions where the voxel-based discretization better approximates the solid sphere.

![Figure 3: Cube with solid sphere inside. Inlet, outlet and symmetry walls are marked with colors blue, green and red respectively.](image)

<table>
<thead>
<tr>
<th>( r )</th>
<th>( K_{Darcy} )</th>
<th>( K_{Cell} ) (Griebel, Klitz)</th>
<th>( K_{Experiment} ) (Sangani, Acrivos)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>( 1.18 \times 10^{-1} )</td>
<td>( 1.23 \times 10^{-1} )</td>
<td>( 1.23 \times 10^{-1} )</td>
</tr>
<tr>
<td>0.25</td>
<td>( 7.34 \times 10^{-2} )</td>
<td>( 7.40 \times 10^{-2} )</td>
<td>( 7.46 \times 10^{-2} )</td>
</tr>
<tr>
<td>0.3</td>
<td>( 4.35 \times 10^{-2} )</td>
<td>( 4.46 \times 10^{-2} )</td>
<td>( 4.45 \times 10^{-2} )</td>
</tr>
<tr>
<td>0.35</td>
<td>( 2.48 \times 10^{-2} )</td>
<td>( 2.52 \times 10^{-2} )</td>
<td>( 2.52 \times 10^{-2} )</td>
</tr>
</tbody>
</table>

Table 1: Comparison of permeability in a 3D array of spheres (cell problem) for different radii
4.2. Channel filter with single porous layer

This example is chosen to be a simplified filter element geometry (parallelepiped) with a thin layer of porous media. The computational domain is \( \{(x, y, z) : 0 \leq x \leq 12, 0 \leq y \leq 24, 0 \leq z \leq 24 \text{ mm}\} \), with a single porous layer \( \{(x, y, z) : 4.5 \leq x \leq 5.5, 0 \leq y \leq 24, 0 \leq z \leq 24 \text{ mm}\} \), as shown in Figure 4. On coarse grids, when the step size of the grid is bigger than the thickness of the layer, the latter can not be correctly resolved. The thickness of the filtering medium is correctly resolved on 0.5 mm grid. However, on grid 2 mm, the pre-processor provides a porous layer with 2 mm thickness (recall that the pre-processor assigns to a grid cell the material type of its center point). Solving problem (1) with \( U_{in} = 28.9 \text{ mm}/\text{s}, \rho = 1.0 \cdot 10^{-7} \text{ kg}/\text{mm}^3, \mu = 1.0 \cdot 10^{-4} \text{ kg}/(\text{mm s}), \) and isotropic permeability \( K = 1.0 \cdot 10^{-4} \text{ mm}^2, \) we obtain (correct) pressure drop of 28.95 kg/(mm s^2) on 0.5 mm grid, and a twice bigger (wrong) value, i.e. 57.9 kg/(mm s^2) on 2 mm grid. Note, that the considered flow is essentially one-dimensional one and one can easily find its analytical solution.

Application of the subgrid algorithm for 2 mm coarse and 0.5 mm fine grids gives 144 (12 \times 12) quasi-porous cells, which are all identical in this case, as shown in Figure 5 (a). Solution of the auxiliary problem in X direction gives the value of permeability \( K_{11} = 2.0 \cdot 10^{-4} \) (the other components of the permeability tensor are not important in this case). Using the obtained permeability for the quasi-porous cells, we solve the problem on the 2 mm coarse grid, and get the correct pressure drop, i.e. 29.0.

Including additional layers at inlet and outlet

Using 1 mm size for the coarse grid, we get two different geometries of quasi-porous cells in X direction, as illustrated in Figure 5 (b) and (c). Solving auxiliary problems for these geometries gives wrong values of the upscaled permeability in X direction: \( K_{11} = 1.60 \cdot 10^{-4} \) for left cell and \( K_{11} = 2.67 \cdot 10^{-4} \) for right cell. This is because the fine porous cells are touching the outlet of auxiliary problem in first case, and the inlet in the second, which does not allow full development of the flow. To deal with this issue, we have an option of adding 'border rings', which are a specified number of layers of fine fluid cells before the inlet and/or outlet of the actual domain in any specified direction. Figure 5 (d) shows the auxiliary problem for the right 1 mm cell with 1 additional fluid layer in front of the inlet. Solving this auxiliary problem gives correct value of upscaled permeability: \( K_{11} = 2.0 \cdot 10^{-4} \).
same value is obtained for the left cell with additional fluid layer behind the outlet. Finally, solving the global problem on the coarse 1 mm grid with the upscaled permeabilities gives correct value of the global pressure drop, i.e. 28.95.

4.3. Channel filter with single porous layer with a hole

As a next example, the same filter geometry is considered as in subsection 4.2 but with $U_{in} = 2.8e - 03$ and with a small hole in the porous layer - $\{(x,y,z): 4.5 \leq x \leq 5.5, 10.5 \leq y \leq 11.5, 10.5 \leq z \leq 11.5 \text{ mm}\}$. This hole is correctly resolved on 0.5 mm grid. On 2 mm grid, this $1 \times 1 \times 1$ mm hole is exactly in the center of $2 \times 2 \times 2$ mm coarse cell, as illustrated in Figure 6 (a) and (b). Figure 6 (a) is a view along the channel, whereas Figure 6 (b) is a view across the channel. Therefore, as opposed to the previous case, this cell
is fluid on 2 mm grid, and the cross section of the hole as well as the thickness of the porous layer are wrongly depicted. On 1 mm grid, all 8 $1 \times 1 \times 1$ mm cells, covering the hole, have a porous center and therefore remain porous, as shown in Figure 6. Hence, 1 mm grid resolution remains the same as shown in Figure 4(b) in Section 4.2.

In Table 2, results for the different grid resolutions using the single grid algorithm are presented. On the 2 mm grid, the hole is too big, therefore we get relatively small pressure drop. The grids with step size 0.5 and 0.25 mm resolve the hole exactly (see Figure 6 (b)). Clearly it is expensive to compute accurate solution on a single fine grid, and a subgrid approach is the remedy for efficient simulations.

Next, we discuss the results of the subgrid algorithm for this problem. In
<p>|
|-----------------|--------|-----|--------|-----------------|</p>
<table>
<thead>
<tr>
<th>Grid resolution</th>
<th>Number of CVs</th>
<th>Memory [MB]</th>
<th>CPU time [s]</th>
<th>Pressure drop [kg/(mm s²)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 mm</td>
<td>864</td>
<td>0.80</td>
<td>2</td>
<td>0.00353</td>
</tr>
<tr>
<td>0.5 mm</td>
<td>55296</td>
<td>33.73</td>
<td>206</td>
<td>0.01486</td>
</tr>
<tr>
<td>0.25 mm</td>
<td>442368</td>
<td>247.1</td>
<td>2489</td>
<td>0.01669</td>
</tr>
</tbody>
</table>

Table 2: Simulation results for channel filter with single porous layer with a hole.

Table 3, we present the results obtained for 2 mm coarse and several (0.5, 0.25 mm) fine scale combinations. Calculations were done with different number of additional fluid layers $l$ used for the solution of the auxiliary problems. We show the computed values of the upscaled permeability $K_{11}$ for the quasi-porous cell with hole and the global pressure drop $dP$. Also, the CPU time $T_{SG}$ of preprocessing step only is given, because the subsequent solution of system on the coarse 2 mm grid was taking less than 10 seconds for all shown cases. The maximal memory used by the solver in all cases was 1.08 MB (coarse grid solver + upscaled permeability tensors).

<table>
<thead>
<tr>
<th>Scales</th>
<th>$l$</th>
<th>$K_{11}$</th>
<th>$T_{SG}$</th>
<th>$dP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/0.5 mm</td>
<td>0</td>
<td>0.0226</td>
<td>14</td>
<td>0.0168</td>
</tr>
<tr>
<td>2/0.5 mm</td>
<td>2</td>
<td>0.0272</td>
<td>140</td>
<td>0.0156</td>
</tr>
<tr>
<td>2/0.5 mm</td>
<td>4</td>
<td>0.0273</td>
<td>203</td>
<td>0.0156</td>
</tr>
<tr>
<td>2/0.25 mm</td>
<td>0</td>
<td>0.0198</td>
<td>155</td>
<td>0.0177</td>
</tr>
<tr>
<td>2/0.25 mm</td>
<td>2</td>
<td>0.0217</td>
<td>345</td>
<td>0.0172</td>
</tr>
<tr>
<td>2/0.25 mm</td>
<td>4</td>
<td>0.0218</td>
<td>516</td>
<td>0.0171</td>
</tr>
</tbody>
</table>

Table 3: Simulation results for channel filter with single porous layer with hole (obtained with Subgrid algorithm). $l$ is the number of additional fluid layers. $K_{11}$ is the upscaled permeability obtained for quasi-porous cell with hole. $T_{SG}$ is CPU time of preprocessing step. $dP$ is the obtained global pressure drop.

4.4. Channel filter with periodic porous layer
The next example is a channel/parallelepiped filter \((x, y, z) : 0 \leq x \leq 75, 0 \leq y \leq 15, 0 \leq z \leq 15 \text{ mm}\) with porous layer \((30 \leq x \leq 45)\) consisting of two porous materials with a periodic structure, as shown in Figure 7.
The first porous material (in yellow) in Figure 7 has permeability $K = 1.0 \cdot 10^{-4}$ mm$^2$. The second porous material (in red color) is more permeable with permeability $K = 2.0 \cdot 10^{-4}$ mm$^2$. The problem (1) is solved with the same parameters as before.

For Figure 7, the results on the fine scale, $24 \times 24 \times 24$, are obtained. The pressure drop $dP = 80.005$ is obtained in 9.42 seconds. The grid is further coarsened 8 times, such that $8 \times 8 \times 8$ fine cells comprises one coarse cell and the results using the coarse and the fine grid are obtained using the subgrid algorithm. The results obtained are $dP = 80.008$ in 4.55 seconds.

Figure 8 (a) shows a geometry with a fine scale discretization containing $30 \times 30 \times 30$ finite volumes. Compared to Figure 7 (b), there is 1.5% more of the less permeable porous material and we expect a greater pressure drop across the filter element. The single grid algorithm results in $dP = 86.21$ in 21.65 seconds. The grid is then coarsened 3 times, such that $10 \times 10 \times 10$ fine cells constitutes one coarse cell. Using both, fine and coarse scales, the subgrid algorithm results in $dP = 86.21$ in 8.39 seconds.

Figure 8 (b) illustrates five, instead of three, periods of the second type of the
porous material which has a higher permeability. The geometry compares with the geometry shown in Figure 7. We see that pressure drop $dP = 80.012$ is obtained in 52.67 seconds using the single grid algorithm with fine scale discretization of $40 \times 40 \times 40$ cells. The coarse discretization contains $5 \times 5 \times 5$ cells. Subgrid algorithm results in $dP = 80.015$ in 21.82 seconds.

Lastly, instead of three, periods of the second type of the porous material which has a higher permeability for the geometry that compares with the geometry shown in Figure 8. We see that the pressure drop $dP = 86.25$ is obtained in 124.96 seconds using the single grid algorithm with fine scale discretization of $50 \times 50 \times 50$ cells. The coarse discretization contains $5 \times 5 \times 5$ cells. The subgrid algorithm results in $dP = 86.22$ in 41.23 seconds.

4.5. **Channel filter with the combi layers**

The next example is chosen to serve the needs of the design of new generation of filters as shown in Figure 9 (a). It should be noted that oil filters are often equipped with a so called bypass option. The bypass prevents the oil to filter through the porous media, especially at cold temperatures (i.e. high viscosity). The idea behind such design was to prevent the destruction of
the filter due to the high pressure in such cases. Instead, the oil bypasses the filtering medium via some small pipe. Obviously, the bypassed oil is not filtered in this situation. Alternatively, the new league of filters are designed without the bypass option, but with an additional layer of a fine perforated filter layer that allows the oil to flow through the holes at cold temperatures. Additionally, a coarse filter layer in the form of a solid mesh is added to filter out the large particles. With the support of the numerical simulations, the size of the holes and the distance between the two porous layers are designed such that most oil flows through the porous part of the first layer at high temperature, and not through the holes. It is common understanding that the porous layers are the primary cause of the pressure drop across the filter. This is true only when the filter element is designed in a way that there is enough space between the inlet(bottom) and the porous layer, and between the porous layer and the outlet(top). Therefore, we study this filter in a simplified geometry, i.e. a simple channel geometry as shown in Figure 9 (b). The considered filter element is parallel piped \{(x, y, z) : 2 \leq x \leq 67, -11 \leq y \leq -2, -67 \leq z \leq -2 \text{ mm}\} with two filtering porous layers and a supporting solid mesh between them, as shown in Figure 10 (b). Additionally, the first porous layer \((-8 \leq y \leq -7)\) has a set of 6 \times 6 holes, as shown in Figure 10 (b), where each hole is a cube: 1 \times 1 \times 1 \text{ mm}, as illustrated in Figure 11 (a).

When using the 2 mm resolution, the mesh layer is not captured at all and both porous layers have the wrong, doubled thickness, on this grid: \(-8 \leq y \leq -6\) and \(-6 \leq y \leq -4\), respectively. The 1 mm grid represents the channel and all three layers (including the solid mesh) correctly except for the holes in the first porous layer. As shown in Figure 11, all 4 1 \times 1 \times 1 \text{ mm} cells, covering the hole, have a porous center and therefore are represented as porous in 1 mm grid. The 0.5 and 0.25 mm grids resolve the whole geometry of the filter exactly.

System 1 is solved with the following flow parameters: \(U_{in} = 3.944773 \text{ mm/s}\), \(\rho = 1.0 \cdot 10^{-7} \text{ kg/mm}^3\), \(\mu = 1.0 \cdot 10^{-4} \text{ kg/(mm s)}\), isotropic permeability of first porous layer, \(K = 4.2 \cdot 10^{-5} \text{ mm}^2\), and isotropic permeability of second porous layer, \(K = 7.5 \cdot 10^{-4} \text{ mm}^2\). Note that in this test case the main flow is in \(Y\) direction.

In Table 4, the results of single grid algorithm for different grid resolutions are presented. It is due to the aforementioned errors in the geometry resolution for 2 to 1 mm grids, that the resulting pressure drop is over estimated. As one
Figure 9: (a) A real industrial filter with multiple porous media layers. (b) Channel filter with the multiple porous layers. A simplified channel filter of the industrial filter to understand real processes.

goes to finer resolutions, i.e. 0.5 to 0.25 mm, the geometry is resolved more accurately resulting in a more accurate pressure drop. However, computation on the finer grids come with the cost of extensive CPU time consumption and memory usage.

Next, we present the results from the subgrid algorithm for this problem. 2 mm resolution is too coarse to be used even as the coarse scale, where the 1 mm scale seems to be an appropriate choice. Alternatively, a bigger block of coarse cells can be used as an auxiliary problem for computing permeability. As discussed above, for 1 mm grid the only cells, which will be detected as 'quasi-porous', are the cells covering the holes in first porous layer (see Figure 11 (a)). It means that the total of $4 \times 6 \times 6 = 144$ quasi-porous cells will be detected. As can be seen from Figure 11 (c) and (b), solving the auxiliary problem for the main component of upscaled permeability tensor $K_{22}$, the flow will be almost aligned with the $Y$ axis and we can expect good results even without the use of full permeability tensor. It is also clear that the additional fluid layers are needed for the auxiliary problems.

In Table 5 we present the results obtained for two coarse/fine grids combi-
nation: 1/0.5 and 1/0.25 mm. Calculations were done with different number of additional fluid layers \( l \), Reynolds number \( Re \), and accuracy \( \epsilon \) used for solution of auxiliary problems. We show the obtained values of upscaled permeability \( K_{22} \) for one of the quasi-porous cells, CPU time \( T_{SG} \) of preprocessing step and the total solver time \( T_{total} \) (i.e. including the CPU time of subsequent solution on the coarse 1 mm grid), and finally the global pressure drop \( dP \). The maximal memory used by the solver in all cases was 26.68 MB (coarse grid solver + upscaled permeability tensors).

The results show that the additional number of layers (oversampling) is an essential parameter in our case. Also, the choice of the coarse grid is important for the selection of quasi-porous cells.

4.6. Simulation of Industrial Filters - Pleated filter

Lastly, another example of a real filter with complicated filter media is considered. Figure 12 shows a pleated filter geometry on coarse and fine grids. The coarse grid does not resolve the shape of the filtering medium properly. Our aim is to solve the problem using equation 2 on the coarse grid, and employ the subgrid algorithm described in Section 3 to compute the \( \overline{K}_{eff} \)
Table 4: Simulation results for channel filter with multiple porous layers using the single grid algorithm.

<table>
<thead>
<tr>
<th>Grid resolution</th>
<th>Number of CVs</th>
<th>Memory [MB]</th>
<th>CPU time [s]</th>
<th>Pressure drop [kg/(mm s²)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 mm</td>
<td>5445</td>
<td>4.42</td>
<td>63.54</td>
<td>16.762</td>
</tr>
<tr>
<td>1 mm</td>
<td>37400</td>
<td>26.49</td>
<td>465.02</td>
<td>11.627</td>
</tr>
<tr>
<td>0.5 mm</td>
<td>299200</td>
<td>182.70</td>
<td>28271.47</td>
<td>1.579</td>
</tr>
<tr>
<td>0.25 mm</td>
<td>2393600</td>
<td>1338.37</td>
<td>518425.0</td>
<td>1.762</td>
</tr>
</tbody>
</table>

Figure 11: Resolution of one of the holes in first porous layer

Figure 12 (c) also illustrates the quasi-porous block on which fine scale auxiliary problem is solved. It should be noted that the number of cells in this block are fairly less compared to solving the fine scale problem on the complete filter element. In fact, computing permeability from simulation in a significantly smaller block gives the same results. In the case when all the pleats are of the same size, and the distances between them are equal, it is possible to consider only one smaller block, containing one pleat, to calculate the permeability for this block, and after that to assign this permeability to each coarse cell in the quasi-porous block from 12, which contains all the pleats.

In Table 6, we present the results of solving this problem with the single grid numerical algorithm for two different grid resolutions. The coarse scale is of 1mm size and fine scale resolution is 0.5mm. The results illustrate the extent to which the computational time for solving a complete problem could increase with finer grid resolutions. Almost 100 times more computational
Table 5: Simulation results for channel filter with combi layers (obtained with Subgrid algorithm). \( l \) is the number of additional fluid layers used for auxiliary problems. \( K_{22} \) is the upscaled permeability in flow direction obtained for one of the quasi-porous cells. \( T_{SG} \) is CPU time of preprocessing step. \( T_{total} \) is the total CPU time. \( dP \) is obtained global pressure drop.

<table>
<thead>
<tr>
<th>Scales</th>
<th>( l )</th>
<th>( K_{22} )</th>
<th>( T_{SG} )</th>
<th>( T_{total} )</th>
<th>( dP )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/0.5 mm</td>
<td>1</td>
<td>0.01092</td>
<td>54.8</td>
<td>781.5</td>
<td>1.6919</td>
</tr>
<tr>
<td>1/0.5 mm</td>
<td>2</td>
<td>0.01177</td>
<td>93.4</td>
<td>838.3</td>
<td>1.6289</td>
</tr>
<tr>
<td>1/0.25 mm</td>
<td>1</td>
<td>0.00588</td>
<td>883.3</td>
<td>1502.9</td>
<td>2.3862</td>
</tr>
<tr>
<td>1/0.25 mm</td>
<td>2</td>
<td>0.00863</td>
<td>787.7</td>
<td>1464.8</td>
<td>1.9173</td>
</tr>
<tr>
<td>1/0.25 mm</td>
<td>3</td>
<td>0.00960</td>
<td>993.0</td>
<td>1692.1</td>
<td>1.8101</td>
</tr>
<tr>
<td>1/0.25 mm</td>
<td>4</td>
<td>0.00972</td>
<td>1126.3</td>
<td>1829.4</td>
<td>1.7984</td>
</tr>
</tbody>
</table>

Figure 12: Pleats in the filter on different grids. Fine grid resolves the geometrical shape of the filter and the pleats, whereas the coarse grid does not. Subgrid treats all pleats as a block of filtering medium with upscaled permeability computed using fine scale algorithm.

time is required for a problem that is twice finer in grid resolution. Note that different resolutions result in different geometries. For the coarse grid, not only are the shapes of the pleats not correctly accounted for, but also the inlet and outlet are not separated by the porous medium. In fact, the solution is sought for different geometries and for obvious reasons, the pressure drop on the coarse grid is an over estimation.

<table>
<thead>
<tr>
<th>Grid</th>
<th>( dP ) (mbar)</th>
<th>( T_{SG} )</th>
<th>( T_{total} ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1mm</td>
<td>2700</td>
<td>-</td>
<td>1421</td>
</tr>
<tr>
<td>0.5mm</td>
<td>1874</td>
<td>-</td>
<td>149102</td>
</tr>
<tr>
<td>subgrid-1mm-0.5mm</td>
<td>1760</td>
<td>63580</td>
<td>1420</td>
</tr>
</tbody>
</table>

Table 6: Results for geometries described in Figure 12.

Note that the subgrid algorithm is employed as a preprocessing step for the
single grid algorithm. Moreover, in industry, the subgrid method benefits from the fact that for each fixed geometry, many simulations are done using different physical parameters, such as density, viscosity, inflow velocities etc. for assessing the filter performance. In this case, the subgrid method can be used only once and precomputed upscaled permeabilities for the quasi-porous cells/blocks can be further used in subsequent simulations.

5. Summary

A subgrid method is considered as a computational method for achieving desired accurate solutions for our problem. It is mainly employed for cases where the coarse computational grid is unable to accurately account for the complicated geometry and/or the filter media. The single grid algorithm is used as the building block for solving auxiliary problems on the quasi-porous cells and for solving the global coarse scale problem, with special emphasis based on re-usability of solvers. The method emphasizes on the determination of upscaled quantities for use in subsequent coarse scale global simulations. Fine scale solution is sought only on some quasi-porous cell/s or collectively on a block (a collection of coarse cells). The results were presented for the computer simulation experiments using three dimensional models of oil filters. It is observed that the cell/block permeability is strongly influenced by the resolving grid. The CPU time and memory usage is reduced significantly using the subgrid method with the resulting desired accuracy of the pressure drop, which characterizes the flow through filters.


