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Preface

Tropical geometry

Tropical geometry is a rather new field of mathematics whose general idea is similar to toric geometry: Geometric objects and properties are replaced by combinatorial ones. The connection between classical and tropical geometry is made by various “tropicalization” processes that transform (algebraic or symplectic) geometric objects into polyhedral sets satisfying a so-called balancing condition. The hope is that the polyhedral sets are easier to study and inherit enough properties from the original objects such that the tropical results can be transferred back and lead to new insights in classical geometry. One should mention that throughout this text we use the term “classical” as the opposite of “tropical” to refer to the usual algebraic (or symplectic) geometry — even though, for example, the “classical” theory of Gromov-Witten invariants is not older than 20 years and therefore nearly as modern as tropical geometry.

Tropical methods have proven to be successful in a number of different areas of mathematics, such as (real) enumerative geometry (cf. [M03, IKS04]), symplectic geometry (cf. [Ab06]), number theory (cf. [Gu06]) on the one hand, and combinatorics (cf. [Jo08]), algebraic statistics and computational biology (cf. [PS03]) on the other hand. In this thesis, we follow the combinatorial approach to tropical geometry, i.e. we start with polyhedral complexes and piecewise affine functions and study their properties by means of convex and combinatorial geometry. However, the inspiration for the definitions and statements we prove is due to the classical world — algebraic intersection theory (cf. [Fu84]) in the first chapter, and Gromov-Witten theory in the second chapter.
Preface

Enumerative geometry

The most popular question of classical enumerative geometry is the following: How many complex plane rational curves of given degree $d$ interpolate a generic configuration of points (the number of points is chosen such that we expect a finite number)? As long as two decades ago, this problem was solved only for few and small degrees. It was in 1994 (and inspired by predictions from string theory!) when a breakthrough was made by Kontsevich, who found a recursive formula for these numbers (cf. [KM94]) using intersection theory on the moduli space of stable maps. Based on this spectacular result, a rich theory of stable maps and Gromov-Witten invariants emerged. In particular, mathematicians (and physicists) got interested in “gravitational descendants” (the physical origin is obvious here), natural generalizations of Gromov-Witten invariants provided by imposing not only incidence conditions (such as the mentioned point conditions), but also “Psi-class” conditions. These “Psi-classes” are the first Chern classes of “canonical” line bundles of the moduli space (more precisely, pull backs of the cotangent bundle of the universal family along a section).

It was about ten years later, when Mikhalkin, based on a conjecture of Kontsevich, established a connection between the Gromov-Witten invariants (without Psi-classes) and the count of certain piecewise linear graphs in the plane — and thereby founded tropical geometry as a subject on its own (cf. [Mi03]). These results are based on deformations of the complex structure and other symplectic methods, and had implicit consequences such as the invariance of the tropical counts from the chosen (generic) point configuration. Later on, various attempts were made to understand these consequences without the symplectic methods, but inside tropical geometry (cf. [GM05]).

The results of this thesis

This thesis is devoted to two main topics (accordingly, there are two chapters):

1. We establish a tropical intersection theory with analogue notions and tools as its algebro-geometric counterpart. This includes tropical cycles, rational functions, intersection products of Cartier divisors and cycles, morphisms, their functors and the projection formula, rational equivalence. The most important features of this theory are the following:
• It unifies and simplifies many of the existing results of tropical enumerative geometry (cf. [GM05] and [FM08]), which often contained involved ad-hoc computations.

• It is indispensable to formulate and solve further tropical enumerative problems (cf. [KM06] and chapter 2).

• It shows deep relations to the intersection theory of toric varieties and connected fields (cf. [FS94] and section 1.6).

• The relationship between tropical and classical Gromov-Witten invariants found by Mikhalkin is made plausible from inside tropical geometry.

• It is interesting on its own as a subfield of convex geometry.

2. We study tropical gravitational descendants (i.e. Gromov-Witten invariants with incidence and “Psi-class” factors) and show that many concepts of the classical Gromov-Witten theory such as the famous WDVV equations can be carried over to the tropical world. We use this to extend Mikhalkin’s results to a certain class of gravitational descendants, i.e. we show that many of the classical gravitational descendants of $\mathbb{P}^2$ and $\mathbb{P}^1 \times \mathbb{P}^1$ can be computed by counting tropical curves satisfying certain incidence conditions and with prescribed valences of their vertices. Moreover, the presented theory is not restricted to plane curves and therefore provides an important tool to derive similar results in higher dimensions.

A more detailed chapter synopsis can be found at the beginning of each individual chapter.

This thesis contains material from my (partly published) articles [AR07], [MR08], [AR08] and [R08]. In particular, it contains joint work with Lars Allermann and Hannah Markwig. The contributions of each article are listed at the beginning of each chapter, as well.
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1 Tropical intersection theory

Introduction

Right from the beginning, in the early tropical works on enumerative questions, the need for a powerful tropical intersection theory was vivid. For example, in order to show that the number of rational plane tropical curves through generic points does not depend on the point configuration, a tedious and careful case by case study was necessary in [GM05]. In contrast to this, in the classical algebro-geometric setting such invariance statements usually follow automatically from the use of intersection theory and rational equivalence. More general, the algebro-geometric intersection theory is the indispensable basis of modern enumerative geometry — the main objects, Gromov-Witten invariants and gravitational descendants, cannot even be defined without intersection theory. For these reasons, it is an urgent task to make a tropical intersection theory available that makes tropical geometry more successful with regard to enumerative questions. Therefore the first chapter of this thesis rigorously establishes a useful and general tropical intersection theory.

The first step of this undertaking is to make clear what tropical varieties actually are! Note that the early works of tropical geometry did not even agree on what a tropical curve exactly is. So, first of all, we deal with polyhedral complexes, the balancing condition and the precise definition of a tropical variety, or tropical cycle, as we usually call it (cf. section 1.1). Then we define rational functions and construct their “locus of zeros and poles”. This basic construction leads to a general intersection product between rational functions (or Cartier divisors) and tropical cycles, which satisfies properties such as commutativity, locality, and so on (cf. section 1.2). We then add morphisms to our framework, study the intersection-theoretic functors they define and prove the projection formula which relates these functors to the intersection product (cf. section 1.3). In view of applications in enumerative geometry, we then introduce a concept of rational equivalence and compute the corresponding Chow groups of a vec-
1.1 Tropical cycles

In this first section, we will study in detail the basic geometric objects of tropical geometry, tropical cycles. They are given by polyhedral complexes in a vector space which satisfy the well-known balancing condition. However, as the tropicalization of a classical variety usually only comes as a polyhedral set, without an explicit polyhedral complex fixed, a suitable definition of tropical cycles is necessary. In particular, any refinement of a balanced polyhedral complex describes the same tropical cycle. This causes some technical issues, with which we also deal here.
1.1.1 Polyhedral complexes

In the following, let $\Lambda$ be a free $\mathbb{Z}$-module of finite rank and let $V := \mathbb{R} \otimes \Lambda$ be the associated finite-dimensional vector space. A (non-empty rational convex) polyhedron $\sigma$ is a subset of $V$ whose elements satisfy a finite set of given inequalities of the form $\lambda_i(x) \geq a_i$, where $\lambda \in \Lambda^\vee$ is an integer linear form and $a \in \mathbb{R}$ is a real constant. A face $\tau$ of a polyhedron $\sigma$ is a subpolyhedron obtained by transforming some of the inequalities into equalities. Equivalently, a face is the locus of minimality of a linear form on $\sigma$. The notation is $\tau < \sigma$. The linear subspace generated by a polyhedron $\sigma$ is denoted by $V_\sigma$, the corresponding lattice is $\Lambda_\sigma := V_\sigma \cap \Lambda$. The dimension of $\sigma$ is the dimension of $V_\sigma$ (or the rank of $\Lambda_\sigma$). The relative interior $\text{RelInt}(\sigma)$ of $\sigma$ is the complement of all proper faces of $\sigma$. Equivalently, $\text{RelInt}(\sigma)$ is the topological interior of $\sigma$ considered as a subset in the affine space spanned by $\sigma$. In particular, $\text{RelInt}(\sigma)$ is never empty (if $\sigma$ is not empty).

A polyhedral complex $\mathcal{X}$ is a finite set of polyhedra (also called the cells of $\mathcal{X}$) such that the following two conditions hold:

(a) Any face $\tau$ of a cell $\sigma \in \mathcal{X}$ is again contained in $\mathcal{X}$.

(b) For any pair of cells $\sigma_1, \sigma_2 \in \mathcal{X}$ the intersection $\sigma_1 \cap \sigma_2$ is a common face.

The support $|\mathcal{X}|$ of $\mathcal{X}$ is the union of all polyhedra in $\mathcal{X}$. In the following, all occurring polyhedral complexes are pure-dimensional, which means that all maximal cells have the same dimension. These top-dimensional cells are called facets, the codimension one cells are called ridges, cells of dimension one are called edges or rays and cells of dimension zero are called vertices. The set of all cells of a given dimension $d$ is denoted by $\mathcal{X}^{(d)}$. A fan $\mathcal{F}$ is a polyhedral complex that contains the cell $\{0\}$ and whose cells are all cones.

Example 1.1.1

(a) The easiest example of a polyhedral complex is given by a single polyhedron together with all its faces. Even more special, if $W \subseteq V$ is a subspace (with rational slope), then the one element set $\{W\}$ forms a polyhedral complex, which we will simply denote by $W$ by abuse of notation.

(b) For every non-zero integer affine form $\lambda(x) + a, \lambda \in \Lambda^\vee, a \in \mathbb{R}$ the polyhedral complex

$$\mathcal{H}_{(\lambda,a)} := \left\{ \{x|\lambda(x) + a \geq 0\}, \{x|\lambda(x) + a = 0\}, \{x|\lambda(x) + a \leq 0\} \right\}$$
1.1 Tropical cycles

subdivides $V$ into two half-spaces.

(c) Let $u_1, \ldots, u_r$ be a basis of $\Lambda$ and $u_0 := -u_1 - \cdots - u_r$ (if $\Lambda = \mathbb{Z}^r$, we choose the negatives of the standard basis). For every proper subset $I \subsetneq \{0, \ldots, r\}$ we form the cone $\tau_I$ generated by the vectors $u_i, i \in I$. Now, for every $d \in \{0, \ldots, r\}$ we collect all the cones $\tau_I$ of dimension lower or equal than $d$ (i.e. with $|I| \leq d$) in the set $\mathcal{L}_d^r$. As the faces of a cone $\tau_I$ are precisely the cones $\tau_J, J \subseteq I$ and as $\tau_I \cap \tau_J = \tau_{I \cap J}$, $\mathcal{L}_d^r$ is in fact a polyhedral complex of pure dimension $d$. The following picture shows the case $r = 2$.

\[ \begin{array}{c}
\tau_{\{0,1\}} \\
\tau_{\{1\}} \\
\tau_\emptyset \\
\tau_{\{0\}} \\
\tau_{\{0,2\}} \\
\tau_{\{1,2\}} \\
\tau_{\{2\}}
\end{array} \]

$\mathcal{L}_0^2$ is just a point, $\mathcal{L}_1^2$ will later describe a tropical line and $\mathcal{L}_2^2$ is just a subdivision of $V$.

(d) Let $\mathcal{X}$ and $\mathcal{Y}$ be two polyhedral complexes. Then we define the intersection of $\mathcal{X}$ and $\mathcal{Y}$ to be

$$\mathcal{X} \cap \mathcal{Y} := \{ \sigma \cap \sigma' | \sigma \in \mathcal{X}, \sigma' \in \mathcal{Y} \}.$$ 

It can easily be checked that $\mathcal{X} \cap \mathcal{Y}$ is also a polyhedral complex.

(e) Let $\mathcal{X}$ and $\mathcal{X}'$ be two polyhedral complexes in the vector spaces $V$ resp. $V'$. Then it is obvious that the cartesian product of $\mathcal{X}$ and $\mathcal{X}'$

$$\mathcal{X} \times \mathcal{X}' := \{ \tau \times \tau' | \tau \in \mathcal{X}, \tau' \in \mathcal{X}' \}$$

is also a polyhedral complex (in $V \times V'$) such that $|\mathcal{X} \times \mathcal{X}'| = |\mathcal{X}| \times |\mathcal{X}'|$. In the literature, this construction is often called “direct sum” (cf. [Zi94, definition 7.6]), which we avoid here since we are going to define another sum of polyhedral complexes later.

Let $\mathcal{X}$ and $\mathcal{X}'$ be two polyhedral complexes. We say $\mathcal{X}'$ is a refinement of $\mathcal{X}$, denoted by $\mathcal{X} \triangleleft \mathcal{X}'$, if $|\mathcal{X}'| = |\mathcal{X}|$ and if for all cells $\tau \in \mathcal{X}$ there exists a cell $\tau' \in \mathcal{X}'$ containing $\tau$. Equivalently, every cell of $\mathcal{X}'$ is a union of cells
from $\mathcal{X}$. For two polyhedral complexes $\mathcal{X}$ and $\mathcal{Y}$ with agreeing support $|\mathcal{X}| = |\mathcal{Y}|$, the intersection $\mathcal{X} \cap \mathcal{Y}$ is a common refinement.

Let us have a look at how nice refinements of an arbitrary fan can be. This will be quite useful in the following. A cone $\tau$ in $V = \Lambda \times \mathbb{R}$ is called unimodular if it can be generated by a part of a lattice basis. In other words, we find vectors $v_1, \ldots, v_d \in \Lambda$ such that $\dim(\tau) = d$, $\tau = \mathbb{R}_{\geq 0}v_1 + \ldots + \mathbb{R}_{\geq 0}v_d$ and $\Lambda_{\tau} = \mathbb{Z}v_1 + \ldots + \mathbb{Z}v_d$. In particular, any unimodular cone $\tau$ is simplicial, i.e. can be generated by $\dim(\tau)$ many vectors. A fan $\mathcal{F}$ is called simplicial/unimodular if all its cones are simplicial/unimodular.

**Proposition 1.1.2** (Unimodular refinements)

Let $\mathcal{F}$ be a fan in $V = \Lambda \times \mathbb{R}$. Then there exists a unimodular fan $\mathcal{F}'$ which is a refinement of $\mathcal{F}$ and contains all unimodular cells $\tau$ of $\mathcal{F}$ (i.e. a cone in $\mathcal{X}$ which is already unimodular need not be refined).

**Proof.** This result is well-known in toric geometry where it guarantees the existence of a torus-equivariant resolution of singularities (cf. [Fu93, section 2.6]). As in [Fu93] the proof is only sketched, we give a complete argument here for the reader’s convenience.

The basic construction is to refine $\mathcal{F}$ for a given vector $v \in |\mathcal{F}| \cap \Lambda$ such that the refinement contains the ray $\mathbb{R}_{\geq 0}v$. This works as follows: For any $\tau \in \mathcal{F}$ containing $v$, we remove $\tau$ from $\mathcal{F}$ and instead add the sums of $\mathbb{R}_{\geq 0}v$ with any face of $\tau$ not containing $v$.

It is easy to check that this forms a polyhedral subdivision of $\tau$ and, as the construction agrees on faces of $\tau$ containing $v$, gives a refinement of $\mathcal{F}$ in total.

First, we use this construction to make $\mathcal{F}$ simplicial. We choose a cone $\tau \in \mathcal{F}$ which is of minimal dimension while being not simplicial. This ensures that all faces of $\tau$ simplicial. Then we carry out the above refinement construction for a lattice vector $v \in \text{RelInt}(\tau)$. This means the faces of $\tau$ are maintained while $\tau$ is replaced by cones of the form $\tau' + \mathbb{R}_{\geq 0}v$, $\tau' < \tau$, which are obviously simplicial cones. Inductively this procedure provides a simplicial refinement of $\mathcal{F}$.  
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Now we assume that \( \mathcal{F} \) is simplicial. We can measure the non-unimodularity of a simplicial cone \( \tau \) by the \textit{index} \( \text{ind}(\tau) := [\Lambda_{\tau} : \mathbb{Z}v_1 + \ldots + \mathbb{Z}v_d] \), where the \( v_i \) are primitive lattice vectors generating \( \tau \). Take a \( \tau \in \mathcal{F} \) with maximal index \( \text{ind}(\tau) \) (> 1 if \( \mathcal{F} \) is not unimodular yet). It follows that there exists a non-zero primitive lattice vector \( v \in \Lambda \) with

\[
v = \frac{a_1}{b} v_1 + \ldots + \frac{a_d}{b} v_k \in \Lambda
\]

for suitable integers \( b \in \mathbb{Z} \setminus \{ 0 \} \), \( 0 \leq a_i < b \). We refine \( \mathcal{F} \) along \( v \) and get new cones, for example \( \tau_d = \mathbb{R}_{\geq 0} v_1 + \ldots + \mathbb{R}_{\geq 0} v_{d-1} + \mathbb{R}_{\geq 0} v_d \), if \( a_d \neq 0 \). Now it follows from

\[
\mathbb{Z}v_1 + \ldots + \mathbb{Z}v_{d-1} + \mathbb{Z}a_d v_d = \mathbb{Z}v_1 + \ldots + \mathbb{Z}v_{d-1} + \mathbb{Z}bv
\]

that \( \text{ind}(\tau_d) = (a_d/b) \text{ind}(\tau) < \text{ind}(\tau) \). As for any face \( \tau' \) of \( \tau_d \) we obviously have \( \text{ind}(\tau') \leq \text{ind}(\tau_d) \), we can conclude that all “new” cones of our refinement have strictly lower index, and therefore by repeating the process we will eventually end up with a unimodular refinement. Note also that we have not refined any unimodular cone of \( \mathcal{F} \) (as \( v \) can only lie in cones which are not unimodular).

1.1.2 Balancing condition

We now want to describe what makes a polyhedral complex “tropical”. This is the so-called balancing condition, whose precise formulation needs the following preliminaries:

Whenever \( \tau \) is a codimension one face of \( \sigma \), we define the \textit{primitive generator} \( u_{\sigma/\tau} \) of \( \sigma \) \textit{modulo} \( \tau \) to be the element in \( \Lambda/\Lambda_{\tau} \) with the following properties:

- \( u_{\sigma/\tau} \) generates the ray \( \bar{\sigma} \), i.e. \( \bar{\sigma} = \mathbb{R}_{\geq 0} u_{\sigma/\tau} + \bar{\tau} \), where \( \bar{\sigma} \) and \( \bar{\tau} \) are the images of \( \sigma \) and \( \tau \) under the quotient map \( V \to V/V_{\tau} \).

- \( u_{\sigma/\tau} \) is primitive, i.e. \( \mathbb{Z}u_{\sigma/\tau} = \Lambda_{\sigma}/\Lambda_{\tau} \).

Representatives of \( u_{\sigma/\tau} \) in \( V \) are usually called \textit{primitive representatives of} \( \sigma \) \textit{modulo} \( \tau \) and denoted by \( v_{\sigma/\tau} \). For a lattice vector \( v_{\sigma/\tau} \in \Lambda \), this is equivalent to

- \( v_{\sigma/\tau} \) points from \( \tau \) towards \( \sigma \), i.e. if \( \lambda \) is a linear form whose minimal locus on \( \sigma \) is \( \tau \), then \( \lambda(v_{\sigma/\tau}) > 0 \).
• $v_{\sigma/\tau}$ generates $\sigma$ modulo $\tau$ primitively, i.e. $\mathbb{Z}v_{\sigma/\tau} + \Lambda_{\tau} = \Lambda_{\sigma}$.

A polyhedral complex is called weighted if it is equipped with a weight function $\omega_{\mathcal{X}} : \mathcal{X}(\dim(\mathcal{X})) \to \mathbb{Z}$ that assigns an integer weight to every facet. Note that we allow weight 0 for notational reasons. In practice, only the non-zero part $\text{NZ}(\mathcal{X}) := \{\tau | \tau < \sigma \text{ for some } \sigma \text{ with } \omega_{\mathcal{X}}(\sigma) \neq 0\}$ is the important part of $\mathcal{X}$. In this sense, we define the support $|\mathcal{X}|$ of a weighted polyhedral complex to be $|\mathcal{X}| := |\text{NZ}(\mathcal{X})|$. Moreover, we extend the definition of refinements $\mathcal{X} \prec \mathcal{X}'$ to possibly weighted complexes by replacing a weighted one by its non-zero part. In this situation, if $\mathcal{X}$ is weighted but $\mathcal{X}'$ is not, we get an induced weight function $\omega_{\mathcal{X}'}$ assigning to every facet $\sigma$ of $\mathcal{X}'$ the weight of the unique facet of $\mathcal{X}$ containing $\sigma$.

Now we are ready to formulate the balancing condition:

**Definition 1.1.3 (Balancing condition)**
Let $\mathcal{X}$ be a weighted polyhedral complex of dimension $d$. We call $\mathcal{X}$ balanced if for every ridge $\tau \in \mathcal{X}^{(d-1)}$ the following balancing condition holds: The weighted sum of the primitive generators of all facets $\sigma$ around $\tau$ vanishes (modulo $V_{\tau}$), i.e.

$$\sum_{\sigma \in \mathcal{X}^{(d)}_{\tau < \sigma}} \omega(\sigma)v_{\sigma/\tau} = 0 \in V/V_{\tau},$$

or, in terms of primitive representatives:

$$\sum_{\sigma \in \mathcal{X}^{(d)}_{\tau < \sigma}} \omega(\sigma)v_{\sigma/\tau} \in V_{\tau}.$$

**Example 1.1.4** (a) In the following, a subspace $W \subseteq V$ is always understood to be weighted with global weight $\omega(W) = 1$. As no ridge exists in this case, the balancing condition is trivially fulfilled and $W$ is a balanced polyhedral complex.

(b) Let $\lambda(x) + a$ be an integer affine form and let $\mathcal{H}_{(\lambda,a)} = \{\sigma_\geq, \tau_\geq, \sigma_\leq\}$ be the associated half-space subdivision of $V$. In this case, a primitive representative $v_{\sigma_\geq/\tau_\geq}$ is a vector satisfying $\lambda(v_{\sigma_\geq/\tau_\geq}) = 1$ (resp. $\lambda(v_{\sigma_\leq/\tau_\geq}) = -1$). Hence the two primitive generators are opposite to each other and if we use the weights $\omega(\sigma_\geq) = \omega(\sigma_\leq) = 1$, $\mathcal{H}_{(\lambda,a)}$ is balanced. However, this balanced complex is going to be identified with $V$ in the next subsection.
(c) Recall our polyhedral complexes $L_d^r$ from example 1.1.1(c). Again we weight every facet $\tau_I, |I| = d$ with $\omega(\sigma_I) = 1$. Note that if $\tau_J$ is a ridge of $\tau_I$ (i.e. $I \setminus J = \{k\}$), then a primitive representative of $\tau_I$ modulo $\tau_J$ is given by $u_k$. So the weighted sum around $\tau_J$ equals $\sum_{k \in J} u_k = -\sum_{k \in J} u_k \in V_{\tau_J}$ and therefore $L_d^r$ is also balanced. The following picture illustrates the one-dimensional examples $L_1^1, L_2^1$ and $L_3^1$, where the balancing condition is satisfied around $\{0\}$.

(d) Let $\mathcal{X}$ and $\mathcal{X}'$ be two balanced polyhedral complexes in the vector spaces $V$ resp. $V'$. A facet of $\mathcal{X} \times \mathcal{X}'$ is given as the cartesian product $\sigma \times \sigma'$ of two facets of $\mathcal{X}$ and $\mathcal{X}'$ respectively and we can define the weight function

$$\omega_{\mathcal{X} \times \mathcal{X}'}(\sigma \times \sigma') = \omega_\mathcal{X}(\sigma) \cdot \omega_\mathcal{X}'(\sigma').$$

Then $\mathcal{X} \times \mathcal{X}'$ is also balanced, as a ridge of $\mathcal{X} \times \mathcal{X}'$ is given by $\tau \times \sigma'$ or $\sigma \times \tau'$ (dimensions are understood) and the sum of weighted primitive generators equals $\omega_{\mathcal{X}'}(\sigma')$ (resp. $\omega_\mathcal{X}(\sigma)$) times the sum around $\tau$ (resp. $\tau'$).

1.1.3 Tropical cycles

As we will see in section 1.6 the tropicalization of an algebraic variety equals the support of balanced polyhedral complexes. However, in general the tropicalized variety does not fix one specific polyhedral complex, but only the underlying set. Let us make the appropriate definitions.

A (pure-dimensional) polyhedral set $X$ in $V$ is the union of finitely many polyhedra $X = \sigma_1 \cup \ldots \cup \sigma_n \subseteq V$ of equal dimension. Obviously, the support of a polyhedral complex is a polyhedral set. The other way around, a (weighted) polyhedral complex $\mathcal{X}$ whose (weighted) support equals $X$ is called a (weighted) polyhedral structure of $X$. 

\[ \]
Lemma 1.1.5
Every polyhedral set $X$ admits a polyhedral structure $\mathcal{X}$.

Proof. Assume $X = \sigma_1 \cup \ldots \cup \sigma_n$, where each polyhedron $\sigma_i$ is given by a finite set $E_i$ of inequalities, and let $E := \bigcup_{i=1}^n E_i$ be the union of all these inequalities. For each inequality $\lambda(x) + a \geq 0$ in $E$, we consider the polyhedral complex $\mathcal{H}_{(\lambda,a)}$ which subdivides $V$ into two affine half-spaces (cf. example 1.1.1 (b)). Now we form the intersection of all these complexes $\mathcal{H}_{(\lambda,a)}$, where $(\lambda,a)$ runs through $E$, obtaining a new polyhedral complex $\mathcal{H}$. Obviously, every $\sigma_i$ is a union of cells in $\mathcal{H}$ and therefore

$$\mathcal{X} := \{ \tau \in \mathcal{H} | \tau \subseteq X \}$$

is a polyhedral structure of $X$.

Remark 1.1.6
In fact, this lemma is not very important as in the following most polyhedral sets will come as the support of a polyhedral complex. However, the construction used in the proof will be useful several times (e.g. in the next remark). One should also note that in general a polyhedral set does not have a well-defined minimal or otherwise canonical polyhedral structure. The following picture illustrates the problem, even though the displayed polyhedral set is not pure-dimensional.

A pure-dimensional example is given by two 2-planes in $\mathbb{R}^4$ which intersect in a point.

Remark 1.1.7
Let $Y$ and $X$ be two polyhedral sets such that $Y \subseteq X$. Then the construction of the previous lemma applied to the polyhedral set "$X \cup Y$" shows that there exist polyhedral structures $\mathcal{Y}$ of $Y$ and $\mathcal{X}$ of $X$ such that $\mathcal{Y} \subseteq \mathcal{X}$.

Now we are ready to define the basic geometric objects, namely tropical cycles.
1.1 Tropical cycles

Definition 1.1.8 (Tropical cycles)
A tropical cycle $X$ in $V$ is a polyhedral set together with a balanced weighted polyhedral structure $\mathcal{X}$. We identify two such structures $\mathcal{X}$ and $\mathcal{Y}$ if the induced weight functions on the common refinement $\mathcal{X} \cap \mathcal{Y}$ agree.

To avoid conflicts, we use the notation $|X|$ when we want to consider the polyhedral set without the additional structure (and call it the support of $X$, as well).

A tropical fan $F$ is a tropical cycle whose support $|F|$ is a cone in the general meaning that for every vector $v \in |F|$ the whole ray $\mathbb{R}_{\geq}v$ is contained in $|F|$.

Before we make some remarks concerning this definition, we prove a technical lemma which enlarges our available choice of polyhedral structures.

Lemma 1.1.9
Let $X$ be a tropical cycle of dimension $d$. Then for every unweighted polyhedral complex $\mathcal{Y}$ of dimension $d$ with $|X| \subseteq |\mathcal{Y}|$ there exists a canonical weight function on $\mathcal{Y}$ (possibly with zeros) such that $\mathcal{Y}$ becomes a balanced weighted polyhedral structure of $X$.

Proof. Let $\mathcal{X}$ be a balanced weighted polyhedral structure for $X$. Applying the construction of lemma [1.1.5] to the polyhedral set

$$|\mathcal{Y}| = \bigcup_{\tau \in \mathcal{X} \cup \mathcal{Y}} \tau,$$

we obtain a refinement $\mathcal{Y}'$ of $\mathcal{Y}$ with induced weight function

$$\omega_{\mathcal{Y}'}(\sigma) = \begin{cases} 0 & \text{if } \sigma \not\subseteq |X|, \\ \omega_{\mathcal{X}}(\sigma') & \text{if } \sigma \subseteq |X|, \end{cases}$$

where in the second case $\sigma'$ is the unique facet of $\mathcal{X}$ containing $\sigma$. Obviously this definition makes $\mathcal{Y}'$ into a balanced weighted polyhedral structure of $X$. We carry this over to $\mathcal{Y}$ by defining the weight of a facet $\sigma$ of $\mathcal{Y}$ to be $\omega_{\mathcal{Y}}(\sigma) := \omega_{\mathcal{Y}'}(\sigma')$, where $\sigma'$ is a facet of $\mathcal{Y}'$ contained in $\sigma$. It remains to check that, if we choose another facet $\sigma'' \in \mathcal{Y}'$ contained in $\sigma$, the weights agree. This follows from the fact that two such facets are connected along other facets in $\sigma$ via ridges intersecting the interior of $\sigma$ (as $\text{RelInt}(\sigma)$ cannot become disconnected by removing a polyhedral set of codimension 2). Thus we can assume that $\sigma'$ and $\sigma''$ intersect in a ridge $\tau \in C'$ which intersects the interior of $\sigma$. But this implies that $\sigma'$ and $\sigma''$ are the only
facets in \(\mathcal{Y}'\) containing \(\tau\) and that their primitive generators have opposite
directions. Then the balancing condition ensures that the weights of \(\sigma\) and
\(\sigma'\) agree. Therefore our definition of the weight function \(\omega_{\mathcal{Y}}\) is well-defined
and features the desired properties.

\textbf{Remark 1.1.10}  (a) The previous lemma justifies that in the following we
call any such \(\mathcal{Y}\) with induced weight function a polyhedral structure
of \(X\) (omitting “balanced weighted”).

(b) For most of the following constructions with tropical cycles, the choice
of a polyhedral structure \(\mathcal{X}\) of \(X\) is necessary. Note that, in order to
show that the construction does not depend on this choice, it suffices
to show this for refinements of \(\mathcal{X}\) (with induced weight function).
This is because any two polyhedral structures of \(X\) admit a common
refinement.

(c) Let \(X\) be a tropical cycle. \(X\) is a tropical fan as defined above if and
only if the polyhedral structure of \(X\) can be chosen to be a fan (which
is then called a \textit{fan structure of } \(X\)). To see this, let \(X\) be a tropical
fan and therefore \(|X|\) a (general) cone given as the union of polyhedra
\(|X| = \sigma_1 \cup \ldots \cup \sigma_n\). Then every polyhedron \(\sigma_i\) can be replaced by the
cone spanned by \(\sigma_i\) over 0. Thus, we can assume that all \(\sigma_i\) are cones.
In this case, the construction of lemma \[1.1.5\] provides a polyhedral
structure \(\mathcal{X}\) of \(X\) only containing cones. We can also assume that
\(\{0\}\) is contained in \(\mathcal{X}\) (if not, we intersect with an arbitrary complete
fan). Thus \(\mathcal{X}\) is a fan as claimed.

\textbf{Example 1.1.11}
All weighted complexes occurring in example \[1.1.4\] are balanced and there-
fore define tropical cycles. However, we can use different polyhedral struc-
tures in all cases as well.

- In \((a)\) and \((b)\) two different polyhedral structures of the polyhedral
set \(V\) are given, where the latter one is in general \textit{not} a fan structure.
In fact, a third polyhedral structure is given by \(\mathcal{L}_d^\ast\) from \((c)\). The
associated tropical fan is denoted by \(V\) (resp. \(W\) in \((a)\)) as well.

- The tropical fans defined by the balanced polyhedral complexes \(\mathcal{L}_d^\ast\) in
\((c)\) are denoted by \(L_d^\ast\) and called \textit{(degenerated) tropically linear spaces}.

- Let \(X\) and \(X'\) be tropical cycles in \(V\) and \(V'\) respectively and choose
arbitrary polyhedral structures \(\mathcal{X}\) and \(\mathcal{X}'\). In \((d)\) we defined the bal-
anced polyhedral complex $\mathcal{X} \times \mathcal{X}'$. The associated tropical cycle is denoted by $X \times Y$ and is called the cartesian product of $X$ and $Y$. If we choose refinements of $\mathcal{X}$ and $\mathcal{X}'$ instead, the construction provides an refinement of $\mathcal{X} \times \mathcal{X}'$ with compatible weights, hence the previous remark shows that the definition of $X \times Y$ does not depend on the choice of polyhedral structures.

There are some reasons why tropical cycles are called cycles and not varieties.

Contra variety: Not every tropical cycle can be obtained as the tropicalization of an algebraic variety. In particular, via valuation no negative weights can occur. We will deal with this more precisely in section 1.6. Therefore one might like to give the term “variety” a more restrictive meaning, e.g. requiring non-negative weights.

Pro cycle: As we will see in the following, tropical cycles are not only geometric objects but also the basic elements for intersection theory, as the classical cycles. A first example might be the following construction of the sum of two tropical cycles.

**Definition 1.1.12 (Sums of cycles, subcycles)**

Let $X$ and $Y$ be two tropical cycles in $V$. By lemma 1.1.9, a polyhedral structure $\mathcal{Z}$ of the union $|X| \cup |Y|$ carries the two weight functions $\omega_X$ induced by $X$ and $\omega_Y$ induced by $Y$. Obviously, the sum $\omega_X + \omega_Y$ still satisfies the balancing condition. We define the sum $X + Y$ to the tropical cycle determined by $\mathcal{Z}$ with weight function $\omega_X + \omega_Y$. Note that the support of $X + Y$ is in general only a subset of $|X| \cup |Y|$, as some weights might add up to zero.

We call a tropical cycle $Y$ a subcycle of $X$ if $|Y| \subseteq |X|$. Note that by remark 1.1.7 there exist polyhedral structures $\mathcal{Y}$ of $Y$ and $\mathcal{X}$ of $X$ such that $\mathcal{Y} \subseteq \mathcal{X}$. The set of $d$-dimensional tropical cycles contained in a given cycle $X$ is denoted by $Z_d(X)$ and forms a group with respect to the sum constructed above (we always include $\emptyset$ as neutral element). In particular, $Z_d(V)$ is the group of all $d$-dimensional cycles in $V$.

**Example 1.1.13**

For all $d < e \leq r$, the tropical fan $L^r_d$ is a subcycle of $L^r_e$. 
1.1.4 Minkowski weights

Let us now describe in which sense tropical cycles appear in toric geometry. The main reference for this is [FS94].

Definition 1.1.14 (Ω-directional cycles)
Let Ω be a complete fan in $V$ (i.e. $|\Omega| = V$). A tropical fan $F$ is called Ω-directional if $|F| \subseteq |\Omega^{(\dim F)}|$. In this case, by lemma 1.1.9 we get an induced weight function on $\Omega^{(\dim F)}$ such that $\Omega^{(\leq \dim F)}$ is a polyhedral structure of $F$. We denote by $Z_d(\Omega) := Z_d(|\Omega^{(d)}|)$ the group of all $d$-dimensional Ω-directional tropical fans.

Now let us fix a complete fan $\Omega$ in $V$ and let $X := X(\Omega)$ be the associated compact toric variety. In [FS94, section 2], the authors introduce $d$-dimensional Minkowski weights, which are weight functions $\omega$ on $\Omega^{(d)}$ satisfying for any ridge $\tau \in \Omega^{(d-1)}$ and any linear form $\lambda \in \Lambda^\perp_{\tau}$ the equation

$$\sum_{\substack{\sigma \in \Omega^{(d)} \\ \tau < \sigma}} \omega(\sigma) \lambda(u_{\sigma/\tau}) = 0. \quad (1.1)$$

Of course, this equation is satisfied for all $\lambda \in \Lambda^\perp_{\tau}$ if and only if

$$\sum_{\substack{\sigma \in \Omega^{(d)} \\ \tau < \sigma}} \omega(\sigma) u_{\sigma/\tau} = 0 \in V/V_{\tau},$$

which is precisely our well-known balancing condition. Thus the Minkowski weight $\omega$ defines an Ω-directional tropical cycle $X_\omega \in Z_k(\Omega)$. The other way around, every Ω-directional cycle defines a Minkowski weight. Therefore we can reformulate [FS94, theorem 2.1] as follows:

Theorem 1.1.15 (Tropical cycles and toric cohomology classes)
Let $\Omega$ be a complete fan in $V$ of dimension $r$. The Chow cohomology group $A^{r-d}(X)$ of the toric variety $X = X(\Omega)$ is canonically isomorphic to the group of $d$-dimensional tropical cycles contained in $|\Omega^{(d)}|$ (for all $d$), i.e.

$$A^{r-d}(X) \cong Z_d(\Omega).$$

We will often take the opposite point of view and fix a tropical fan $F$ instead of $\Omega$. Then the following reformulation is more appropriate:

Corollary 1.1.16
Let $X$ be a tropical fan of dimension $d$. Then for any complete fan $\Omega$ with
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$|X| \subseteq |\Omega^{(d)}|$, $X$ induces a cohomology class of $X := X(\Omega)$ of dimension $d$, denoted by $\gamma_X \in A^{r-d}(X)$.

Let $\gamma$ be a cohomology class of $X$ of codimension $r-d$. The isomorphism of theorem 1.1.15 is given by the weight function

$$\omega_\gamma : \Omega^{(d)} \rightarrow \mathbb{Z},$$

$$\sigma \mapsto \deg(\gamma \cap [V(\sigma)]),$$

where $V(\sigma)$ denotes the closure of the orbit associated to $\sigma$ in $X$. In other words, the weight of the facet $\sigma$ in the tropical fan $X_\gamma$ corresponding to $\gamma$ is given by the degree of the intersection of $\gamma$ with the orbit closure $V(\sigma)$. Theorem 1.1.15 then follows from the fact that $A_k(X)$ is generated by the orbit closures $V(\sigma)$ and that the Kronecker duality homomorphism

$$D_X : A^k(X) \rightarrow \text{Hom}(A_k(X), \mathbb{Z})$$

$$\gamma \mapsto (\alpha \mapsto \deg(\gamma \cap \alpha))$$

is an isomorphism in the case of complete toric varieties. The balancing condition of $X_\gamma$ can be checked as follows. Let $\tau$ be a cell of dimension $d-1$ and $\lambda \in \Lambda^\perp_\tau$. Then $\lambda$ defines a rational function $x^\lambda$ on the toric variety $V(\tau)$ and its associated Weil divisor (cf. [FS94, section 3.3]) is

$$\text{div}(x^\lambda) = \sum_{\sigma \in \Omega^{(d)} \atop \tau < \sigma} \lambda(u_{\sigma/\tau}) \cdot [V(\sigma)].$$

This expression gives a relation on $A_{r-d}(X)$ and therefore must be zero when capped with $\gamma$. This precisely gives the balancing condition 1.3 mentioned at the beginning of this subsection.

1.2 Cartier and Weil divisors

The goal of this section is to define rational functions and compute their Weil divisors of zeros and poles, i.e. a tropical cycle of codimension 1 that reflects the behaviour of the function. This leads to a general intersection product of rational functions/Cartier divisors and tropical cycles. We also relate this intersection product to the cup-product of a cohomology class and a Cartier divisor on a toric variety. Finally, we have a look at convex functions, the tropical version of regular functions, and irreducible cycles.
1.2.1 Rational functions

In the previous section we defined the basic geometric objects, namely tropical cycles. We now move forward by equipping these geometric objects with an appropriate class of functions. This class is basically given by “piecewise (affine) linear” functions.

First, to make things simpler in the following, let us specify a polyhedral kind of open sets. Let $X$ be a tropical cycle in $V$. An open set $U \subseteq |X|$ is called polyhedral open if, for a suitable polyhedral structure $\mathcal{X}$, $U$ is the union of the relative interiors of a choice of cells $S \subseteq \mathcal{X}$, i.e.

$$U = \bigcup_{\tau \in S} \text{RelInt}(\tau).$$

For any $\tau \in \mathcal{X}$ we define the (polyhedral open) neighbourhood of $\tau$ by

$$U(\tau) := \bigcup_{\sigma \in \mathcal{X}, \tau \prec \sigma} \text{RelInt}(\sigma).$$

Note that $U(\tau)$ does not contain $\tau$ but its relative interior. A set $U$ is polyhedral open if and only if for any $\tau \in \mathcal{X}$ with $\text{RelInt}(\tau) \subseteq U$, the neighbourhood $U(\tau)$ is contained in $U$ (for a fine enough polyhedral structure $\mathcal{X}$). Finite intersections and unions of polyhedral open sets are again polyhedral open, as the involved polyhedral structures have a common refinement. Of course, the polyhedral open sets (still) generate the usual euclidean topology of $|X|$.

**Definition 1.2.1 (Rational functions)**

Let $X$ be a tropical cycle in $V$ and let $U \subseteq |X|$ be a polyhedral open set. A function $\varphi : U \to \mathbb{R}$ is called a rational function on $U$ if there exists a polyhedral structure of $X$ providing $U$ as union of relative interiors and such that $\varphi$ is integer affine on each cell $\tau$ intersecting $U$. Here, integer affine means that $\varphi_{|\tau}$ is the sum of an integer linear form $\lambda \in \Lambda_{\mathbb{Z}}^\vee$ and a real constant. This $\lambda$ is uniquely fixed by $\varphi$ and is called the linear part of $\varphi$ on $\tau$, also denoted by $\varphi_{|\tau} := \lambda$. The polyhedral set of points in $U$ where $\varphi$ is not locally affine is called the support of $\varphi$ and denoted by $|\varphi|$. The group (with respect to addition) of all rational functions on $U$ is denoted by $\text{Rat}(U)$ (where we omit the absolute value bars if $U = |X|$).

A rational function $\varphi$ on a tropical fan $F$ is called a fan function if it is linear on any ray $\mathbb{R}_{\geq 0}v, v \in |X|$. Equivalently, $\varphi(0) = 0$ and the polyhedral structure on whose cells $\varphi$ is affine (resp. linear) can be chosen to be a fan.
Example 1.2.2  (a) Let $X$ be a subcycle of $Y$. Then the restriction of any rational function on $Y$ to $X$ is again a rational function (cf. next remark).

(b) Every affine form $\lambda(v) + a$ is a rational function on $V$ (and every subcycle). If $a = 0$, it is a fan function.

(c) Let $\varphi, \psi$ be two rational functions on $X$. Then $\max\{\varphi, \psi\}$ and $\min\{\varphi, \psi\}$ are rational functions again. Indeed, if $\mathcal{X}$ is a polyhedral structure of $X$ on whose cells $\varphi$ and $\psi$ are affine, then for every cell $\tau \in \mathcal{X}$ the equation $\varphi = \psi$ can be described by an affine form $\alpha_\tau$. Take the intersection of $\mathcal{X}$ with all the half-space subdivisions $\mathcal{H}_{\alpha_\tau}$, then $\max\{\varphi, \psi\}$ and $\min\{\varphi, \psi\}$ are affine on the cells of this refinement of $\mathcal{X}$. This can be repeated to show that $\max\{\varphi_1, \ldots, \varphi_l\}$ and $\min\{\varphi_1, \ldots, \varphi_l\}$ are rational functions as well.

(d) Let $S \subseteq \Lambda^\vee$ be a finite choice of linear forms and let $a_\lambda, \lambda \in S$ be some real constants. This defines a tropical Laurent polynomial $f : V \to \mathbb{R}$ by

$$f(v) = -\min_{\lambda \in S}\{\lambda(v) + a_\lambda\}.$$  

The choice of $-\min$ (instead of $\max$ or $\min$) is due to the compatibility with the valuation approach (cf. section 1.6).

(e) Let $\Omega$ be a unimodular fan. Then the assignment of a value $v_\varrho$ to the primitive generator of each ray $\varrho \in \Omega^{(1)}$ induces a rational function on $|\Omega|$ by linear extension on all cells of $\Omega$. In particular, we define $\varphi_\varrho$ to be the unique rational function which satisfies $\varphi_\varrho(v_\varrho/|\varrho|) = 1$ and is identically zero on all other rays. Obviously, these functions form a basis for all fan functions which are linear on the cones of $\Omega$.

Remark 1.2.3

Let us note an important difference to the case of classical rational functions on algebraic varieties. Our functions are by definition tropically non-zero as the “zero” element of tropical arithmetics $-\infty$ is not even contained in the value set of our functions. Even if we changed our definition such that the value $-\infty$ is allowed, this would not really make sense. At best, we would add the constant $-\infty$-function (on connected components). This has a strange consequence: A tropical rational function cannot get “zero” when restricted to a subcycle. Instead, for any subcycle the restriction is again a “non-zero” rational function according to the definition. As we will
see later, this makes sure that we can define intersection products without passing to classes of rational equivalence, unlike in the classical case. But first, in order to construct intersection products one needs to know what the locus of zeros and poles of a rational function is, and this seems to be difficult if “zero” is not attained at all. We will see in the following how this can be managed.

Again, let us mention the connections to toric geometry (see for example [Fu93, section 3.4]):

**Theorem 1.2.4** (Rational functions and toric Cartier divisors)

Let $X$ be the toric variety induced by a fan $\Omega$. Then there is a canonical isomorphism between the group of torus-equivariant Cartier divisors of $X$ and the group of fan functions $\varphi$ on $\Omega$ (i.e. $\varphi$ is linear on every cone $\sigma \in \Omega$, denoted by $\varphi \in \text{Rat}(\Omega)$),

$$\text{Div}_T(X) \cong \text{Rat}(\Omega).$$

This isomorphism works as follows. Let $\varphi$ be a fan function linear on the cones of $\Omega$. For every $\tau \in \Omega$ we choose an extension of $\lambda_\tau \in \Lambda^\vee$ of $\varphi_\tau$. Each such $\lambda_\tau$ defines a rational function $x^{\lambda_\tau}$ on $X$ and therefore also on the affine open subset $U_\tau = \text{Spec}(K[\tau^\vee])$ of $X$. We form the Cartier divisor

$$\left\{ (U_\tau, x^{\lambda_\tau}), \tau \in \Omega \right\},$$

and this is well-defined and does not depend on the choice of the extension $\lambda_\tau$. This follows from the fact that the differences of different choices as well as the differences on the overlaps $U_\tau = U_{\sigma_1} \cap U_{\sigma_2}$ with $\tau = \sigma_1 \cap \sigma_2$ are given by rational functions $x^\lambda, \lambda \in \tau^\perp$, which are invertible in $K[\tau^\vee]$ and thus regular invertible on $U_\tau$. Note that in comparison to [Fu93, section 3.4], our mapping between tropical rational functions and classical Cartier divisors differs by a minus sign, i.e. the rational function $\psi_D$ associated to a torus equivariant Cartier divisor in [Fu93, section 3.4] is the negative of ours (cf. the minus sign in our definition of a tropical polynomial).

**1.2.2 The zeros and poles of a rational function**

Now we turn our attention towards the locus of zeros and poles of a given rational function. As mentioned above, this is not straightforward because the respective values $-\infty$ and $\infty$ are not attained by our functions. A first idea how to deal with this is given by Kapranov’s theorem [EKL04].
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It considers the case where the rational function is a tropical polynomial \( f \) and proves that the zero locus of this function is its locus of non-linearity \(|f|\), together with weights that measure the change of slope of \( f \) at this locus. This can be visualized by considering the graph of the function \( f \) in \( V \times \mathbb{R} \), which gives us another idea how to define the zeros (or poles) of a rational function: The graph of a rational function is usually not a tropical cycle itself as at the locus of non-linearity the balancing condition might fail. But this deficiency can be removed by adding some cells to the graph in a canonical way, and this procedure reveals the zeros and poles of the rational function. Let us make this precise.

**Construction 1.2.5** (Zeros and poles of a rational function)

Let \( X \) be a tropical cycle of dimension \( d \) and let \( \varphi \) be a rational function on \( X \). We fix a polyhedral structure \( \mathcal{X} \) on whose cells \( \varphi \) is affine and denote by \( \tilde{\tau} \) the polyhedron in \( V \times \mathbb{R} \) obtained as the graph of \( \varphi|_\tau \), i.e. \( \tilde{\tau} = \{(v, \varphi(v)) | v \in \tau \} \). Then a polyhedral structure of the graph of \( \varphi \) in \( |X| \times \mathbb{R} \) is given by \( \tilde{\mathcal{X}} = \{\tilde{\tau} | \tau \in \mathcal{X}\} \), and this polyhedral complex can be canonically weighted via \( \tilde{\omega}(\tilde{\sigma}) := \omega(\sigma) \).

Now let us check the balancing condition around a ridge \( \tilde{\tau} \) of \( \tilde{\mathcal{X}} \). Let \( \sigma \) be a facet containing \( \tau \) and let \( v_{\sigma/\tau} \in \Lambda \) denote a primitive representative. Then, by definition, \((v_{\sigma/\tau}, \varphi_\sigma(v_{\sigma/\tau})) \in \Lambda \times \mathbb{Z} \) is a primitive representative of \( \tilde{\sigma} \) modulo \( \tilde{\tau} \). Therefore the weighted sum of these primitive representatives around \( \tilde{\tau} \) gives

\[
\sum_{\tilde{\sigma} \in \tilde{\mathcal{X}} \atop \tilde{\tau} < \tilde{\sigma}} \tilde{\omega}(\tilde{\sigma})(v_{\sigma/\tau}, \varphi_\sigma(v_{\sigma/\tau})) = \left( \sum_{\sigma \in \mathcal{X} \atop \tau < \sigma} \omega(\sigma) v_{\sigma/\tau}, \sum_{\sigma \in \mathcal{X} \atop \tau < \sigma} \omega(\sigma) \varphi_\sigma(v_{\sigma/\tau}) \right). \tag{1.2}
\]

From the balancing condition of \( \mathcal{X} \) it follows that the vector

\[
v := \sum_{\sigma \in \mathcal{X} \atop \tau < \sigma} \omega(\sigma) v_{\sigma/\tau} \in V_{\tau}
\]

lies in \( V_{\tau} \) and therefore \((v, \varphi_\tau(v)) \) lies in \( V_{\tau} \). We conclude that modulo \( V_{\tau} \) our sum \(1.2\) equals

\[
\left(0, \sum_{\sigma \in \mathcal{X} \atop \tau < \sigma} \omega(\sigma) \varphi_\sigma(v_{\sigma/\tau}) - \varphi_\tau(v) \right) \in V \times \mathbb{R}.
\]
So our first observation is that, due to the fact that in general \( \phi \) is not affine (locally around \( \tilde{\tau} \)), the balancing condition fails at \( \tilde{\tau} \). On the other hand, it is easy to see how we can make \( \tilde{X} \) balanced. We add the cone \( \eta(\tau) := \tilde{\tau} + (\{0\} \times \mathbb{R}_{\leq 0}) \) with weight

\[
\omega(\eta(\tau)) = \sum_{\sigma \in \mathcal{X} \atop \tau < \sigma} \omega(\sigma) \varphi_\sigma(v_{\sigma/\tau}) - \varphi_\tau(\sum_{\sigma \in \mathcal{X} \atop \tau < \sigma} \omega(\sigma)v_{\sigma/\tau}).
\] (1.3)

As obviously \( (0, -1) \in V \times \mathbb{R} \) is a primitive representative of \( \eta(\tau) \) modulo \( \tilde{\tau} \), the above calculation shows that now the balancing around \( \tilde{\tau} \) holds.

We can do this for all ridges, i.e. we can form the polyhedral complex

\[
\tilde{\mathcal{X}} := \tilde{\mathcal{X}} \cup \{ \eta(\tau) | \tau \in \tilde{\mathcal{X}} \setminus \tilde{\mathcal{X}}^{(d)} \}
\]

and define the weights of the new facets by formula 1.3. \( \tilde{\mathcal{X}} \) can be regarded as the tropical closure of \( \tilde{\mathcal{X}} \), even though such a notion does not exist in general. Now “intersection with \( V \times \{ -\infty \} \)” provides us with a weighted polyhedral subcomplex of \( \mathcal{X} \) of codimension 1 which is a good candidate for the locus of zeros and poles of \( \varphi \). Here “intersection with \( V \times \{ -\infty \} \)” means that for each \( \eta(\tau) \) we get back \( \tau \), but with weight \( \omega(\eta(\tau)) \) if \( \tau \in \mathcal{X}^{(d-1)} \).

Note that it is neither necessary nor helpful to intersect with \( V \times \{ +\infty \} \); instead, our above construction also measures the poles of \( \varphi \) by assigning negative weights to the respective cells. However, our construction stills lacks something: Note that \( \tilde{\mathcal{X}} \) also contains new ridges \( \eta(\tau), \tau \in \mathcal{X}^{(d-2)} \) and it is not obvious that \( \tilde{\mathcal{X}} \) is also balanced around these new ones. This is equivalent to the question if the “intersection with \( V \times \{ -\infty \} \)” provides a balanced complex. We will deal with this problem in the following. But let us first give the according definition.
Definition 1.2.6 (Weil divisors of rational functions)
Let $X$ be a tropical $d$-cycle and let $\varphi$ be a rational function on $X$. We fix a polyhedral structure $\mathcal{X}$ on whose cells $\varphi$ is affine. Then we define the weighted polyhedral complex $\varphi \cdot X$ to be the $(d-1)$-skeleton of $\mathcal{X}$

$$\mathcal{X} \setminus \mathcal{X}^{(d-1)}$$

with weight function

$$\omega_\varphi : \mathcal{X}^{(d-1)} \to \mathbb{Z},$$

$$\tau \mapsto \sum_{\sigma \in X, \tau < \sigma} \omega(\sigma) \varphi_\sigma(v_{\sigma/\tau}) - \varphi_\tau \left( \sum_{\sigma \in X, \tau < \sigma} \omega(\sigma) v_{\sigma/\tau} \right), \quad (1.4)$$

where the $v_{\sigma/\tau}$ are arbitrary primitive representatives. The associated tropical cycle is called the Weil divisor of $\varphi$ and is denoted by $\text{div}(\varphi) = \varphi \cdot X$.

Remark 1.2.7
Let us make some remarks here.

- The weight function $\omega_\varphi$ is independent of the choice of primitive representatives, as a different choice only differs by elements in $V_\tau$ whose contributions cancel out.

- Due to the fact that the weight formula might take the value 0, we have $|\text{div}(\varphi)| \subseteq |\mathcal{X} \setminus \mathcal{X}^{(d)}|$ but not $|\text{div}(\varphi)| = |\mathcal{X} \setminus \mathcal{X}^{(d)}|$, in general.

- If $\varphi$ is globally affine, its divisor will be the zero-cycle $\emptyset$, as in this case we can permute the sum and $\varphi_\sigma$ in the first part of the weight formula (1.4).

- Our construction is local: The weight $\omega_\varphi(\tau)$ only depends on the behaviour of $\varphi$ in the neighbourhood $U(\tau)$ of $\tau$. This will be made more precise in the next subsection.

- The two previous items imply $|\varphi \cdot X| \subseteq |\varphi|$ (recall that $|\varphi|$ is the set of points where $\varphi$ is not locally affine). Again, in general this is not an equality. For example, consider the one-dimensional tropical fan ($\mathbb{R} \times \{0\}) + (\{0\} \times \mathbb{R})$ (whose support is the union of the two coordinate axes in $\mathbb{R}^2$) with the fan function $\varphi$ which takes the values $(1, 0) \mapsto 1, (0, 1) \mapsto -1, (-1, 0) \mapsto 0, (0, -1) \mapsto 0$. Its Weil divisor $\text{div}(\varphi)$ is empty, even though $\varphi$ is not affine around 0.
The Weil divisor construction is independent of the choice of the polyhedral structure $X$. If we choose a refinement $X' \triangleright X$, then for a ridge $\tau'$ of $X'$ we can distinguish two cases. First, if $\tau'$ is contained in a ridge $\tau$ of $X$, then there is a one-to-one correspondence between facets of $X'$ around $\tau'$ and facets of $X$ around $\tau$ and the two weight formulas coincide. Secondly, if $\tau'$ is not contained in a ridge of $X$ (but in a facet $\sigma$) then the neighbourhood $U(\tau')$ (with respect to $X'$) is contained in $\text{RelInt}(\sigma)$, where $\varphi$ is affine. Therefore, by the previous remarks the weight of $\tau'$ is 0, as expected.

Let $\varphi, \psi$ be two rational functions. It follows from the linearity of the weight formula and from $(\varphi + \psi)_\tau = \varphi_\tau + \psi_\tau$ that $\text{div}(\varphi + \psi) = \text{div}(\varphi) + \text{div}(\psi)$, i.e. we constructed a group homomorphism

$$\text{div} : \text{Rat}(X) \rightarrow \mathbb{Z}_{d-1}(X),$$

whose kernel contains the globally affine forms.

Let $Y$ be a tropical subcycle of $X$. Due to remark 1.2.3, the restriction of $\varphi$ to $Y$ is a well-behaved “non-zero” rational function on $Y$ and we can define

$$\varphi \cdot Y = \text{div}(\varphi|_Y).$$

The linearity equation $\varphi \cdot (Y+Y') = \varphi \cdot Y + \varphi \cdot Y'$ is a direct consequence of the definition of sums of cycles. Therefore we get the bilinear intersection product of rational functions on $X$ and subcycles of $X$

$$\cdot : \text{Rat}(X) \times \mathbb{Z}_*(X) \rightarrow \mathbb{Z}^{*}_{d-1}(X).$$

Moreover, we can also form multiple intersection products $\varphi_1 \cdots \varphi_n \cdot X$. In particular, a special feature of tropical geometry is that we can restrict a rational function to its own Weil divisor and form $\varphi^2 \cdot X$.

If $F$ is a tropical fan and $\varphi$ is a fan function on $F$, then $\varphi \cdot F$ is again a tropical fan.

Example 1.2.8
The following picture illustrates the constructions of the Weil divisors of the functions $\max\{x, 0\} : \mathbb{R} \rightarrow \mathbb{R}$ and $\max\{x, y, 0\} : \mathbb{R}^2 \rightarrow \mathbb{R}$. 
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\[ R^2_{\text{div}(\max\{x,0\})} \]

\[ \Gamma_{\text{max}\{x,0\}} \]

\[ \Gamma_{\text{max}\{x,y,0\}} \]

We obtain \( \text{div}(\max\{x,0\}) = \{0\} \) and \( \text{div}(\max\{x,y,0\}) = L^2_1 \). More general, one can easily check that

\[ \max\{x_1, \ldots, x_r, 0\}^{r-d} \cdot R^r = L^r_d. \]

The following example of a multiple intersection product will be helpful later on. It deals with the tropical intersection of classical hyperplanes.

**Lemma 1.2.9**

Let \( h_1, \ldots, h_l \) be integer linear functions on \( V \) (\( l \leq \dim(V) =: r \)) and define the rational functions \( \varphi_i := \max\{h_i,0\} \) on \( V \). Let \( H : V \to \mathbb{R}^l \) be the linear function with \( H(x) = (h_1(x), \ldots, h_l(x)) \) and let us assume that \( H \) has full rank. Then \( \varphi_1 \cdots \varphi_l : V \) is equal to the subspace \( \ker(H) \) with weight \( \text{ind}(H) := |\mathbb{Z}/H(\Lambda)|. \)

**Proof.** Throughout the proof, we give \( V \) the fan structure consisting of all cones where each of the \( h_i \) is either positive or zero or negative, i.e. \( \mathcal{H} = \mathcal{H}_{h_1} \cap \ldots \cap \mathcal{H}_{h_l} \). First, let us assume \( l = 1 \) (i.e. \( H = h_1 \)). In this case we have to compute the weight of the only ridge in \( V \) which is \( h_1^\perp = \ker(H) \). This ridge is contained in the two facets corresponding to \( h_1 \geq 0 \) and \( h_1 \leq 0 \). Let \( v_\geq = -v_\leq \) be corresponding primitive representatives. By definition this implies that for example \( v_\geq \) generates the one-dimensional lattice \( \Lambda/h_1^\perp \) and therefore \( |\mathbb{Z}/h_1(\Lambda)| = h_1(v_\geq) \). Therefore the weight of \( h_1^\perp \) in \( \varphi_1 : V \) is

\[ \omega_{\varphi_1,V}(h_1^\perp) = \varphi_1(v_\geq) + \varphi_1(v_\leq) = h_1(v_\geq) + 0 = |\mathbb{Z}/h_1(\Lambda)|. \]

Now we use induction on \( l > 1 \). The induction hypothesis says that \( \varphi_2 \cdots \varphi_l : V \) is equal to the subspace \( \ker(H') \) with weight \( \text{ind}(H') \), where \( H' = h_2 \times \ldots \times h_l \). By applying the case \( l = 1 \) to the vector space \( \ker(H') = (\ker(H') \cap \Lambda) \otimes \mathbb{R} \), we obtain that \( \varphi_1 \cdots \varphi_l : V \) is equal to the subspace \( h_1^\perp \cap \ker(H') = \ker(H) \) with weight \( \text{ind}(h_1|_{\ker(H')}) \cdot \text{ind}(H') \). We have to show that this weight coincides with \( \text{ind}(H) \). This follows from the exact sequence

\[
\begin{array}{cccccc}
0 & \to & h_1(\ker(H') \cap \Lambda) & \to & H(\Lambda) & \to & H'(\Lambda) \to 0 \\
& & h_1(x) & \mapsto & (h_1(x), 0) = H(x) & \mapsto & H'(x)
\end{array}
\]
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and its induced quotient sequence

\[ 0 \rightarrow \mathbb{Z}^{l-1}/H'(|\Lambda|) \rightarrow \mathbb{Z}^{l}/H(|\Lambda|) \rightarrow \mathbb{Z}/h_1(\ker(H) \cap |\Lambda|) \rightarrow 0. \]

Remark 1.2.10

In the special case \( l = r \) (which can always be achieved by computing locally modulo \( \ker(H) \), cf. next subsection) the weight of \( \{0\} \) in the intersection product \( \varphi_1 \cdots \varphi_r \cdot V \) is \( |\mathbb{Z}^r/H(|\Lambda|)| \), which equals \( |\det(M)| \) where \( M \) is a matrix representation of \( H \) with respect to a lattice basis of \( \Lambda \) and the standard basis of \( \mathbb{Z}^r \). Note that it can be extended to the case where \( H \) has not full rank, as then the intersection product as well as the determinant \( \det(M) \) are zero.

Another reformulation goes as follows. Let \( \Lambda_H^\vee := \ker(H)^\perp \cap \Lambda^\vee \) be the saturated sublattice of \( \Lambda^\vee \) generated by the \( h_i \). Then the equation

\[ \text{ind}(H) = [\Lambda_H^\vee : \mathbb{Z}h_1 + \ldots + \mathbb{Z}h_l] \]

holds.

1.2.3 Locality, balancing condition and commutativity of \( \varphi \cdot X \)

As mentioned above, the justification for the Weil divisor definition is still missing: We have to check if \( \text{div}(\varphi) \) satisfies the balancing condition. We prove this now, together with another crucial property of our intersection product, commutativity. Before that, it is helpful to analyze the locality of our intersection product more thoroughly.

Let \( \mathcal{X} \) be a weighted polyhedral complex and let \( \tau \) be a cell of \( \mathcal{X} \). We would like to make the neighbourhood \( U(\tau) \) into a weighted fan as well. We do this by dividing out \( V_\tau \). Let \( q : V \rightarrow V/V_\tau \) be the corresponding quotient map and denote by \( \bar{\sigma} \) the cone spanned by the image of \( \sigma - \tau \) under \( q \). Then we define the star of \( \mathcal{X} \) at \( \tau \) to be the fan

\[ \text{Star}_{\mathcal{X}}(\tau) := \{ \bar{\sigma} | \sigma < \tau \in \mathcal{X} \} \]

with weights \( \omega(\bar{\sigma}) := \omega(\sigma) \) (note that \( q \) preserves the codimension of the cells). Of course, \( \mathcal{X} \) is balanced in \( U(\tau) \) if and only if \( \text{Star}_{\mathcal{X}}(\tau) \) is balanced (i.e. forms a tropical fan denoted by \( \text{Star}_{\mathcal{X}}(\tau) \)). This star fan is convenient to describe the local structure of \( X \) at \( \tau \). Note that for any codimension
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one pair $\sigma' < \sigma$, the class of a primitive representative $q(v_{\sigma/\sigma'})$ modulo $V_\tau$ gives a primitive representative $v_{\sigma/\sigma'}$ of the quotient cells. In particular, if $\sigma' = \tau$ we get $q(v_{\sigma/\tau}) = u_{\sigma/\tau} = u_{\bar{\sigma}/\{0\}}$.

Remark 1.2.11
Let $\mathcal{X}'$ be a refinement of $\mathcal{X}$ and fix a pair of cells $\mathcal{X}' \ni \tau' \subseteq \tau \in \mathcal{X}$ where $\tau$ is chosen minimally. Then $\text{Star}_\mathcal{X}(\tau)$ equals $\text{Star}_\mathcal{X}(\tau')$ divided by $V_\tau/V_{\tau'}$ (which is certainly contained in the space of lineality of $\text{Star}_\mathcal{X}(\tau')$).

Let furthermore $\varphi$ be a rational function on $U(\tau)$. Choose an arbitrary affine form $\psi$ with $\varphi|_{\tau} = \psi|_{\tau}$. Then $\varphi - \psi$ induces a rational function $\varphi^\tau$ on $\text{Star}_\mathcal{X}(\tau)$ such that $\varphi^\tau|_{\bar{\sigma}}$ is equal to the linear part $(\varphi - \psi)_{\bar{\sigma}} \in V^\perp_{\tau}$ (i.e. such that $(\varphi - \psi)(x) = \varphi^\tau \circ q(x - \tau)$). We call $\varphi^\tau$ a germ of $\varphi$ at $\tau$. Due to the choice of $\psi$, this function is unique only up to adding a linear form. However, we mentioned in remark 1.2.7 that this indeterminacy does not influence the Weil divisor and the intersection-theoretic behaviour of $\varphi^\tau$, which is enough for our purposes. The following proposition states the locality of our intersection product in terms of stars and germs.

Proposition 1.2.12 (Locality)
Let $\mathcal{X}$ be a balanced polyhedral complex with cells $\tau < \sigma \in \mathcal{X}$. Let $\varphi, \varphi_1, \ldots \varphi_l$ be rational functions on $\mathcal{X}$. Then the following statements are true:

(a) $\text{Star}_{\text{Star}_\mathcal{X}(\tau)}(\sigma) = \text{Star}_\mathcal{X}(\sigma)$

(b) $(\varphi^\tau)^{\sigma} = \varphi^{\sigma}$ on $\text{Star}_\mathcal{X}(\sigma)$ (up to adding a linear form)

(c) $\text{Star}_{\varphi,\mathcal{X}}(\tau) = \varphi^\tau \cdot \text{Star}_\mathcal{X}(\tau)$

(d) $\text{Star}_{\varphi_1 \cdots \varphi_l,\mathcal{X}}(\tau) = \varphi_1^{\tau} \cdots \varphi_l^{\tau} \cdot \text{Star}_\mathcal{X}(\tau)$

(e) If $l = \dim(\mathcal{X}) - \dim(\tau)$, then

$$\omega_{\varphi_1 \cdots \varphi_l,\mathcal{X}}(\tau) = \omega_{\varphi_1^{\tau} \cdots \varphi_l^{\tau},\text{Star}_\mathcal{X}(\tau)}(\{0\}),$$

i.e. we can compute the weight of $\tau$ in $\varphi_1 \cdots \varphi_l \cdot \mathcal{X}$ “locally” in $\text{Star}_\mathcal{X}(\tau)$.

Proof. (a) and (b) are immediate consequences of the definitions. (d) follows from (c) by induction and (e) is just a special case of (d), namely when $\varphi_1^{\tau} \cdots \varphi_l^{\tau} \cdot \text{Star}_\mathcal{X}(\tau)$ is zero-dimensional. Hence we are left to show (c).
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Let \( l := \dim(\mathcal{X}) - \dim(\tau) \) be the codimension of \( \tau \) in \( \mathcal{X} \). The statement is trivial when \( l = 0 \): Both sides equal to the zero cycle \( \emptyset \). Assume \( l = 1 \). In this case, we only have to check

\[
\omega_{\varphi,\mathcal{X}}(\tau) = \omega_{\varphi^{\tau} \cdot \text{Star}_{\mathcal{X}}(\tau)}(\{0\}),
\]

(which equals (e) in the case \( l = 1 \)). By adding an affine form \( \psi \) we can assume that \( \varphi|_\tau \equiv 0 \) without changing the intersection product and in particular the weight of \( \tau \) in \( \varphi \cdot \mathcal{X} \). But then we can replace both weights according to their definition and observe that

\[
\omega_{\varphi,\mathcal{X}}(\tau) = \sum_{\sigma \in \mathcal{X}(\dim(\mathcal{X}))} \omega(\sigma) \varphi_\sigma(v_{\sigma/\tau})
= \sum_{\bar{\sigma} \in \text{Star}_{\mathcal{X}}(\tau)(1)} \omega(\bar{\sigma}) \varphi^{\tau^*}(u_{\bar{\sigma}/\{0\}}) = \omega_{\varphi^{\tau} \cdot \text{Star}_{\mathcal{X}}(\tau)}(\{0\})
\]

holds true, as \( q(v_{\sigma/\tau}) = u_{\bar{\sigma}/\{0\}} \in V/V_{\tau} \).

Now let us assume \( r > 1 \) and let \( \tau' \) be a ridge in \( \mathcal{X} \). Then we can use the previous case as well as (a) and (b) to obtain

\[
\omega_{\varphi,\mathcal{X}}(\tau') \overset{r=1}{=} \omega_{\varphi^{\tau'} \cdot \text{Star}_{\mathcal{X}}(\tau')}(\{0\}) \overset{(a), (b)}{=} \omega_{(\varphi^{\tau'})^{r} \cdot \text{Star}_{\mathcal{X}}(\tau')(\bar{\tau}')} \overset{r=1}{=} \omega_{\varphi^{\tau} \cdot \text{Star}_{\mathcal{X}}(\tau)}(\} = \omega_{\varphi^{\tau} \cdot \text{Star}_{\mathcal{X}}(\tau)}(\{0\}),
\]

which proves the claim.

\[ \square \]

**Proposition 1.2.13** (Balancing condition and commutativity)

Let \( X \) be a tropical \( d \)-cycle in \( V \) and \( \varphi \in \text{Rat}(X) \) a rational function on \( X \).

(a) Then the Weil divisor \( \text{div}(\varphi) = \varphi \cdot C \) is balanced.

(b) Let \( \psi \in \text{Rat}(X) \) be another rational function on \( X \). Then it holds \( \psi \cdot (\varphi \cdot X) = \varphi \cdot (\psi \cdot X) \).

**Proof.** (a): Choose a polyhedral structure \( \mathcal{X} \) of \( X \) on whose cones \( \varphi \) is affine. We have to check the balancing condition of \( \varphi \cdot \mathcal{X} \) around each cell \( \theta \in \mathcal{X}(d-2) \) of codimension 2 in \( \mathcal{X} \). By locality of the intersection product this is equivalent to show that \( \varphi^\theta \cdot \text{Star}_{\mathcal{X}}(\theta) \) is balanced. In other words, we can restrict the proof to the situation where \( \mathcal{X} \) is a two-dimensional fan, \( \theta = \{0\} \) and \( \varphi \) is a fan function on \( \mathcal{X} \). Moreover, by proposition 1.1.2 we can assume that \( \mathcal{X} \) is a unimodular fan.
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In this situation, each two-dimensional cone \( \sigma \in X^{(2)} \) is generated by two unique rays \( \tau, \tau' \in X^{(1)} \), i.e. \( \sigma = \tau + \tau' \). Moreover, a primitive representative of \( \sigma \) modulo \( \tau \) is given by the primitive generator \( u_{\tau'} := u_{\tau'}/(0) \in V \) of the ray \( \tau' \). This is because \( \sigma \) is unimodular and therefore \( \Lambda_\sigma = \mathbb{Z}u_\tau + \mathbb{Z}u_{\tau'} \). This means that we can rewrite the balancing condition of \( X \) around \( \tau \in X^{(1)} \) only using the vectors generating the rays, namely

\[
\sum_{\tau' \in X^{(1)} \atop \tau + \tau' \in X^{(2)}} \omega(\tau') u_{\tau'} \in V_{\tau} = \alpha_\tau u_{\tau},
\]

where \( \alpha_\tau \) is a coefficient in \( \mathbb{R} \) and \( \sigma \) denotes \( \tau + \tau' \) in this sum (and the following ones). The weight \( \omega_{\varphi}(\tau) \) of \( \tau \) in \( \text{div}(\varphi) \) can then be computed as

\[
\omega_{\varphi}(\tau) = \left( \sum_{\tau' \in X^{(1)} \atop \tau + \tau' \in X^{(2)}} \omega(\sigma) \varphi(u_{\tau'}) \right) - \alpha_\tau \varphi(u_{\tau}).
\]

Note that we can omit taking the linear parts of \( \varphi \) due to \( \varphi(0) = 0 \). Let us now check the balancing condition of \( \varphi \cdot X \) around \( \{0\} \) by plugging in these equations. We have to show that

\[
\sum_{\tau \in X^{(1)}} \omega_{\varphi}(\tau) u_{\tau} = \sum_{\tau, \tau' \in X^{(1)} \atop \tau + \tau' \in X^{(2)}} \omega(\sigma) \varphi(u_{\tau'}) u_{\tau} - \sum_{\tau \in X^{(1)}} \alpha_\tau \varphi(u_{\tau}) u_{\tau}.
\]

vanishes. By commuting \( \tau \) and \( \tau' \) in the first summand we get

\[
\sum_{\tau \in X^{(1)}} \omega_{\varphi}(\tau) u_{\tau} = \sum_{\tau, \tau' \in X^{(1)} \atop \tau + \tau' \in X^{(2)}} \omega(\sigma) \varphi(u_{\tau'}) u_{\tau} - \sum_{\tau \in X^{(1)}} \alpha_\tau \varphi(u_{\tau}) u_{\tau}
\]

\[
= \sum_{\tau \in X^{(1)}} \varphi(u_{\tau}) \left( \left( \sum_{\tau' \in X^{(1)} \atop \tau + \tau' \in X^{(2)}} \omega(\sigma) u_{\tau'} \right) - \alpha_\tau u_{\tau} \right)
\]

\[
= 0 \text{ (balancing condition around } \tau) \]

This finishes the proof of (a).
(b): We have to check for any \( \theta \in \mathcal{X}^{(d-2)} \) that the weights

\[
\omega_{\psi \cdot X}(\theta) = \omega_{\varphi \cdot X}(\theta)
\]

coincide. Again, we can use locality and proposition [1.1.2] and restrict to the case where \( \mathcal{X} \) is a two-dimensional unimodular fan, \( \theta = \{0\} \) and \( \varphi \) is a fan function. With the notations and the same trick as in (a) we get

\[
\omega_{\psi \cdot X}(\{0\}) = \sum_{\tau, \tau' \in \mathcal{X}^{(1)}} \omega(\sigma) \varphi(u_{\tau'}) \psi(u_{\tau}) - \sum_{\tau \in \mathcal{X}^{(1)}} \alpha_{\tau} \varphi(u_{\tau}) \psi(u_{\tau})
\]

which finishes part (b).

\[\square\]

1.2.4 Relations to toric intersection theory

The given construction of the Weil divisor of a rational function and the proofs of balancing condition and commutativity have the advantage that their kind of reasoning lies completely inside tropical geometry. We only use the combinatorial structure of the objects without referring to any part of classical geometry. The disadvantage of this approach is that the results are still somewhat mysterious and one does not really get a feeling why things work. It is therefore helpful to relate our constructions to toric geometry again.

Tropical fans and toric varieties

Let \( X \) be a tropical fan of dimension \( d \). The dimension of the ambient vector space \( V = \Lambda \times \mathbb{R} \) is denoted by \( r \). Let \( \varphi \) be a fan function on \( X \). We choose a fan \( \Omega \) with the following properties:

- \( \Omega \) is complete,
- \( \Omega \) is unimodular,
- \( X \) is \( \Omega \)-directional, i.e. \( |X| \subseteq |\Omega^{(d)}| \),
- \( \varphi \) is linear on the cones of \( \Omega \) (if defined).

Note that such a fan \( \Omega \) always exists: First, choose a fan structure of \( X \) on whose cones \( \varphi \) is linear. Then the construction of lemma [1.1.5] provides a complete fan \( \mathcal{H} \) (if \( \{0\} \) is not contained, intersect with an arbitrary complete
 fan) fulfilling all above properties but unimodularity. Thus $\Omega$ can be chosen to be a unimodular refinement of $\mathcal{H}$, which exists by proposition 1.1.2.

Let $\mathcal{X} = \{ \tau \in \Omega \mid \tau \subseteq |X| \}$ be the associated fan structure of $X$. Then the associated toric variety $X(\mathcal{X})$ is an open subvariety of $X := X(\Omega)$. By corollary 1.1.16 $X$ defines a cohomology class $\gamma \in A^{r-d}(X)$. By theorem 1.2.4 $\varphi$ defines a torus-equivariant Cartier divisor $\eta$ on $X(\mathcal{X})$. We choose an arbitrary torus-equivariant extension $\tilde{\eta}$ of $\eta$ to $X$, which corresponds to extending $\varphi$ to $\Omega$. (Such an extension always exists: We assign arbitrary integer values to the primitive generators of all rays not belonging to $X$ and extend the function linearly on all cones, cf. 1.2.2 (e)). Intersecting cycles of $X$ with $\tilde{\eta}$ defines a cohomology class in $A^1(X)$, which we denote by $[\tilde{\eta}]$ (in fact, as $X$ is a complete toric variety, we have $\text{Pic}(X) \cong A^1(X)$, cf. [Bri89] or [FS94, corollary 2.4]). Therefore we can form the cup-product of cohomology classes

$$\kappa := \gamma \cup [\tilde{\eta}] \in A^{r-(d-1)}(X).$$

Now, we can go back: $\kappa$ defines a $(d-1)$-dimensional tropical fan $Y_\kappa$ contained in $\Omega^{(d)}$. And we can prove:

**Theorem 1.2.14**

The classical toric and the tropical construction provide the same result, i.e.

$$Y_\kappa = \varphi \cdot X.$$

In particular, $Y_\kappa$ and $\kappa$ do not depend on the choice of an extension $\tilde{\eta}$.

**Proof.** Recall from subsection 1.1.4 that the correspondence between the $\Omega$-directional tropical fan $Y := Y_\kappa$ and the cohomology class $\kappa$ of $X$ is given via

$$\omega_Y(\tau) = \deg(\kappa \cap [V(\tau)]),$$

where $\tau \in \Omega^{(d-1)}$, $V(\tau)$ denotes the closure of the $r - (d-1)$-dimensional orbit corresponding to $\tau$ and $\cap$ denotes the intersection pairing of cohomology and homology, providing a zero-dimensional cycle in this case. So let us first compute $[\tilde{\eta}] \cap [V(\tau)]$. Note that $V(\tau)$ is also a toric variety, namely $V(\tau) = X(\text{Star}_\Omega(\tau))$. Let $\lambda \in \Lambda$ be a linear form and let $x^\lambda$ be the associated rational function on $X$. Its (classical) Weil divisor is given by the formula (cf. [Fu93, section 3.3])

$$\text{div}(x^\lambda) = \sum_{\theta \in \Omega^{(1)}} \lambda(u_{\theta/\{0\}})[V(\theta)],$$

where $\theta \in \Omega^{(1)}$.
from which we deduce as a first implication that $x^\lambda$ can be restricted to a non-zero rational function on $V(\tau)$ if and only if $\lambda$ vanishes on $\tau$, i.e. $\lambda \in \tau^\perp$. This means that, in order to pull back $[\check{\eta}]$ to $V(\tau)$, we have to divide $\check{\eta}$ by a rational function $x^\lambda$ with $\lambda|_\tau = \varphi|_\tau$, such that all local equations of $\check{\eta}/x^\lambda$ can be restricted to $V(\tau)$. In other words, the pull back of $[\check{\eta}]$ to $V(\tau)$ is represented by a germ $\check{\varphi}^\tau$ on $\text{Star}_\Omega(\tau)$. Applying formula 1.6 again to (the local equations of) $[\check{\eta}]|_{V(\tau)}$, we get

$$[\check{\eta}] \cap [V(\tau)] = \sum_{\sigma \in \Omega^{(d)} \atop \tau < \sigma} \check{\varphi}^\tau(u_{\sigma/\tau})[V(\sigma)] \in A_{r-d}(X).$$

On the other hand, we know how to intersect the cohomology class $\gamma$ with the orbit closures $V(\sigma)$. Namely, formula 1.5 applied to $\gamma$ provides

$$\deg(\gamma \cap [V(\sigma)]) = \omega_X(\sigma) = \omega_{\text{Star}_\Omega(\tau)}(\bar{\sigma}),$$

where $\omega_X(\sigma) = 0$ if $\sigma \notin X$. Putting things together, we get

$$\deg(\kappa \cap [V(\tau)]) = \deg(\gamma \cap ([\check{\eta}] \cap [V(\tau)])) = \sum_{\sigma \in \Omega^{(d)} \atop \tau < \sigma} \check{\varphi}^\tau(u_{\sigma/\tau})\omega_{\text{Star}_\Omega(\tau)}(\bar{\sigma})$$

(by omitting $\sigma \notin X$) $= \sum_{\sigma \in X^{(d)} \atop \tau < \sigma} \check{\varphi}^\tau(u_{\sigma/\tau})\omega_{\text{Star}_X(\tau)}(\bar{\sigma})$

(by locality) $= \omega_Y(\tau)$.

This proves the claim. \qed

**Remark 1.2.15**

Let us make two remarks here.

- The independence of the chosen extension $\check{\eta}$ is also obvious from the classical side. Due to the properties of $\gamma$, the relevant computations with $\check{\eta}$ take place at orbit closures $V(\sigma)$, $\sigma \in X$. As these orbit closures have non-empty intersection with the open set $X(X) \subseteq X$, it suffices to consider $\check{\eta}|_{X(X)} = \eta$.

- As the balancing condition of $Y$ is guaranteed by the classical theory (cf. subsection 1.1.4), we could replace the proof that $\varphi \cdot X$ is balanced by the above argument. However, it is important to keep in mind that our tropical intersection product does not involve the choice of a specific toric variety. Instead, the above argument works for any appropriate fan $\Omega$.  
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Another consequence of the above connections can be formulated as follows. Let $V = \Lambda \otimes \mathbb{R}$ be an $r$-dimensional vector space and let $P_1, \ldots, P_r$ be polygons in $V^\vee$ obtained as the convex hull of a finite number of lattice vectors. For every face $\tau$ of $P_i$, we can form the cone of elements $v$ in $V$ such that the face where $v$ is minimal on $P_i$ contains $\tau$. The cones for all $\tau < P_i$ form the dual fan $\Omega(P_i)$. Assume that $\Omega$ is a refinement of all these dual fans $\Omega(P_i)$. Then the $P_i$ define Cartier divisors $\gamma_i$ on $X$ with associated rational functions

$$\varphi_i(v) = - \min_{\lambda \in P_i \cap \Lambda^\vee} \{\lambda(v)\}$$

(cf. [Fu93, section]; recall that due to a different notation we get a minus sign here). It is discussed in [Fu93, section 5.4] that the degree of the intersection of these Cartier divisors can be computed as the mixed volume of the polygons $P_i$

$$\deg(\gamma_1 \cup \ldots \cup \gamma_r) = \text{MV}(P_1, \ldots, P_r).$$

The mixed volume is given by the formula

$$\text{MV}(P_1, \ldots, P_r) := \text{Vol}(P_1 + \ldots + P_r)$$

$$- \sum_{i=1}^r \text{Vol}(P_1 + \ldots + \hat{P}_i + \ldots + P_r)$$

$$+ \sum_{i<j} \text{Vol}(P_1 + \ldots + \hat{P}_i + \ldots + \hat{P}_j + \ldots + P_r)$$

$$- \ldots$$

$$+ (-1)^{r-1} \sum_{i=1}^r \text{Vol}(P_i),$$

where the volume is normalized by the lattice cube. Hence we can state the following corollary.

**Corollary 1.2.16**

The mixed volume of the polygons $P_1, \ldots, P_r$ can be computed tropically by

$$\text{MV}(P_1, \ldots, P_r) = \deg(\varphi_1 \cdots \varphi_r \cdot V).$$

**Remark 1.2.17**

For the sake of completeness, let us also mention the tropical description
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of the isomorphism $\text{Pic}(X) \cong A_{n-1}(X)$ by taking Weil divisors (if $X$ is a smooth toric variety given by the complete unimodular fan $\Omega$). This is the same as considering the isomorphism

$$\text{Div}_T(X) \cong Z^T_{n-1}(X)$$

$$\gamma \mapsto \text{div}(\gamma),$$

and then dividing out rational equivalence

$$x^\lambda \mapsto \text{div}(x^\lambda)$$

on both sides. Here, $\text{Div}_T(X)$ and $Z^T_{n-1}(X)$ denote the group of torus-equivariant Cartier and Weil divisors. Hence $Z^T_{n-1}(X)$ can be identified with $Z^\Omega(1)$ and it is easy to check with formula 1.6 on page 36 that the “tropical” version of this isomorphism is

$$\text{Rat}(\Omega) \cong Z^\Omega(1)$$

$$\varphi \mapsto (\varphi(u_\rho/\{0\}))_\rho,$$

$$\sum_\rho a_\rho \varphi_\rho \mapsto (a_\rho)_\rho,$$

(cf. example 1.2.2 (e) for $\varphi_\rho$), i.e. one way is evaluating a rational function at the primitive generators of the rays, and the way back is defining a rational function by linear extension on the cones from its values on the $u_\rho$. Dividing out rational equivalence corresponds to dividing out the linear forms $\Lambda^\vee$ and their image on the right hand side.

**Tropical cycles and toric degenerations**

The above construction for fans and fan function can also be generalized to polyhedral complexes and rational functions. This refers to so-called toric degenerations, which will appear also in section 1.6. As I could not find a reference brief and simple enough for what is needed here, let me give a small account.

Let $\Sigma$ be a polyhedral subdivision of $V$ (i.e. a polyhedral complex whose support equals $V$) such that all cells contain vertices (i.e. have trivial space of lineality). We now perform a construction similar to toric varieties with the only difference that we replace notions of linear geometry by those of affine geometry.

For any cell $\tau \in \Sigma$, we denote by

$$\tau^\vee := \{ \alpha \text{ integer affine form } | \alpha(x) \geq 0 \text{ for all } x \in \tau \}$$
1.2 Cartier and Weil divisors

the monoid of integer affine forms which take no negative values on \( \tau \) and by

\[
\tau^\perp := \{ \alpha \text{ integer affine form } | \alpha(x) = 0 \text{ for all } x \in \tau \}
\]

the space of integer affine forms vanishing on \( \tau \). For all \( \alpha \in \tau^\vee \), we define

\[
\min(\alpha, \tau) := \min_{x \in \tau} \{ \alpha(x) \}
\]

and denote the face of \( \tau \) where this minimum is attained by \( \text{face}(\alpha, \tau) \). The associated algebra to \( \tau^\vee \) (over some algebraically closed field \( \kappa \)) is denoted by \( \kappa[\tau^\vee] \), its elements are polynomials of the form

\[
f = \sum_{\alpha \in S} a_\alpha x^\alpha,
\]

where \( S \subseteq \tau^\vee \) is a finite subset and \( a_\alpha \) are coefficients in \( \kappa \). The algebra we are really interested in is the quotient \( A_\tau := \kappa[\tau^\vee]/I_\tau \) by the ideal

\[
I_\tau := \langle x^\alpha | \min(\alpha, \tau) > 0 \rangle.
\]

Note that all such \( x^\alpha \) are not invertible in \( \kappa[\tau^\vee] \) as \( -\alpha \) necessarily attains negative values on \( \tau \). Note also that the remaining monomials might be zero-divisors now: A product \( x^\alpha \cdot x^{\alpha'} \) with \( \min(\alpha, \tau) = \min(\alpha', \tau) = 0 \) is zero in \( A_\tau \) if and only if \( \min(\alpha + \alpha', \tau) > 0 \), if and only if \( \text{face}(\alpha, \tau) \cap \text{face}(\alpha', \tau) = \emptyset \). In particular, \( A_\tau \) is an integral domain if and only if \( \tau \) contains precisely one vertex. Otherwise, the associated scheme \( U_\tau = \text{Spec}(A_\tau) \) is reducible.

Now we glue together these open patches as in the case of toric varieties. For a pair \( \tau < \sigma \) and an affine form \( \alpha \in \sigma^\vee \) with \( \text{face}(\alpha, \sigma) = \tau \), it is straightforward to verify \( (A_\sigma)(x^\alpha) = A_\tau \) (obviously \( \alpha \in \tau^\perp \)), i.e. \( U_\tau \) is an open subset of \( U_\sigma \) in a canonical way, and we can glue all \( U_\sigma, U_{\sigma'} \) along the the open subset \( U_{\sigma \cap \sigma'} \).

The resulting variety \( X := X(\Sigma) \) is a union of the toric varieties \( V(\tau) := X(\text{Star}_\Sigma(\tau)) \) for all cells \( \tau \in \Sigma \) (follows easily from identifying \( \tau^\perp \) with \( \Lambda^\perp_\tau = (\Lambda/\Lambda_\tau)^\vee \) and then applying the arguments from the usual toric case). The irreducible components of \( X \) are the toric varieties \( V(\nu) \) for every vertex \( \nu \in \Sigma \). The algebraic torus \( \text{Hom}(\Lambda^\vee, \kappa^*) \) acts on \( X \) by \( x^\alpha \mapsto x^\alpha \cdot \text{LP}(\alpha) \), where \( \text{LP}(\alpha) \) denotes the linear part of \( \alpha \). As for toric varieties, the orbits, which are of the form \( \text{Spec}(\kappa[\tau^\perp]) \), are in dimension reversing bijection with the cells \( \tau \in \Sigma \), and \( V(\tau) \) is the closure of the corresponding orbit. For example, the polyhedral complex displayed below provides a variety \( X \) which consists of two copies of \( \mathbb{P}^2_\kappa \) (corresponding to the vertices) glued together along a \( \mathbb{P}^1_\kappa \) (corresponding to the bounded edge \( \tau \)).
We call $X$ a toric degeneration (which will be justified in section 1.6). Now, as in the usual toric case, we find the following connection between classical and tropical objects.

As the irreducible components are usual toric varieties, it follows that the homology groups $A_*(X)$ are generated by the orbit closures $V(\tau)$ with relations generated by the divisors

$$\text{div}(x^\lambda) = \sum_{\sigma > \tau} \lambda(u_{\sigma/\tau})[V(\sigma)],$$

where $\tau$ is a fixed cell, $\lambda$ is an integer linear form on $V/V_\tau$ and the sum runs through cells $\sigma$ with $\dim(\sigma) = \dim(\tau) + 1$.

As $X$ is a “complete scheme on which a connected solvable linear algebraic group acts with finitely many orbits”, we know by [FMSS95, theorem 3] that the Kronecker duality homomorphism

$$D_X : A^*(X) \to \text{Hom}(A_*(X), \mathbb{Z})$$

$$\gamma \mapsto \deg(\gamma \cap .)$$

is an isomorphism. Hence we get immediately the following statement.

**Corollary 1.2.18**

Let $\Sigma$ be a polyhedral subdivision of $V$ and let $X = X(\Sigma)$ be the associated toric degeneration. Furthermore, we denote by $Z_d(\Sigma)$ the group of $d$-dimensional tropical cycles contained in $|\Sigma|^d$. Then this group isomorphic to the cohomology group of codimension $r - d$ of $X$ by

$$A^{r-d}(X) \to Z_d(\Sigma)$$

$$\gamma \mapsto [\omega_\gamma(\sigma) = \deg(\gamma \cap [V(\sigma)])].$$

Now let $\varphi$ be a rational function on $V$ affine on the cells of $\Sigma$. It defines a Cartier divisor $\eta$ on $X$ as follows. For every cell $\tau \in \Sigma$ and vertex $v \in \tau$, a
local equation of $\eta$ around $V(\tau)$ on the irreducible component $V(v)$ is given by $x^{\alpha - \alpha(v)} \in A(v)$, where $\alpha$ is an integer affine form such that $\alpha|_{\tau} = \varphi$. The condition that the different pieces of $\varphi$ fit together ensures that this provides a well-defined Cartier divisor. It is easy to check that, as before, the restriction of $\eta$ to an orbit closure $V(\tau)$ is represented by a germ $\varphi^\tau$ on $\text{Star}_\Sigma(\tau)$. Hence, together with theorem 1.2.14 for fans and toric varieties, we get the following statement:

**Corollary 1.2.19**

Let $X$ be a tropical cycle and let $\varphi$ be a rational function on $X$. For every polyhedral subdivision $\Sigma$ with $X \in Z_d(\Sigma)$ and for every extension of $\varphi$ to a function on $V$ which is affine on the cells of $\Sigma$, let $\gamma \in A^{r-d}(X)$ and $[\eta] \in A^1(X)$ be the associated cohomology classes. Let $Y$ be the tropical cycle associated to $\gamma \cup [\eta] \in A^{r-d+1}(X)$. Then the equation

$$Y = \varphi \cdot X$$

holds, i.e. cup-product and intersection product are equivalent in this case.

### 1.2.5 Cartier divisors

The procedure of assigning a Weil divisor to a rational function can be easily extended to Cartier divisors. Thereby, (restrictions of) affine forms play the role of regular invertible functions.

**Definition 1.2.20** (Cartier divisors)

Let $X$ be a tropical $d$-cycle. A rational function $\varphi \in \text{Rat}(U)$ on a polyhedral open set $U$ of $|X|$ is called *locally affine* if it is locally (on every neighbourhood $U(\tau)$ for every polyhedral structure, see remark 1.3.2) the restriction of an affine form on $V$.

A *representative of a Cartier divisor on $X$* is a finite set of tuples $\{(U_1, \varphi_1), \ldots, (U_l, \varphi_l)\}$, where $\{U_i\}$ is a polyhedral open covering of $|X|$ and $\varphi_i \in \text{Rat}(U_i)$ are rational functions on $U_i$ that only differ in locally affine functions on the overlaps (i.e. for all $i \neq j$, the function $\varphi_i|_{U_i \cap U_j} - \varphi_j|_{U_i \cap U_j}$ is locally affine).

We define the *sum* of two representatives by $\{(U_i, \varphi_i)\} + \{(V_j, \psi_j)\} = \{(U_i \cap V_j, \varphi_i + \psi_j)\}$, which obviously fulfills the condition on the overlaps again.

We call two representatives $\{(U_i, \varphi_i)\}, \{(V_j, \psi_j)\}$ *equivalent* if $\varphi_i - \psi_j$ is locally affine (where defined) for all $i,j$, i.e. $\{(U_i, \varphi_i)\} - \{(V_j, \psi_j)\} = \{(W_k, \gamma_k)\}$ with $\gamma_k$ locally affine functions. Obviously, “+” induces a group
structure on the set of equivalence classes of representatives with the neutral element \( \{(|X|, c_0)\} \), where \( c_0 \) is the constant zero function. This group is denoted by \( \text{Div}(X) \) and its elements are called Cartier divisors on \( X \).

**Remark 1.2.21**

Note that, as in the case of rational functions, we can restrict a Cartier divisor on \( X \) to an arbitrary subcycle \( Y \) by putting \( \{(U_i, \varphi_i)\}|_Y := \{(U_i \cap |Y|, \varphi_i|_{U_i \cap |Y|})\} \in \text{Div}(Y) \) (which is well-defined because the restriction of an affine function is again affine).

**Definition 1.2.22** (Weil divisors of Cartier divisors)

Let \( X \) be a tropical \( d \)-cycle and \( \varphi = \{(U_i, \varphi_i)\} \in \text{Div}(X) \) a Cartier divisor on \( X \). Let furthermore \( \mathcal{X} \) be a polyhedral structure of \( X \) compatible with all \( U_i \) and such that all \( \varphi_i \) are affine on the cells (where defined). Then we define

\[
\varphi \cdot \mathcal{X} := \mathcal{X} \setminus \mathcal{X}^{(d)}
\]

with weight function

\[
\omega_\varphi(\tau) := \omega_\varphi_i(\tau),
\]

where \( i \) is chosen such that \( U(\tau) \subseteq U_i \) and \( \omega_\varphi_i \) is given by the weight formula \( \text{[1.2.6]} \) for Weil divisors of rational functions (see definition \( \text{[1.2.6]} \)). If we choose a different \( \varphi_j \) with \( U(\tau) \subseteq U_j \), the difference \( \varphi_i - \varphi_j \) on \( U(\tau) \) is affine, so the weight of \( \tau \) does not depend on this choice nor on the choice of a representative of \( \varphi \).

The tropical cycle associated to \( \varphi \cdot \mathcal{X} \) is called the Weil divisor of \( \varphi \) and denoted by \( \text{div}(\varphi) \) or \( \varphi \cdot X \). Analogous to remark \( \text{[1.2.20]} \) one checks that this definition does not depend on the chosen polyhedral structure.

**Example 1.2.23**

Consider the tropical curve \( X \) indicated in the picture with vertices \((\pm 1/2, \pm 1/2)\) (and given by the intersection product \( \max\{1/2, x, y, -x, -y\} \cdot \mathbb{R}^2 \), for example).

![Diagram of a tropical curve](image)
Now we define a Cartier divisor \( \varphi \) on \( X \) by the local functions \( \varphi_1 = \max\{y, 0\} \) on \( U_1 \) and \( \varphi_2 \equiv 0 \) on \( U_2 \) (see picture). Note that that \( p \) is the only point where the local functions are not locally affine, and we get \( \text{div}(\varphi) = 1 \cdot p \). On the other hand, it is easy to see that there does not exist a rational function \( \psi \) on \( X \) such that \( \text{div}(\psi) = p \). This requires that \( \psi \) does not change its slope in the relative interior of \( \tau_2, \tau_3 \) and \( \tau_4 \) and therefore the values of \( \psi \) on the respective boundary vertices can only differ by integers (as \( \psi \) must have integer slope). But at \( p \), the function has to break, with a change of slopes by one, so the values at the boundary vertices of \( \tau_1 \) must differ by an integer plus a half, which is a contradiction.

**Remark 1.2.24**

• Let \( \tau \) be a cell in \( \mathcal{X} \). As in the case of rational functions, a Cartier divisor \( \varphi \) induces a germ \( \varphi^\tau \) of \( \varphi \) at \( \tau \), a fan function on \( \text{Star}_\mathcal{X}(\tau) \) unique up to adding linear functions (i.e. well-defined as Cartier divisor). In fact, \( \varphi^\tau \) can be chosen to be the germ of any local function \( \varphi_i \) of \( \varphi \) at \( \tau \).

• The Weil divisor of a Cartier divisor can also be computed locally, that is, for any \( \tau \in \mathcal{X} \) the equality

\[
\text{Star}_{\varphi, \mathcal{X}}(\tau) = \varphi^\tau \cdot \text{Star}_\mathcal{X}(\tau)
\]

follows readily from the respective statement for any local function \( \varphi_i \) of \( \varphi \) at \( \tau \).

• \( \varphi \cdot \mathcal{X} \) is balanced and therefore \( \varphi \cdot X \) is a well-defined tropical cycle. This also follows directly from the respective statement for rational functions and the previous item.

• The definition makes sure that \( |\text{div}(\varphi)| \subseteq |\mathcal{X} \setminus \mathcal{X}^{(d)}| \) holds. In general, equality does not hold.

• Let \( Y \) be a subcycle of \( X \). With the definition \( \varphi \cdot Y = \text{div}(\varphi|_Y) \), we get the bilinear **intersection product of Cartier divisors on \( X \) and subcycles of \( X \)**

\[
\cdot : \text{Div}(X) \times Z_*(X) \to Z_{*-1}(X).
\]

Moreover, we can also form multiple intersection products \( \varphi_1 \cdots \varphi_n \cdot X \). These multiple intersection products are commutative, i.e.

\[
\psi \cdot (\varphi \cdot X) = \varphi \cdot (\psi \cdot X).
\]

Again, this follows directly from locality and the rational function case.
1.2.6 Convexity, Positivity and Irreducibility

As mentioned before (cf. remark 1.2.7), the equation $|\varphi \cdot X| \subseteq |\varphi|$ is in general not an equality. We will now consider a class of rational functions and cycles where equality holds.

A non-zero cycle $X$ is called positive, denoted $X > 0$, if all weights are non-negative (i.e. by taking the non-zero part $\text{NZ}(X)$ of a polyhedral structure $X$, we can get a structure with only positive weights). A rational function $\varphi$ on $X$ is called convex if it is locally the restriction of a convex function on $V$. The typical example of convex functions are tropical polynomials (min produces concave functions, but the minus sign makes them convex). If $Y$ is a subcycle of $X$, then $\varphi|_Z$ is also convex on $Z$. A Cartier divisor $\varphi$ is called convex if all its local functions are convex. Combining positivity and convexity we get the following result.

**Lemma 1.2.25**

Let $X$ be a positive tropical cycle and let $\varphi$ be a convex Cartier divisor on $X$. Then

(a) $\varphi \cdot X$ is positive and

(b) $|\varphi| = |\varphi \cdot X|$.

**Proof.** Let $X$ be a polyhedral structure of $X$ with only positive weights on whose cells $\varphi$ is affine. As the weights of $\varphi \cdot X$ can be computed locally, and as convexity and linearity are passed on to the germs $\varphi^\tau$ of $\varphi$, we can restrict to the case where $X = \{\{0\}, \rho_1, \ldots, \rho_r\}$ is a one-dimensional fan with positive weights $\omega(\rho_i) > 0$ and $\varphi$ is a fan function on $X$. The statements of the lemma translate to

(a) $\varphi$ convex $\Rightarrow \omega_{\varphi,X}(\{0\}) \geq 0$,

(b) $\varphi$ convex, $\omega_{\varphi,X}(\{0\}) = 0 \Rightarrow \varphi$ linear.

We use the following criteria for linearity and convexity. Let $\varphi$ be a fan function on $X$ and let us abbreviate the primitive vector of the ray $\rho_i$ by $v_i$. Then

i) $\varphi$ is linear if and only if for all $\lambda_1, \ldots, \lambda_r \in \mathbb{R}$ with $\sum_i \lambda_i v_i = 0$ the equation

$$\sum_i \lambda_i \varphi(v_i) = 0$$

holds,
ii) \( \varphi \) is convex if and only if for all positive \( \lambda_1, \ldots, \lambda_r \geq 0 \) with \( \sum_i \lambda_i v_i = 0 \) the equation
\[
\sum_i \lambda_i \varphi(v_i) \geq 0
\]
holds.

Now let \( \varphi \) be convex. We can apply criterion ii) to the coefficients \( \omega(\rho_i) \), which are positive and satisfy \( \sum_i \omega(\rho_i) v_i = 0 \). This provides
\[
\omega_{\varphi,X}(\{0\}) = \sum_i \omega(\rho_i) \varphi(v_i) \geq 0,
\]
which proves (a).

For (b), let us assume that \( \sum_i \omega(\rho_i) \varphi(v_i) = 0 \), but \( \varphi \) is not linear. Then by i) there exist \( \lambda_1, \ldots, \lambda_r \) with \( \sum_i \lambda_i v_i = 0 \) but \( \sum_i \lambda_i \varphi(v_i) \neq 0 \). W.l.o.g. we can assume \( \sum_i \lambda_i \varphi(v_i) < 0 \) (otherwise we replace \( \lambda_i \) by \(-\lambda_i\)). For large enough \( C \in \mathbb{R} \) the coefficients \( \lambda'_i := \lambda_i + C \omega(\rho_i) \) are all positive and still satisfy \( \sum_i \lambda'_i v_i = 0 \) and \( \sum_i \lambda'_i \varphi(v_i) < 0 \), which contradicts ii). Therefore \( \varphi \) is linear, which proves (b).

Remark 1.2.26 (Irreducible cycles)
Let us mention the toric analogues. Let \( X \) be a positive tropical fan and let \( \Omega \) be an complete unimodular fan such that \( X \) is \( \Omega \)-directional. Then the cohomology class on \( X \) induced by \( X \) is positive in the sense that it provides non-negative intersection numbers when intersected with effective cycles. Moreover, let \( \varphi \) be a convex fan function on \( X \) linear on the cones of \( \Omega \) (if defined) and assume there exists an extension of \( \varphi \) to a convex function of \( \Omega \). This corresponds to a Cartier divisor/line bundle which is generated by its sections (cf. [Fu93, section 3.4]). Then our lemma states (in the tropical language) that these positivity conditions are preserved when taking the cup-product.

Another class of cycles for which we can say more about the relation \( |\varphi \cdot X| \subseteq |\varphi| \) fulfills an local irreducibility condition.

Definition 1.2.27
A tropical cycle \( X \) (of dimension \( d \)) is called \emph{irreducible} if \( Z_d(X) = \mathbb{Z}X \), i.e. if any subcycle of the same dimension \( d \) is an integer multiple of \( X \).

A tropical cycle \( X \) is called \emph{locally irreducible} if for a chosen polyhedral structure \( X \) the greatest common divisor of all weights is 1 and for all ridges \( \tau \in X \) the star \( \text{Star}_X(\tau) \) is either irreducible or the multiple of a vector
space cycle. As a refinement $\mathcal{X}'$ still satisfies this property by remark 1.2.11, the definition is independent of the chosen polyhedral structure.

**Example 1.2.28**  
(a) A tropical cycle $X = a \cdot V$ which is the multiple of a vector space cycle is reducible if and only if $a = \pm 1$. Because of the greatest common divisor condition the same is true with regard to being locally irreducible.

(b) The tropical cycle $X = \max\{y, -y, x - 1, -x - 1\} \cdot \mathbb{R}^2$ is locally irreducible, even though it contains an edge with weight 2 and therefore the star around (for example) 0 is twice a vector space cycle.

\[
\begin{array}{c}
\omega = 2 \\
\downarrow \\
0 \\
\downarrow \\
\max\{y, -y, x - 1, -x - 1\} \cdot \mathbb{R}^2
\end{array}
\]

(c) A one-dimensional tropical fan $F$ is irreducible if and only if the greatest common divisor of all weights is 1 and the number of rays equals $\dim(V_F) + 1$, where $V_F$ denotes the vector space spanned by $F$. In this case, the balancing condition of $F$ is the unique primitive linear relation which the primitive generators satisfy. In particular, the tropically linear cycles $L^r_d$ from example 1.1.11 are irreducible.

(d) All tropically linear cycles $L^r_d$ are locally irreducible as the weights of $L^r_d$ are all 1 and the stars of all ridges are equivalent to $L^{r-d+1}_r$. It follows that the cycles $L^r_d$ are also irreducible (cf. next lemma).

**Lemma 1.2.29**

*Let $X$ be a $d$-dimensional tropical cycle. If $X$ is locally irreducible and connected in codimension one (i.e. all facets of an (arbitrary) polyhedral structure are connected via ridges), then $X$ is also irreducible.*

**Proof.** Let $Y$ be a $d$-dimensional subcycle of $X$. By lemma 1.1.9 we can assume that both are defined by different weight functions $\omega_X$ and $\omega_Y$ on the same polyhedral complex $\mathcal{X}$. As $X$ is locally irreducible, for every ridge $\tau$ we find a coefficient $\alpha_\tau$ such that $\text{Star}_Y(\tau) = \alpha_\tau \cdot \text{Star}_X(\tau)$. In particular, for every facet $\sigma$ containing $\tau$ the weights satisfy $\omega_Y(\sigma) = \alpha_\tau \cdot \omega_X(\sigma)$. As the facets are all connected via ridges, all the $\alpha_\tau$ have to be equal (say to $\alpha$) and therefore $\omega_Y = \alpha \cdot \omega_X$ holds, which proves the claim.  
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1.3 Cartier and Weil divisors

**Remark 1.2.30**
It is a deficiency of tropical geometry that a reducible tropical cycle does not admit a unique or canonical decomposition into irreducible components. The following picture shows an example.

\[
\begin{align*}
\text{+} + & \quad \text{=} \\
\text{+} + & \quad \text{=} \\
\text{+} + & \quad \text{=} \\
\end{align*}
\]

Let us now prove the important property of local irreducibility.

**Lemma 1.2.31**
Let \( X \) be a locally irreducible tropical cycle and let \( \varphi \) be a Cartier divisor on \( X \). Then \(|\varphi \cdot X| = |\varphi|\) holds.

**Proof.** By locality of the intersection product, it remains to show: Let \( X \) be a one-dimensional balanced irreducible fan and let \( \varphi \) be a fan function, then \( \varphi \cdot X = \emptyset \) implies that \( \varphi \) is linear. In this case, as mentioned in example 1.2.28(e) irreducibility just means that

\[
\sum_{\varphi \in \mathcal{X}(1)} \omega_X(\varphi) u_{\varphi/\{0\}} = 0
\]

is the unique primitive linear relation which the primitive generators satisfy. But this precisely means that for given values \( \varphi(u_{\varphi/\{0\}}) \) such that

\[
\sum_{\varphi \in \mathcal{X}(1)} \omega_X(\varphi) \varphi(u_{\varphi/\{0\}}) = 0
\]

holds, there exists an integer linear extension attaining these values. This proves the claim. \(\square\)
Chapter 1: Tropical intersection theory

1.3 Morphisms and the projection formula

In this section, our first step is to define morphisms. Of course, a morphism should define functors, namely the push forward of cycles and the pull back of rational functions/Cartier divisors. We show that these functors exist and satisfy expected properties such as the projection formula, which connects the functors to the intersection product.

1.3.1 Morphisms

Let $V = \Lambda \otimes \mathbb{R}$ and $V' = \Lambda' \otimes \mathbb{R}$ be two real vector spaces with underlying lattices $\Lambda$ and $\Lambda'$. A map $f : S \rightarrow V'$ from a subset $S \subseteq V$ to $V'$ is called an integer affine map if it is the restriction of a map $x \mapsto \Psi(x) + v$, where $\Psi : \Lambda \rightarrow \Lambda'$ is an integer linear map and $v \in V'$ is an arbitrary translation vector. Such functions are the local patterns of tropical morphisms.

Definition 1.3.1 (Tropical morphisms)

Let $X \in \mathbb{Z}^*_{\mathbb{R}}(V)$ and $Y \in \mathbb{Z}^*_{\mathbb{R}}(V')$ be tropical cycles. A tropical morphism $f : X \rightarrow Y$ is a map from $|X|$ to $|Y|$ which is locally integer affine.

A tropical morphism $f : X \rightarrow Y$ is an isomorphism (and $X$ and $Y$ are isomorphic) if there exists a tropical morphism $g : Y \rightarrow X$ such that $f \circ g = id_Y$ and $g \circ f = id_X$ and if the weights of identified facets of suitable polyhedral structures on $X$ and $Y$ coincide.

Remark 1.3.2

• Obviously, a tropical morphism is continuous. Moreover, for every polyhedral structure $\mathcal{X}$ of $X$ and for every cell $\tau \in \mathcal{X}$, the local function $f|_{U(\tau)}$ is integer affine. Indeed, let $W = \langle U(\tau) \rangle$ be the locally spanned affine space, then the map

$$\text{RelInt}(\tau) \rightarrow \text{AffMaps}(W, V')$$

$$x \mapsto \text{local representation of } f$$

is locally constant, i.e. constant. Therefore the restriction of $f$ to a small neighbourhood of a point $x \in \text{RelInt}(\tau)$ fixes $f$ on $U(\tau)$. We denote the linear part of $f$ at $\tau$ by $f_{\tau} : \Lambda_{U(\tau)} \rightarrow \Lambda'$.

In particular, for every cell $\tau \in \mathcal{X}$ the restriction $f|_{\tau}$ is integer affine and the image $f(\tau)$ is a polyhedron in $V'$.

• If the target cycle $Y = V' = \mathbb{Z} \otimes \mathbb{R}$ is the set of real numbers, then we can consider $f$ as a rational function. However, as it is locally affine,
its Weil divisor \( \text{div}(f) \) is \( \emptyset \). We can do something else with such a function. The set

\[
\mathcal{H}_f := \left\{ \{ x \in |X| : f(x) \geq 0 \}, \{ x \in |X| : f(x) = 0 \}, \{ x \in |X| : f(x) \leq 0 \} \right\}
\]

is not a polyhedral complex, but the intersection

\[
X \cap \mathcal{H}_f = \left\{ \{ x \in \tau : f(x) \geq 0 \}, \{ x \in \tau : f(x) = 0 \}, \{ x \in \tau : f(x) \leq 0 \} \right\}
\]

with any polyhedral structure \( \mathcal{X} \) of \( X \) is one. This will be helpful in the following lemma.

**Example 1.3.3**

Let us give two very simple examples. We take \( X = L_{21}^{2} \) in \( \mathbb{R}^{2} \) and \( Y = \mathbb{R} \) and define the two morphisms \( f_1 : (x, y) \mapsto x + y \) and \( f_2 : (x, y) \mapsto x \).

Note that \( f_1 \) maps both rays \( \tau_1 \) and \( \tau_2 \) onto \( \mathbb{R} \leq 0 \), whereas \( f_2 \) contracts the whole ray \( \tau_2 \) to the point 0 but is injective otherwise.

The following lemma clarifies the combinatorial situation of tropical morphisms. The proof is similar to [GKM07, construction 2.24].

**Lemma 1.3.4**

Let \( f : X \rightarrow Y \) be a tropical morphism. Then there exist polyhedral structures \( \mathcal{X} \) of \( X \) and \( \mathcal{Y} \) of \( Y \) such that the polyhedron \( f(\tau) \) is contained in \( \mathcal{Y} \) for any \( \tau \in \mathcal{X} \), i.e.

\[
\{ f(\tau) | \tau \in \mathcal{X} \} \subseteq \mathcal{Y}.
\]

**Proof.** We choose polyhedral structures \( \mathcal{X}' \) of \( X \) and \( \mathcal{Y}' \) of \( Y \). Then we can write \( |Y| \) as polyhedral set

\[
|Y| = \bigcup_{\sigma' \in \mathcal{Y}'} \sigma' \cup \bigcup_{\tau' \in \mathcal{X}'} f(\tau').
\]
Applying the construction of lemma 1.1.5 to this union, we get a subdivision of $V'$

$$\mathcal{H} = \mathcal{H}_{\alpha_1} \cap \ldots \cap \mathcal{H}_{\alpha_n},$$

where the $\alpha_i$ are all affine linear forms occurring in the description of all polyhedra in the above union (as equations $\alpha_i(x) \geq 0$). This leads to the polyhedral structure

$$Y := Y' \cap \mathcal{H} = \{\sigma \in \mathcal{H} | \sigma \subseteq |Y|\}.$$

Moreover, according to the previous remark 1.3.2, we can form the polyhedral structure

$$X := X' \cap \mathcal{H}_{\alpha_1 f} \cap \ldots \cap \mathcal{H}_{\alpha_n f}.$$ 

We show that these polyhedral structures satisfy the statement of the lemma. A cell of $X$ has the form

$$\tau = \{x \in \tau' | \alpha_i(f(x)) \geq 0, \alpha_j(f(x)) = 0, \alpha_k(f(x)) \leq 0 \text{ for all } i \in I, j \in J, k \in K\},$$

where $\tau' \in \mathcal{X}'$ and $I, J, K$ form a partition of $\{1, \ldots, n\}$. It follows that the image is

$$f(\tau) = \{y \in f(\tau') | \alpha_i(y) \geq 0, \alpha_j(y) = 0, \alpha_k(y) \leq 0 \text{ for all } i \in I, j \in J, k \in K\}.$$ 

Now $f(\tau')$ itself can be written in the form $f(\tau') = \{y \in V' | \alpha_s(y) \geq 0 \text{ for all } s \in S\}$, where $S \subseteq \{1, \ldots, n\}$ is a suitable index set. It follows that

$$f(\tau) = \{y \in V' | \alpha_i(y) \geq 0, \alpha_j(y) = 0, \alpha_k(y) \leq 0 \text{ for all } i \in I', j \in J', k \in K'\}$$

for an adapted partition $I', J', K'$ of $\{1, \ldots, n\}$. Now this is a cell of $\mathcal{H}$ by definition, and contained in $|Y|$, of course. Therefore $f(\tau) \in \mathcal{Y}$, which proves the claim. \hfill \Box

**Example 1.3.5**

In example 1.3.3, the polyhedral structures $\mathcal{L}'_2$ and $\mathcal{L}'_1$ are appropriate for both morphisms $f_1$ and $f_2.$
1.3 Morphisms and the projection formula

1.3.2 Push forwards of cycles

**Definition and Lemma 1.3.6** (Push forwards of tropical cycles)
Let \( f : X \to Y \) be a morphism and choose polyhedral structures \( \mathcal{X} \) and \( \mathcal{Y} \) as in the previous lemma. We equip the polyhedral subcomplex of \( Y \)

\[
f_*\mathcal{X} := \{ f(\tau) | \tau \in \mathcal{X} \text{ contained in a facet of } \mathcal{X} \text{ on which } f \text{ is injective} \}
\]

with the weight function

\[
\omega_{f_*\mathcal{X}}(\sigma') = \sum_{\sigma \in \mathcal{X}, f(\sigma) = \sigma'} \omega_{\mathcal{X}}(\sigma) \cdot \left[ \Lambda'_{\sigma'} : f_{\sigma}(\Lambda_{\sigma}) \right]. \tag{1.7}
\]

We claim that this is a balanced polyhedral complex and call the associated tropical cycle the *push forward* \( f_*\mathcal{X} \) of \( \mathcal{X} \). Note that this definition is indeed well-defined: If we start with refinements of \( \mathcal{X} \) and \( \mathcal{Y} \) (and apply the previous lemma), we obtain a refinement of \( f_*\mathcal{X} \) with corresponding weights. Note that by definition \( |f_*\mathcal{X}| \subseteq f(|\mathcal{X}|) \) holds. In particular, if \( f(|\mathcal{X}|) \) is of strictly lower dimension than \( \mathcal{X} \), then \( f_*\mathcal{X} = \emptyset \).

For a subcycle \( Z \in Z_*(X) \), we define the *push forward of Z* by \( f_*Z := (f|_Z)_*Z \). This provides a group homomorphism

\[
f_* : Z_*(X) \to Z_*(Y).
\]

**Proof.** We want to prove that \( f_*\mathcal{X} \) is balanced and that \( f_* : Z_*(X) \to Z_*(Y) \) is a group homomorphism. The latter one is straightforward: Let \( Z, Z' \in Z_d(X) \) be two subcycles of dimension \( d \). We can choose polyhedral structures \( \mathcal{Z} \) of \( |Z| \cup |Z'| \) and \( \mathcal{Y} \) of \( Y \) according to lemma 1.3.4. Then \( Z, Z' \) and \( Z + Z' \) are given by weight functions \( \omega_Z, \omega_{Z'} \) and \( \omega_{Z+Z'} \) on \( \mathcal{Z} \) which satisfy \( \omega_Z + \omega_{Z'} = \omega_{Z+Z'} \). As the weight formula \( (1.7) \) is linear with respect to the weights of the source cycle, the claim follows.

So let us prove that \( f_*\mathcal{X} \) is balanced. A similar proof can be found in [GKM07, proposition 2.25]. First we want to prove an appropriate locality statement, that will also be helpful in what follows. Again, let \( \mathcal{X} \) and \( \mathcal{Y} \) be polyhedral structures like in lemma 1.3.3 and take a cell \( \tau \in \mathcal{X}^{(e)} \) such that \( f(\tau) = \tau' \in \mathcal{Y}^{(e)} \) is of the same dimension. This implies that the integer linear part of \( f \) at \( \tau \) maps \( V_\tau \) to \( V'_{\tau'} \) and therefore induces an integer linear map \( f^\tau : V_{U(\tau)}/V_\tau \to V'/V'_{\tau'} \). Therefore we can formulate the following statement:
Lemma 1.3.7
Let \( \tau' \) be an \( e \)-dimensional cell of \( f_*X \). Then the local formula

\[
\text{Star}_{f_*\mathcal{X}}(\tau') = \sum_{\tau \in X^{(e)}} \left[ \Lambda'_\tau : f_\tau(\Lambda_\tau) \right] \cdot f_\tau^* \left( \text{Star}_X(\tau) \right)
\]

holds.

Proof. It follows from \( f_\tau^*(\overline{\sigma}') = f(\overline{\sigma}) \) that also the right hand side can be computed on the polyhedral complex \( \text{Star}_{f_*\mathcal{X}}(\tau') \), i.e. we only have to compare the weights.

By the weight formula 1.7, the weight of a facet \( \overline{\sigma}' \) is a sum over all facets \( \sigma \in \mathcal{X} \) with \( f(\sigma) = \sigma' \) on the left hand side and over all \( \tau < \sigma \) with \( f(\tau) = \tau' \) and \( f^*(\overline{\sigma}) = \overline{\sigma}' \) on the right hand side. These two index sets are actually equivalent, as a facet \( \sigma \in \mathcal{X} \) with \( f(\sigma) = \sigma' > \tau' \) contains one unique face \( \tau < \sigma \) with \( f(\tau) = \tau' \) (as \( f|_\sigma \) is supposed to be injective).

So it remains to compare the varying factors appearing in the weight formula, or more precisely, to show the equality

\[
\left[ \Lambda'_\sigma : f_\sigma(\Lambda_\sigma) \right] = \left[ \Lambda'_\tau : f_\tau(\Lambda_\tau) \right] \cdot \left[ \Lambda'_\overline{\sigma} : f^*(\overline{\Lambda}_\overline{\sigma}) \right],
\]

which follows from the third isomorphism theorem and from \( \Lambda'_\sigma = \Lambda'_\tau / \Lambda'_\overline{\sigma} \) resp. \( f^*(\overline{\Lambda}_{\overline{\sigma}}) = f_\tau(\Lambda_\tau) / f_\tau(\Lambda_\overline{\sigma}) \). This proves the claim. \( \square \)

The locality statement shows that \( \text{Star}_{f_*\mathcal{X}}(\tau') \) is balanced if and only if all \( f_\tau^*(\text{Star}_X(\tau)) \) are balanced. Thus, to finish the proof that \( f_*\mathcal{X} \) is balanced, we can restrict to the case where \( \mathcal{X} \) is a one-dimensional fan and \( f : \Lambda \to \Lambda' \) is an integer linear function. Let \( u_\varrho := u_\varrho / \{0\} \) be the primitive generator of the ray. Now if we apply \( f \) to the balancing equation of \( \mathcal{X} \), we get

\[
\sum_{\varrho \in \mathcal{X}^{(1)}} \omega_X(\varrho) f(u_\varrho) = 0
\]

Of course we can omit the rays with \( f(u_\varrho) = 0 \). For the others, the formula \( f(u_\varrho) = [\Lambda'_\varrho : f(\Lambda_\varrho)] u_{f(\varrho)} \) holds. Plugging this in and rearranging the sum accordingly, we get

\[
\sum_{\varrho' \in \mathcal{X}^{(1)}} \sum_{\varrho \in \mathcal{X}^{(1)}} \omega_X(\varrho) [\Lambda'_\varrho : f(\Lambda_\varrho)] u_{\varrho'} = 0,
\]

which is precisely the balancing condition for \( f_*\mathcal{X} \) with weight formula 1.7. \( \square \)
Example 1.3.8  

• Let us return to example 1.3.3. $f_2$ contracts $\tau_2$, but maps the cells $\tau_0$ and $\tau_1$ with trivial index onto $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{\leq 0}$ respectively. Thus we compute $(f_2)_*L^1_1 = L^1_1$ and $(f_2)_*L^2_1 = R$. Now consider $f_1$. On the one hand, we have two cells $\tau_1$ and $\tau_2$ mapping to $\mathbb{R}_{\leq 0}$, both with index 1. On the other hand, there is only $\tau_0$ mapping to $\mathbb{R}_{\geq 0}$, but with index 2 as $f_1((1,1)) = 2$. So again, $(f_1)_*L^2_1$ is balanced, but this time the push forward equals $(f_2)_*L^2_1 = 2 \cdot R$.

• Let $f : V \to W$ and $f' : V' \to W'$ be two integer affine maps of vector spaces with lattices. Then

$$(f \times f')_*(X \times X') = f_*(X) \times f'_*(X')$$

holds. Indeed, after choosing appropriate polyhedral structures of $X$ and $X'$, this follows immediately from the definitions.

Remark 1.3.9 (Pushing forward is functorial)

Note that pushing forward, as we expect, is functorial: The identity map $id : X \to X$ obviously induces the trivial push forward $id_* (Z) = Z$ for all subcycles $Z$. Moreover, let $f : X \to Y$ and $g : Y \to Z$ be two morphisms. When we apply lemma 1.3.4 first to $f$, then to $g$ and to $g \circ f$, we obtain polyhedral structures $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ such that $f(\tau) \in \mathcal{Y}$ for all $\tau \in \mathcal{X}$ and $g(\tau') \in \mathcal{Z}$ for all $\tau' \in \mathcal{Y}$. Then the weights of facet $\sigma''$ in $(g \circ f)_*(\mathcal{X})$ and $g_*(f_*(\mathcal{X}))$ are both computed as a sum over the facets $\sigma \in \mathcal{X}$ with $(g \circ f)(\sigma) = g(f(\sigma)) = \sigma''$ and the occurring factors (with $f(\sigma) = \sigma'$) are also equal. Hence the equality $(g \circ f)_* X = g_*(f_* X)$ follows.

1.3.3 The projection formula

Definition 1.3.10 (Pull backs of Cartier divisors)

Let $f : X \to Y$ be a tropical morphism and let $\varphi \in \text{Rat}(Y)$ be a rational function on $Y$. Then we define the pull back $f^* \varphi$ of $\varphi$ to be the rational function $\varphi \circ f$ on $X$. To check that $\varphi \circ f$ is a rational function, we can apply the construction of lemma 1.3.4 to a polyhedral structure $\mathcal{Y}'$ on whose cells $\varphi$ is affine.

Moreover, if $\psi \in \text{Div}(Y)$ is a Cartier divisor on $Y$ with representative $\{(U_i, \psi_i)\}$, then we define the pull back $f^* \psi$ of $\psi$ to be the Cartier divisor
on $X$ given by
\[ \{(f^{-1}(U_i), \psi_i \circ f)\}. \]
Again, we can use lemma 1.3.4 with respect to a sufficiently fine polyhedral structure $\mathcal{Y}'$ of $Y$ to show that this indeed defines a Cartier divisor. The definition is independent of the chosen representative as $f$ is locally affine and therefore $(\psi_i \circ f)|_{U(\tau)}$ is affine if $\psi_i$ is affine.

Note that the pull back of a convex Cartier divisor/rational function is convex again as the composition of a convex function and a linear map is again convex.

We can now state and prove the important projection formula.

**Theorem 1.3.11 (Projection formula)**
Let $f : X \to Y$ be a tropical morphism and let $\varphi \in \text{Div}(Y)$ be a Cartier divisor on $Y$. Then the following formula holds:
\[ \varphi \cdot f_* X = f_*(f^* \varphi \cdot X) \in Z_{\dim X-1}(Y) \]

**Proof.** Let $\{(U_i, \varphi_i)\}$ be a representative of $\varphi$. We choose polyhedral structures $\mathcal{X}$ and $\mathcal{Y}$ such that $\{f(\tau)|\tau \in \mathcal{X}\} \subseteq \mathcal{Y}$, the $U_i$ are polyhedral with respect to $\mathcal{Y}$ and the $\varphi_i$ are affine on the cells of $\mathcal{Y}$ (where defined). This implies that the respective statements also hold for $\mathcal{X}$ and $\{(f^{-1}(U_i), \varphi_i \circ f)\}$.

Now the claim is an easy consequence of the locality of the involved operation. We have to compare the weights of a cell $\tau' \in \mathcal{Y}^{(\dim X - 1)}$ on both sides. To do this, we apply the locality formulas for the intersection products and the push forwards on both sides (note that taking germs of $\varphi$ commutes with pulling back). Therefore we can restrict to the case where $\mathcal{X}$ and $\mathcal{Y} := f_* \mathcal{X}$ are one-dimensional fans, $f : \Lambda \to \Lambda'$ is integer linear, and $\varphi$ is a fan function on $f_* \mathcal{X}$. In this case, a direct computation shows
\[
\omega_{f_*(f^* \varphi \cdot X)}(\{0\}) = \omega_{f^* \varphi \cdot X}(\{0\}) = \sum_{\varphi \in \mathcal{X}} \omega_{\mathcal{X}(\varphi)}(f(\varphi)) = \sum_{\varphi \in f_* \mathcal{X}} \sum_{f(\varphi') = \varphi} \omega_{\mathcal{X}(\varphi')}(f(\Lambda_{\varphi'})) \varphi(u_{\varphi'}) = \sum_{\varphi' \in f_* \mathcal{X}} \omega_{f_* \mathcal{X}(\varphi')}(u_{\varphi'}) = \omega_{\varphi \cdot f_* \mathcal{X}}(\{0\}),
\]
which proves the claim. \qed
Example 1.3.12
As an example of the usefulness of the projection formula, let us mention how it simplifies the proof of lemma 1.2.9. Let \( h_1, \ldots, h_r \) be integer linear functions on a vector space \( V \) of dimension \( r \), and consider the rational functions \( \max\{h_i, 0\} \) on \( V \). Then the linear map \( H : V \to \mathbb{R}^r \) given by \( H(x) = (h_1(x), \ldots, h_l(x)) \) is a tropical morphism and \( \max\{h_i, 0\} = H^*(\max\{x_i, 0\}) \), where \( x_i \) denotes the \( i \)-th standard coordinate function on \( \mathbb{R}^r \). Hence with help of the projection formula and the fact that the push forward preserves the degree of a zero-dimensional cycle, we can conclude

\[
\deg(\max\{h_1, 0\} \cdots \max\{h_r, 0\} \cdot V)
= \deg(\max\{x_1, 0\} \cdots \max\{x_r, 0\} \cdot H^*(V)).
\]

But then, we furthermore know \( H^*(V) = [\mathbb{Z}^r : H(\Lambda)] \cdot \mathbb{R}^r \) by definition (assuming \( H \) has full rank) and can easily compute

\[
\deg(\max\{x_1, 0\} \cdots \max\{x_r, 0\} \cdot \mathbb{R}^r) = 1.
\]

Thus, the claim of lemma 1.2.9 is verified in the special case \( r = l \) and can easily be extended to the general case by locality.

1.4 Rational equivalence

Up to now, there was no need of introducing a notion of rational equivalence, as the definition of the intersection product of Cartier divisors and tropical cycles works without it. However, for later applications in enumerative geometry it is good to have a tool that guarantees numerical invariance when varying e.g. the point configurations which the counted curves have to meet. This is why we define a notion of rational equivalence here that satisfies numerical invariance with respect to intersection products and covers for example translations of cycles. Moreover, we give a description of the tropical Chow group of a vector space \( V \). The material is mostly combined from section 8 of [AR07] and from [AR08].

1.4.1 The Picard group

The first thing we need, in order to establish a concept of rational equivalence, is an appropriate class of functions that generates the equivalence. In classical algebraic geometry, this is basically the class of all rational functions. This is certainly too much in tropical geometry, as this would
make many Picard groups and Chow groups, say of a tropical line \( L = \max\{0, x, y\} \cdot \mathbb{R}^2 \), trivial, which we certainly do not want. The problem arises from the fact that tropical cycles, as we defined them, are usually non-compact (if not zero-dimensional). This leads, as in the classical case, to rational function on \( X \), which “have hidden zeros and poles” in the “boundary” of \( X \). Consider for example the function \( \varphi = \max\{0, x, y\}_{|L} \) on \( L \) again. Let us define the degree \( \deg(X) \) of a zero-dimensional cycle \( X \) to be the sum of all weights, i.e. \( \deg(X) = \sum_{P \in X} \omega_X(P) \). Then the Weil divisor of \( \varphi \) is equal to the vertex of \( L \) with weight 1 and therefore has degree one. On the other hand, on the ray \( \mathbb{R}_{\geq 0}(1, 1) \) the slope of the function is 1, so we would expect that the function has a pole at the infinite point of this ray. As this point does not belong to \( L \), this pole is not within our scope. But if rational equivalence did not preserve the degree, it would be quite useless in applications (e.g. in enumerative geometry). Therefore we would like to generate rational equivalence by such functions “whose divisor in any compactification has no components in the boundary”. This can be achieved by restricting to bounded functions.

Remark 1.4.1
There is another possibility how to deal with the non-compactness of (sub-cycles of) \( V \). Namely, one can try to compactify the cycles in question and then extend the intersection theory to such compact objects. However, this approach is not treated in this thesis. Instead, this is part of active research by Henning Meyer and others.

Definition 1.4.2 (Rational equivalence generated by bounded functions)
Let \( Z \) be an abstract tropical cycle and \( R(Z) := \{([Z], \phi) | \phi \) bounded\} be the group of all Cartier divisors globally given by a bounded rational function. We define the Picard group of \( Z \) to be the quotient \( \text{Pic}(Z) := \text{Div}(Z)/R(Z) \). We call two Cartier divisors (rational functions) rationally equivalent, if their classes in \( \text{Pic}(Z) \) are the same. In particular, two rationally equivalent rational functions differ in a sum of a bounded and a locally affine function.

Remark 1.4.3
Let \( f : X \rightarrow Y \) be a tropical morphism and \( \phi \) on \( Y \) be a bounded rational function. Then also \( f^*\phi \) is bounded and therefore we get a well-defined pull back homomorphism
\[
f^* : \text{Pic}(Y) \rightarrow \text{Pic}(X).
\]
Let us now prove that we do not divide out too much for applications in
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enumerative geometry.

Lemma 1.4.4
Let $X$ be a one-dimensional tropical cycle, $\phi$ a bounded rational function on $X$. Then the degree of $\text{div}(\phi)$ is zero, $\deg(\text{div}(\phi)) = 0$.

Proof. Let $\mathcal{X}$ be a polyhedral structure on whose cells $\phi$ is affine. Then by definition for all $\{p\} \in \mathcal{X}^{(0)}$ we have

$$\omega_{\text{div}(\phi)}(\{p\}) = \sum_{\sigma \in \mathcal{X}^{(1)} \atop p \in \sigma} \omega(\sigma) \phi_{\sigma}(u_{\sigma/\{p\}}),$$

and therefore

$$\deg(\text{div}(\phi)) = \sum_{p,\sigma} \omega(\sigma) \phi_{\sigma}(u_{\sigma/\{p\}}),$$

where the sum runs through all flags $\mathcal{X}^{(0)} \ni \{p\} < \sigma \in \mathcal{X}^{(1)}$. Now, if $\sigma \in \mathcal{X}^{(1)}$ contains two different vertices, say $\partial_1 \sigma$ and $\partial_2 \sigma$, then the two corresponding primitive generators have opposite directions, i.e. $u_{\sigma/\{\partial_1 \sigma\}} = -u_{\sigma/\{\partial_2 \sigma\}}$. Hence the two corresponding terms in the above sum cancel out. If, otherwise, $\sigma$ contains no two vertices, then $\sigma$ must be an unbounded polyhedron and therefore $\phi$ can only be bounded if it is constant on $\sigma$. Therefore $\phi_{\sigma} \equiv 0$ and the claim follows. \hfill \Box

1.4.2 Chow groups

Definition 1.4.5 (Rational equivalence of cycles)
Let $Z$ be a cycle and let $X$ be a subcycle. We call $X$ rationally equivalent to zero on $Z$, denoted by $X \sim 0$, if there exists a morphism $f : Z' \to Z$ from an arbitrary further tropical cycle $Z'$ to $Z$ and a bounded rational function $\phi$ on $Z'$ such that

$$f_*(\phi \cdot Z') = X.$$ 

Let $Y$ be another subcycle of $Z$. Then we call $X$ and $Y$ rationally equivalent if $X - Y$ is rationally equivalent to zero, denoted by $X \sim Y$. The group of equivalence classes $A_*(X) := Z_*(X)/\sim$ is called the Chow group of $X$.

Remark 1.4.6
The push forward construction is necessary as otherwise push forwards were not compatible with rational equivalence (cf. [AR07, remark 8.6]). Moreover, the definition given here still satisfies all desired properties, as we will see in the following.
Lemma 1.4.7
Let $X$ be a cycle in $Z$ rationally equivalent to zero. Then the following holds:

(a) Let $\varphi$ be a Cartier divisor on $Z$. Then $\varphi \cdot X$ is also rationally equivalent to zero.

(b) Let $g : Z \to \tilde{Z}$ be a morphism to an arbitrary further tropical cycle $\tilde{Z}$. Then $g_*(X)$ is also rationally equivalent to zero.

(c) Assume that $X$ is zero-dimensional. Then $\deg(X) = 0$.

Proof. Let $f : Z' \to Z$ be a morphism and $\phi$ a bounded function on $Z'$ such that $f_*(\phi \cdot Z') = X$. Then restricting $f$ to $f : f^* \varphi \cdot Z' \to Z$ and the projection formula provide (a), whereas composing $f$ with $g$ provides (b). For (c), $Z'$ must be one-dimensional and we can apply [1.4.4] which shows that the degree of $\phi \cdot Z'$ is zero. But pushing forward preserves the degree.

Remark 1.4.8
The previous lemma guarantees the existence of

- a bilinear intersection product
  \[ \cdot : \text{Pic}(X) \times A_*(X) \to A_{*-1}(X), \]

- for every tropical morphism $f : X \to Y$ a Chow group homomorphism
  \[ f_* : A_*(X) \to A_*(Y), \]

- and a well-defined degree homomorphism
  \[ \deg : A_0(X) \to \mathbb{Z}. \]

An easy example of rationally equivalent cycles are translations.

Lemma 1.4.9 (Translations are rationally equivalent)
Let $X$ be a cycle in $\mathbb{R}^r$ and let $X(v)$ denote the translation of $X$ by an arbitrary vector $v \in \mathbb{R}^r$. Then the equation

\[ X(v) \sim X \]

holds.
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Proof. Consider the cycle $X \times \mathbb{R}$ in $\mathbb{R}^r \times \mathbb{R}$ with morphism

$$f : \mathbb{R}^r \times \mathbb{R} \to \mathbb{R}^r,$$

$$(x, t) \mapsto x + t \cdot e_i,$$

where $e_i$ is the $i$-th unit vector in $\mathbb{R}^r$ (note that we cannot use $v$ here, as $v$ might not have integer slope, hence $f$ might not be integer affine). For $\mu \in \mathbb{R}$ let $\phi_\mu$ be the bounded function

$$\phi_\mu(x, t) = \begin{cases} 0 & t \leq 0 \\ t & 0 \leq t \leq \mu \\ \mu & t \geq \mu. \end{cases}$$

Then $f_*(\phi_\mu \cdot X \times \mathbb{R}) = X - X(\mu \cdot e_i)$, which shows that $X \sim X(\mu \cdot e_i)$ holds. Hence the claim follows by iteration.  

1.4.3 The recession cycle

The following definitions and statements can be found in [Zi94] (cf. definition 1.11 and proposition 1.12). Let $\tau$ be a (non-empty) polyhedron in $V$. We define the recession cone of $\sigma$ to be

$$\text{rc}(\tau) := \{v \in V | x + R_{\geq 0} v \subseteq \tau \forall x \in \tau\} = \{v \in V | \exists x \in \sigma \text{ s.t. } x + R_{\geq 0} v \subseteq \tau\}.$$

The two sets coincide as $\tau$ is closed and convex. If $\tau'$ is another polyhedron with non-empty intersection $\tau \cap \tau' \neq \emptyset$, then $\text{rc}(\tau \cap \tau') = \text{rc}(\tau) \cap \text{rc}(\tau')$ holds. Let us denote the set of vertices of $\tau$ by $\tau(0)$. If $\tau$ has at least one vertex, the formula

$$\tau = \text{conv}(\tau(0)) + \text{rc}(\tau)$$ (1.8)

holds, where conv denotes the convex hull. One can easily conclude that for every face $\tau' < \tau$, the recession cone $\text{rc}(\tau')$ is a face of $\text{rc}(\tau)$. Moreover, every face of $\text{rc}(\tau)$ is of this form.

Lemma 1.4.10

Let $X$ be a tropical cycle in $V$. Then there exists a polyhedral structure $\mathcal{X}$ such that

$$\{\text{rc}(\tau) | \tau \in \mathcal{X}\}$$

is a fan.
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Proof. We start with an arbitrary polyhedral structure $X'$ such that every cell contains vertices (otherwise we intersect such a cell with a translated complete fan). Again, we apply the construction of lemma 1.1.5 to the polyhedral set $\bigcup_{\tau \in X} \text{rc}(\tau')$ and obtain a complete fan $H$ such that all $\text{rc}(\tau)$ are unions of cells of $H$. Then we form $X := X' \cap H$ and consider a (non-empty) cell $\tau = \tau' \cap \sigma, \tau, \sigma \in X, \sigma \in H$. Its recession cone is $\text{rc}(\tau) = \text{rc}(\tau') \cap \text{rc}(\sigma)$, which is a cone in $H$ by construction. This proves the claim. □

Definition 1.4.11 (The degree of tropical cycles)
Let $X$ be a $d$-dimensional tropical cycle in $V$, let $X'$ be a polyhedral structure such that
$$\{\text{rc}(\tau)|\tau \in X\}$$
is a pure-dimensional fan which is obtained by removing all cones that are not contained in a $d$-dimensional facet is denoted by $\delta(X')$. To every facet $\sigma \in \delta(X')^{(d)}$ we assign the weight
$$\omega_{\delta(X')}(\sigma) := \sum_{\sigma' \in X' \cap \text{rc}(\sigma)} \omega_X(\sigma').$$

The associated tropical fan (see proof below) is called the degree of $X$ and is denoted by $\delta(X)$. It is independent of the chosen polyhedral structure, as a refinement of $X'$ leads to a compatible refinement of $\delta(X')$.

Before we prove that $\delta(X)$ is balanced, let us state an important property of $\delta(X)$.

Theorem 1.4.12
Let $X$ be a cycle in $V$. Then $X$ is rationally equivalent (in $V$) to its degree $\delta(X)$, i.e.
$$X \sim \delta(X).$$

As the proof of this statement is to a large extent the work of Lars Allermann, my coauthor of [AR07] and [AR08], we skip it here (see [AR08, theorem 7]). Instead, we prove explicitly that $\delta(X)$ is balanced (which in [AR08] is proven only implicitly as part of the proof of theorem 7).

Proof of the balancing condition of $\delta(X)$. Let us first assume $\dim(X') = 1$. Adding up the balancing condition for all vertices $V \in X^{(0)}$, we get
$$\sum_{V \in X} \omega_X(\sigma) u_{\sigma \setminus \{V\}} = 0,$$
1.4 Rational equivalence

where the sum is subject to all flags $X^{(0)} \ni \{V\} < \sigma \in X^{(1)}$. Every edge $\sigma$ with $\text{rc}(\sigma) = \{0\}$ is the convex hull of two vertices $V, V'$ with $u_{\sigma/\{V\}} = -u_{\sigma/\{V'\}}$ and hence its contribution to the sum cancels out. What remains is precisely the balancing condition for $\delta(X)$, as obviously $u_{\sigma/\{V\}} = u_{\text{rc}(\sigma)/\{0\}}$ holds if $\text{rc}(\sigma)$ is a ray.

For the general case, let $\tau'$ be a ridge of $\delta(X)$ and consider the polyhedral open set

$$U := \bigcup_{\sigma \in X, \tau' \subseteq \text{rc}(\sigma)} \text{RelInt}(\sigma).$$

Then $V_{\tau'}$ is the common space of linearity of $U$ and it is easy to check that the image of $U$ under the quotient map $q : V \to V/V_{\tau'}$ induces a one-dimensional tropical cycle whose degree equals $\text{Star}_{\delta(X)}(\tau')$. Indeed, let $X_{\tau'}$ denote the set of all cells $\sigma \in X$ with $\tau' \subseteq \text{rc}(\sigma)$. The inclusion $q(\sigma) \subseteq q(U)$ is true for all $\sigma \in X_{\tau'}$, as for every $p \in \sigma$ the subset $p + \tau'$ of $\sigma$ intersects $U$ for dimensional reasons. Therefore the properties of recession cones mentioned at the beginning of this subsection ensure that $\mathcal{Y} := \{q(\sigma) | \sigma \in X_{\tau'}\}$ forms a polyhedral complex — if we furthermore show that $q(\sigma) \cap q(\sigma') \neq \emptyset$ implies $\sigma \cap \sigma' \neq \emptyset$ for all $\sigma, \sigma' \in X_{\tau'}$. So assume $p \in \sigma, p' \in \sigma'$ with $q(p) = q(p')$.

It follows that the affine space $p + V_{\tau'}$ contains the two “translated” full-dimensional cones $p + \tau'$ and $p' + \tau'$, which must intersect (look at them “from far away”). As $p + \tau' \subseteq \sigma, p' + \tau' \subseteq \sigma'$, this implies that $\sigma$ and $\sigma'$ intersect. With weights $\omega_{\mathcal{Y}}(q(\sigma)) := \omega_X(\sigma)$ and the fact that the star around the ridge $\tau \in X_{\tau'}$ and the star around $q(\tau)$ are equal, it follows that $\mathcal{Y}$ is a balanced polyhedral complex. As moreover “mapping to the quotient” and “taking recession cones” commute, the claim follows.

Then the one-dimensional case shows that $\text{Star}_{\delta(X)}(\tau')$ is balanced and thus $\delta(X)$ is balanced.

1.4.4 The Chow groups of a vector space

In order to compute $A_*(V)$, one important ingredient is theorem 1.4.12 which states that any tropical cycle is rationally equivalent to a tropical fan. In other words, let $Z^\text{fan}_*(V)$ denote the group of tropical fans in $V$, then the class map $Z^\text{fan}_*(V) \to A_*(V)$ is surjective. We now show that this map is in fact also injective, hence an isomorphism. Before we prove this, we introduce the helpful notion of numerical equivalence.

**Definition 1.4.13** (Numerical equivalence)

Let $X$ be a $d$-dimensional tropical cycle in $V$. Then we define $d_X$ to be the
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map

\[ d_X : \text{Pic}(V)^d \to \mathbb{Z}, \]

\[ (\varphi_1, \ldots, \varphi_d) \mapsto \deg(\varphi_1 \cdots \varphi_d \cdot X). \]

Let \( Y \) be another \( d \)-dimensional tropical cycle in \( V \). We call \( X \) and \( Y \) numerically equivalent if \( d_X = d_Y \).

**Remark 1.4.14**
The obvious implication is: If \( X \) and \( Y \) are rationally equivalent, then they are also numerically equivalent, i.e.

\[ X \sim Y \Rightarrow d_X = d_Y. \]

This follows from lemma 1.4.7.

**Proposition 1.4.15**
Let \( X \) and \( Y \) be two tropical fans \( V \). Then, if \( X \) and \( Y \) are numerically equivalent, they actually coincide, i.e.

\[ d_X = d_Y \Rightarrow X = Y. \]

**Proof.** It suffices to show the following: If \( Z \) is a tropical fan with \( d_Z = 0 \), then \( Z = \emptyset \). To prove this, we choose a fan structure \( Z \) and a complete unimodular fan \( \Omega \) such that \( Z \subseteq \Omega \). We have to show that the corresponding weight function \( \omega_Z : \Omega^{(d)} \to \mathbb{Z} \) is identically zero (under the assumption \( d_Z = 0 \)). So pick \( \sigma \in \Omega^{(d)} \) and assume \( \sigma = \tau + \varrho \) with \( \tau \in \Omega^{(d-1)}, \varrho \in \Omega^{(1)} \).

As \( \Omega \) is unimodular, we can form the rational function \( \varphi := \varphi_\varrho \) which takes value 1 at the primitive generator of \( \varrho \) and is identically zero on all other rays of \( \Omega \) (see example 1.2.2 (e)). Then obviously the weight of \( \tau \) in \( \varphi \cdot Z \) is

\[ \omega_{\varphi \cdot Z}(\tau) = \omega_Z(\sigma) \varphi(u_\varrho) = \omega_Z(\sigma). \]

But then, \( \varphi \cdot Z \) also fulfills the assumption, namely \( d_{\varphi \cdot Z} = 0 \). Thus we use induction on \( d \), as \( \varphi \cdot Z = \emptyset \) implies \( \omega_{\varphi \cdot Z}(\tau) = \omega_Z(\sigma) = 0 \) and therefore \( Z = \emptyset \). It remains to note that for \( d = 0 \) the situation is trivial, as then \( d_Z \) is constant with value \( \deg(Z) \).

Let us summarize our results:

**Theorem 1.4.16** (The Chow group of vector spaces)
Let \( X, Y \) be two tropical cycles in \( V \). Then the following are equivalent:

---
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(a) \( X \sim Y \)

(b) \( d_X = d_Y \)

(c) \( \delta(X) = \delta(Y) \)

In other words: The concepts of rational equivalence, numerical equivalence and “having the same degree” coincide. In particular, the class homomorphism provides an isomorphism

\[ Z^\text{fan}_*(V) \cong A_*(V). \]

**Proof.** \([a] \Rightarrow [b]\) follows from lemma 1.4.7 as mentioned above. \([c] \Rightarrow [a]\) follows from \( X \sim \delta(X) = \delta(Y) \sim Y \). Finally, \([b] \Rightarrow [c]\) follows from \( d_X = d_{\delta(X)} \) and \( d_{\delta(Y)} = d_Y \) (by theorem 1.4.12) and proposition 1.4.15.

### 1.5 Intersection products of cycles

So far we are able to intersect Cartier divisors with cycles. Our aim in this section is now to define the intersection of two subcycles inside some vector space \( V = \Lambda \otimes \mathbb{R} \). We prove that this intersection product is associative, bilinear and commutative (published in [AR07]). Moreover, we prove a general Bézout-style theorem (published in [AR08]). Finally, we show that in the case of tropical fans this intersection product is equivalent to the fan displacement rule given in [FS94] in order to compute the cup-product of cohomology classes (published in [R08]).

#### 1.5.1 Intersecting tropical cycles

In the following we fix a vector space \( V = \Lambda \otimes \mathbb{R} \) together with a set of integer linear coordinate functions \( x_1, \ldots, x_r \) (i.e. a basis of \( \Lambda^\vee \)). If we consider powers \( V^2 \) or \( V^3 \), the “same” coordinate functions on the second (resp. third) factor are denoted by \( y_i \) (resp. \( z_i \)). We denote by \( \psi_i \) the rational function on \( V \times V \) given by \( \max\{x_i, y_i\} \) and the associated subdivision of \( V \times V \) into half-spaces is denoted by \( H_i := H_{x_i - y_i} \). For an intersection product \( \psi_1 \cdots \psi_r \cdot Z \) for some cycle \( Z \) in \( V \times V \) we use the shorthand notation \( \Psi \cdot Z \). Accordingly, we define the subdivision \( \mathcal{H} := \mathcal{H}_1 \cap \cdots \cap \mathcal{H}_r \) of \( V \times V \) whose minimal cell is the diagonal \( \Delta := \{(v, v)\mid v \in V\} \). Lemma 1.2.9 proves that

\[ \Psi \cdot (V \times V) = \psi_1 \cdots \psi_r \cdot (V \times V) = \Delta. \]
holds. Finally, we denote the projection of $V \times V$ to the first factor by $\pi : V \times V \to V : (x, y) \mapsto x$. Now we are ready to define the intersection product of two cycles in $V$. The idea is to intersect their cartesian product with the diagonal in $V \times V$ and then to push down.

**Definition 1.5.1** (Intersection products of cycles)
Let $X$ and $Y$ be two tropical cycles in $V$. Then we define the intersection product of $X$ and $Y$ by

$$X \cdot Y := \pi_* (\Psi \cdot (X \times Y)).$$

**Remark 1.5.2**
Let us collect the simple consequences of this definition.

- The intersection map

$$\cdot : Z_{r-k}(V) \times Z_{r-l}(V) \to Z_{r-k-l}(V).$$

is bilinear. This follows readily from the linearity of the push forward, of intersection products with Cartier divisors and of “taking cartesian products”.

- As $|\Delta| = |\psi_1| \cap \ldots \cap |\psi_r|$ holds, also $|\Psi \cdot (X \times Y)| \subseteq |\Delta|$ is true and we can as well use the second projection. Therefore the definition is symmetric in $X$ and $Y$ and the commutativity

$$X \cdot Y = Y \cdot X$$

follows.

- The product satisfies $|X \cdot Y| \subseteq |X| \cap |Y|$ (as $|\Psi \cdot (X \times Y)| \subseteq |\Delta| \cap |X \times Y|$).

- Let $\mathcal{X}$ and $\mathcal{Y}$ be polyhedral structures of $X$ and $Y$ and assume $\text{codim}_V(X) = k, \text{codim}_V(Y) = l$. Then the codimension of $X \cdot Y$ and the expected codimension of $\mathcal{X} \cap \mathcal{Y}$ is $k + l$. But in general, the polyhedral complex $\mathcal{X} \cap \mathcal{Y}$ is of too high dimension (cf. the right hand picture in definition 1.5.14). However, if we remove cells of too high dimension, i.e. if we form

$$(\mathcal{X} \cap \mathcal{Y})^{(\leq r-k-l)} := \{ \tau \in \mathcal{X} \cap \mathcal{Y} | \text{codim}_V(\tau) \geq k + l \},$$

then this polyhedral complex with induced weights (possibly zero) gets a polyhedral structure of $X \cdot Y$. In the following we will meet some tools how to compute the weights of this complex directly, without applying the construction above.
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- If \( X \) and \( Y \) are tropical fans, then \( X \cdot Y \) is also a tropical fan. In this case, the \( \psi_i \) are fan functions on \( X \times Y \), hence \( \Psi \cdot (X \times Y) \) is a fan. As \( \pi \) is a linear map, the statement follows.

After this rather simple start, some other seemingly self-evident properties of the intersection product need slightly more work.

**Proposition 1.5.3**

*For all cycles \( X \in Z_d(V) \), the equation \( V \cdot X = X \) holds.*

**Proof.** Let \( \mathcal{X} \) be a polyhedral structure of \( X \). Then we intersect the polyhedral structure \( \{V\} \times \mathcal{X} \) of \( V \times X \) with \( \mathcal{H} = \mathcal{H}_1 \cap \ldots \mathcal{H}_r \) (see above) to get a polyhedral structure \( \mathcal{Y} \) of \( V \times X \) such that the \( \psi_i \) are affine on the cells. We want to compute the weight of a facet \( \sigma' \) of \( \Psi \cdot \mathcal{Y} \). Let us first assume \( \sigma' \nsubseteq \Delta \) (and therefore \( U(\sigma') \cap \Delta = \emptyset \)). Then it follows from \( \Delta = |\psi_1| \cap \ldots \cap |\psi_r| \) that at least one of the functions \( \psi_i \) is affine on \( U(\sigma') \). Therefore by locality the weight of \( \sigma' \) must be zero. Now assume \( \sigma' \subseteq \Delta \). Then by construction \( \sigma' = \{(v,v)|v \in \sigma\} \) for a suitable cell of \( \mathcal{X} \), and moreover, \( U(\sigma') = V \times \mathrm{RelInt}(\sigma) \). Then passing to \( \mathrm{Star}_Y(\sigma') \), whose support is the vector space \( V \times V_{\sigma}/V_{\sigma'} \), we can apply lemma [1.2.9] to the germs \( \psi_i^{\sigma'} \) on \( \mathrm{Star}_Y(\sigma') \) (note that, for example, \( \psi_i^{\sigma'} = \max\{x_i - y_i, 0\} \) and that \( x_1 - y_1, \ldots, x_r - y_r \) form a dual lattice basis of \( V \times V_{\sigma}/V_{\sigma'} \), cf. remark [1.2.10]). This means the weight of \( \sigma' \) is

\[
\omega_{\mathcal{Y}}(\sigma') = \omega_{\{V\} \times \mathcal{X}}(V \times \sigma) = \omega_{\mathcal{X}}(\sigma).
\]

Thus \( \Psi \cdot \mathcal{Y} \) is given by the polyhedral complex

\[
\left\{ \{(v,v)|v \in \sigma\} \text{ for all } \sigma \in \mathcal{X} \right\}
\]

with the above weight formula, and it follows that \( \pi_*(\Psi \cdot \mathcal{Y}) = \mathcal{X} \) holds, which proves the claim. \( \square \)

Another important property of our intersection product is compatibility with the intersection product of Cartier divisors. The following lemma is necessary to prove this property.

**Lemma 1.5.4**

Let \( X \in Z_d(V) \) and \( Y \in Z_e(V') \) be tropical cycles, \( \varphi \in \text{Div}(X) \) a Cartier divisor on \( X \) and \( \pi' : X \times Y \to X \) the projection onto the first factor. Then the equation

\[
(\varphi \cdot X) \times Y = \pi'^* \varphi \cdot (X \times Y)
\]

holds.
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Proof. We choose polyhedral structures $\mathcal{X}$ and $\mathcal{Y}$ such that $\varphi$ is affine on the cells of $\mathcal{X}$ (and therefore $\pi^*\varphi$ is affine on the cells of $\mathcal{X} \times \mathcal{Y}$). This means that we can compute both sides on the polyhedral structure $\mathcal{X} \times \mathcal{Y}$ and have to compare the weights of a ridge of $\mathcal{X} \times \mathcal{Y}$. We have two types of such ridges:

i) $\tau \times \tau'$ with $\tau \in \mathcal{X}^{(d-1)}$, $\tau' \in \mathcal{Y}^{(e)}$,

ii) $\tau \times \tau'$ with $\tau \in \mathcal{X}^{(d)}$, $\tau' \in \mathcal{Y}^{(e-1)}$.

For the second type we find that the neighbourhood $U(\tau \times \tau')$ projects down to $\text{RelInt}(\tau)$ via $\pi'$ and therefore $\pi^*h$ is locally affine. Thus $\tau \times \tau'$ gets weight zero. For the first type, the stars $\text{Star}_{\mathcal{X}}(\tau)$ and $\text{Star}_{\mathcal{X} \times \mathcal{Y}}(\tau \times \tau')$ are equal, as well as the germs $\varphi^\tau$ and $(\pi^*h)^{\tau \times \tau'}$ on it. Thus the claim follows.

Corollary 1.5.5

Let $X \in Z_d(V)$ and $Y \in Z_e(V)$ be tropical cycles and $\varphi \in \text{Div}(X)$ a Cartier divisor on $X$. Then the equation

$$(\varphi \cdot X) \cdot Y = \varphi \cdot (X \cdot Y)$$

holds.

Proof. Let $\pi' : X \times Y \to X$ be the projection onto the first factor. The proof is given by

$$(\varphi \cdot X) \cdot Y = \pi'_*(\Psi \cdot [(\varphi \cdot X) \times Y])$$

(previous lemma 1.5.4) = $\pi'_*(\pi^*\varphi \cdot \Psi \cdot [X \times Y])$

(projection formula 1.3.11) = $\varphi \cdot \pi'_*(\Psi \cdot [X \times Y])$

= $\varphi \cdot (X \cdot Y)$.

In particular, the previous statement implies that for a cycle given by Cartier divisors, both possibilities to intersect it with other cycles coincide:

Corollary 1.5.6

Let $X$ be a tropical cycle given as an intersection product $X = \varphi_1 \cdots \varphi_k \cdot V$ for suitable Cartier divisors $\varphi_1, \ldots, \varphi_k \in \text{Div}(V)$ and let $Y$ be an arbitrary cycle in $V$. Then the equation

$$\varphi_1 \cdots \varphi_k \cdot Y = X \cdot Y$$

holds.
holds. In particular, the intersection is independent of the choice of Cartier divisors describing \( X \).

**Proof.** Applying lemma 1.5.5 and lemma 1.5.3 we obtain

\[
X \cdot Y = (\varphi_1 \cdots \varphi_k \cdot V) \cdot Y = \varphi_1 \cdots \varphi_k \cdot (V \cdot Y) = \varphi_1 \cdots \varphi_k \cdot Y.
\]

\[\square\]

**Remark 1.5.7**

Note that corollary 1.5.6 also implies that our definition of the intersection product \( X \cdot Y \) on \( V \) would not change if we used different functions \( \psi_1, \ldots, \psi_r \) such that \( \psi_1 \cdots \psi_r \cdot (V \times V) = \Delta \). Namely, we can apply corollary 1.5.6 with \( \Delta = \Psi \cdot (V \times V) \) and \( X \times Y \) inside the vector space \( V \times V \).

We now prove that the intersection product of cycles can also be computed locally.

**Proposition 1.5.8 (Locality)**

Let \( X, Y \) be two cycles of codimension \( k, l \) in \( V \) with polyhedral structures \( \mathcal{X} \) and \( \mathcal{Y} \). Then the equation

\[
\text{Star}_{X \cdot Y}(\tau) = \text{Star}_X(\tau) \cdot \text{Star}_Y(\tau)
\]

holds for all polyhedra \( \tau \in (\mathcal{X} \cap \mathcal{Y})^{(\leq r-k-l)} \).

**Proof.** By the previous remark, we can assume that the first \( d := \text{codim}_V(\tau) \) elements of our chosen coordinate functions \( x_1, \ldots, x_r \) generate \( V^\perp_\tau \). Furthermore, let us (by abuse of notation) denote the diagonal map by \( \Delta : V \to V \times V, x \mapsto (x, x) \). By locality of the intersection product with Cartier divisors, we have to compute

\[
\text{Star}_{\max\{x_1, y_1\} \cdots \max\{x_r, y_r\} : (X \times Y)}(\Delta(\tau)) = \max\{x_1, y_1\} \cdots \max\{x_r, y_r\} \cdot \text{Star}_{X \times Y}(\Delta(\tau))
\]

and

\[
\max\{x_1, y_1\} \cdots \max\{x_d, y_d\} \cdot (\text{Star}_X(\tau) \times \text{Star}_Y(\tau))
\]

respectively. Thus the statement follows from the fact that

\[
\max\{x_{d+1}, y_{d+1}\} \cdots \max\{x_r, y_r\} \cdot (V \times V/\Delta(V_r)) \to V/V_r \times V/V_r,
\]

\((x, y) \mapsto (x, y)\).
(see lemma 1.2.9 for computation of the source cycle) is an isomorphism and can be restricted to an isomorphism between
\[ \max\{x_{d+1}, y_{d+1}\} \cdots \max\{x_r, y_r\} \cdot \text{Star}_{X \times Y}(\Delta(\tau)) \]
and \( \text{Star}_X(\tau) \times \text{Star}_Y(\tau) \).

On our wish list of properties of the intersection product \( X \cdot Y \) there is one more item: Associativity.

**Proposition 1.5.9 (Associativity)**

Let \( X, Y, Z \) be tropical cycles in \( V \). Then the equation
\[(X \cdot Y) \cdot Z = X \cdot (Y \cdot Z)\]
holds.

**Proof.** First, let us fix some notations. We use the projections
\[
\begin{align*}
\pi & : V^2 \to V : (x, y) \mapsto x, \\
\pi_{12} & : V^3 \to V^2 : (x, y, z) \mapsto (x, y), \\
\pi_{13} & : V^3 \to V^2 : (x, y, z) \mapsto (x, z), \\
\pi^1 & = \pi \circ \pi_{12} = \pi \circ \pi_{13} : V^3 \to V : (x, y, z) \mapsto x,
\end{align*}
\]
and the rational functions
\[
\psi_{12}^i = (\pi_{12})^* \psi_i = \max\{x_i, y_i\} : V^3 \to \mathbb{R},
\psi_{13}^i = (\pi_{13})^* \psi_i = \max\{x_i, z_i\} : V^3 \to \mathbb{R}.
\]
We abbreviate the following “products” of rational functions:
\[
\Psi_{12} = \psi_{12}^1 \cdots \psi_{12}^r,
\Psi_{13} = \psi_{13}^1 \cdots \psi_{13}^r.
\]
Now we want to prove the following:
\[
\pi_*^1(\Psi_{13} \cdot \Psi_{12} \cdot [X \times Y \times Z]) = (X \cdot Y) \cdot Z.
\]
The claim then follows from the fact that exchanging the coordinates \( y \) and \( z \) (i.e. the second and third factor) does not change the left hand side. So let us prove this equation: We start with the left hand side, replace \( \pi^1 \) by \( \pi \circ \pi_{13} \) and use the projection formula to \( \pi_{13} \) and \( \Psi_{13} \), getting
\[
\pi_*^1(\Psi_{12} \cdot [X \times Y \times Z]) = (X \cdot Y) \cdot Z.
\]
Now we use lemma 1.5.4 with $\Psi^{12}$ and $\pi^{12} : V^2 \times V \to V^2$, which provides

$$\pi_* (\Psi \cdot \pi^{13}_{*}(\Psi \cdot (X \times Y)) \times Z).$$

But as $\pi^{13} = \pi \times \text{id}$ and $\pi_* (\Psi \cdot (X \times Y)) = X \cdot Y$, this equals

$$\pi_* (\Psi \cdot [(X \cdot Y) \times Z]) = (X \cdot Y) \cdot Z,$$

which finishes the proof.

\[\square\]

**Remark 1.5.10**

One might ask if it is also possible to define intersection products for subcycles of other cycles than $V$. For our point of view, a necessary condition is that the diagonal of the ambient cycle $Z$ can be expressed in terms of Cartier divisors on $Z \times Z$ (which is in fact very similar to the classical situation). In [Al09], Lars Allermann proves that this condition is satisfied for “smooth” tropical varieties and that an intersection product exists on these varieties. Here “smooth” means that the variety locally looks like (products of) $L_d^r$ for appropriate values $d < r$ (i.e. all stars are of this form).

### 1.5.2 Bézout’s theorem

We now show that our intersection product of cycles is well-defined modulo rational equivalence.

**Lemma 1.5.11**

*Let $X$ and $Y$ be tropical cycles in $V$ resp. $V'$ and assume $X$ is rationally equivalent to zero (in $V$). Then the following holds:

(a) The cartesian product $X \times Y$ is rationally equivalent to zero (in $V \times V'$).

(b) Assume $V = V'$. Then the intersection product $X \cdot Y$ is also rationally equivalent to zero (in $V$).

Proof. Let $f : Z \to V$ be a morphism and $\phi$ a bounded function on $Z$ such that $f_* (\phi \cdot Z) = X$. Then $f \times \text{id} : Z \times V' \to V \times V'$ and $\phi \circ \pi'$ provide (a), where $\pi' : Z \times V' \to Z$ is the first projection.

Assertion (b) follows from

$$X \sim 0 \quad \text{(part (a))} \quad \Rightarrow \quad (X \times Y) \sim 0$$

(lemma 1.4.7 part (a)) \quad \Rightarrow \quad \Psi \cdot (X \times Y) \sim 0

(lemma 1.4.7 part (b)) \quad \Rightarrow \quad X \cdot Y = \pi_* (\Psi \cdot (X \times Y)) \sim 0$$
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Corollary 1.5.12
The intersection product on the Chow groups of $V$
\[
\cdot : A_{r-k}(V) \times A_{r-l}(V) \to A_{r-k-l}(V),
\]
\[
[X] \cdot [Y] \mapsto [X \cdot Y].
\]
is well-defined, bilinear and commutative.

Another corollary of this is the following Bézout theorem.

Theorem 1.5.13 (General Bézout’s theorem)
Let $X, Y$ be two tropical cycles in $V$. Then the degrees satisfy
\[
\delta(X \cdot Y) = \delta(X) \cdot \delta(Y).
\]
Proof. From theorem 1.4.12 and lemma 1.5.11 we know and
\[
\delta(X \cdot Y) \sim X \cdot Y \sim \delta(X) \cdot \delta(Y).
\]
By lemma 1.4.15 two rationally equivalent tropical fans are equal, thus the claim follows.

1.5.3 The fan displacement rule

In [FS94], the authors compute the cup-product of the toric cohomology groups in terms of Minkowski weights with the help of the so-called fan displacement rule. In this subsection we show explicitly that, when we interpret cohomology classes of compact toric varieties as tropical fans, then the cup-product coincides with our intersection product of tropical cycles. Another approach to this topic is given in [Ka06, section 9]. In order to prove this, we first deal with the case when two cycles $X, Y$ intersect “generically”:

Definition 1.5.14 (Transversal intersections)
Let $X, Y$ be two cycles in $V$ of codimension $k$ resp. $l$. We say $X$ and $Y$ intersect transversally if $|X| \cap |Y|$ is of pure codimension $k + l$ and if for each facet $\tau$ in $X \cap Y$ (for some polyhedral structures $X$ and $Y$) the corresponding neighbourhoods $U_X(\tau)$ and $U_Y(\tau)$ are open sets in (transversal) affine subspaces of $V$, i.e. if the supports of both $\text{Star}_X(\tau)$ and $\text{Star}_Y(\tau)$ are (transversal) vector spaces.
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In the case of transversal intersection and by locality of the intersection product, the computation of $X \cdot Y$ can be reduced to the intersection of vector spaces.

**Lemma 1.5.15** (Intersections of subspaces)
Let $U, W$ be two subspaces of $V$ (with rational slope) such that $U + W = V$. If we consider $U, W$ as cycles with weight 1, their intersection product can be computed to be

$$U \cdot W = \left| \Lambda / (\Lambda_U + \Lambda_W) \right| \cdot (U \cap W).$$

**Proof.** By definition we have to compute

$$\Psi \cdot (U \times W).$$

In order to use lemma 1.2.9 we use the function $\psi_i = \max\{x_i - y_i, 0\}$ instead of $\max\{x_i, y_i\}$ here. Now we apply lemma 1.2.9. In our case, the function $H$ is just

$$H : \Lambda \times \Lambda \to \Lambda,$$

$$(x, y) \mapsto x - y.$$  

Thus $H(\Lambda_U \times \Lambda_W) = \Lambda_U \oplus \Lambda_W$ and therefore the restriction to $U \times W$ provides the claim. $\square$

Now, as a combination of the locality of the intersection product and the previous lemma 1.5.15, we obtain the following result.

**Corollary 1.5.16** (Transversal intersections)
Let $X, Y$ be two tropical cycles in $V$ that intersect transversally and let $\mathcal{X}$ and $\mathcal{Y}$ be polyhedral structures. Then $X \cdot Y$ is given by the polyhedral complex $\mathcal{X} \cap \mathcal{Y}$ with the following weight function: Any facet $\tau$ in $\mathcal{X} \cap \mathcal{Y}$ is the intersection of two facets $\sigma, \sigma'$ in $X$ resp. $Y$. Then the weight of $\tau = \sigma \cap \sigma'$ is

$$\omega_{X,Y}(\sigma \cap \sigma') = \omega_X(\sigma)\omega_Y(\sigma')|\Lambda / \Lambda_\sigma + \Lambda_{\sigma'}|.$$
Now we turn towards the fan displacement rule. Let $\Omega$ be a complete fan in a vector space $V$. Note that in [FS94], the complete fan is usually called $\Delta$ and the exponent in $\Delta^k$ indicates the codimension, i.e. $\Delta^k$ means $\Omega^{r-k}$ in our notation.

Now let $\gamma \in A^k(X), \gamma' \in A^l(X)$ be two cohomology classes and let $X(\gamma)$ and $X(\gamma')$ be the associated $\Omega$-directional tropical fans with weight functions $\omega_\gamma$ on $\Omega^{r-k}$ and $\omega_{\gamma'}$ on $\Omega^{r-l}$. Then the cup-product $\gamma \cup \gamma'$ is a cohomology class of codimension $k+l$ and its associated tropical fan $X(\gamma \cup \gamma')$ is computed in [FS94, 3.1, 3.2]. It is proven that its weight function on $\Omega^{r-k-l}$ is given by

$$\omega_{\gamma \cup \gamma'}(\tau) = \sum_{\sigma \in \Omega^{r-k}, \sigma' \in \Omega^{r-l}} m^\tau_{\sigma, \sigma'} \cdot \omega_\gamma(\sigma) \cdot \omega_{\gamma'}(\sigma').$$

The coefficients $m^\tau_{\sigma, \sigma'}$ appearing in this formula are not unique but depend on the choice of a generic vector $v \in V$. If we fix such a vector $v$, then

$$m^\tau_{\sigma, \sigma'} = \begin{cases} |\Lambda/\Lambda_\sigma + \Lambda_{\sigma'}| & \text{if } (\sigma + v) \cap \sigma' \neq \emptyset, \\ 0 & \text{otherwise.} \end{cases}$$

The tools introduced in the previous sections make it quite easy now to prove that the cup-product of of cohomology classes is equivalent to our intersection product of tropical cycles in $V$.

**Theorem 1.5.17** (Toric cup-products vs. tropical intersections of cycles)

Let $\gamma, \gamma' \in A^*(X)$ be cohomology classes of codimension $k,l$. Then the equation

$$X(\gamma) \cdot X(\gamma') = X(\gamma \cup \gamma')$$

holds.

**Proof.** For each cell $\tau \in \Omega^{r-k-l}$ we have to show that the weights of the left and right hand side agree. Note that we can compute both sides locally on Star$_\Omega(\tau)$. For the left hand side this is possible because of the locality of the intersection product and for the right hand side it corresponds to restricting the cohomology classes to the toric subvariety corresponding to Star$_\Omega(\tau)$. Since restricting (i.e. pulling back) is compatible with the cup product (cf. [Ph84, section 17.2]), this is allowed as well. Therefore we can assume $k+l = r$ and $\tau = \emptyset$. In this case, by plugging in the definition
on the right hand side and choosing a generic vector \( v \in V \), it remains to show
\[
\deg(X(\gamma) \cdot X(\gamma')) = \sum_{\sigma \in \Omega_{\sigma_r \neq \emptyset}} |\Lambda/\Lambda_{\sigma_r} + \Lambda_{\sigma_r'}| \cdot \omega_{\gamma}(\sigma) \cdot \omega_{\gamma'}(\sigma').
\]
Now, for a generic vector \( v \in V \) we can assume that all pairs of cells of \( \Omega(v) \) and \( \Omega \) intersect in the expected dimension (in fact, this is basically what the authors of [FS94] mean by a generic vector) and in particular \( X(\gamma) + v \) and \( X(\gamma') \) intersect transversally. Note that the sum on the right hand side runs through the points in the intersection of \( X(\gamma) + v \) and \( X(\gamma') \). Therefore, by corollary 1.5.16 it equals \( \deg((X(\gamma) + v) \cdot X(\gamma')) \). But as \( X(\gamma) + v \) and \( X(\gamma) \) are rationally equivalent, the statement follows. \( \square \)

## 1.6 Tropicalization

The goal of this section is to relate the tropical intersection theory developed so far to the tropicalization of classical varieties via valuation. The main theorem (not published before) states that tropicalization and complete intersection commute if a certain generic condition is satisfied. This can be regarded as a tropical extension of the Bernshtein bound on the number of solutions of a system of polynomial equations. We get this mainly as a corollary of the properties we discussed before. First, we give a brief account on tropicalization via valuation.

### 1.6.1 Non-archimedean amoebas

The following can be found in [EKL04] and [SS04]. Let \( K \) be an algebraically closed field which is complete with respect to a non-trivial valuation \( \text{val} : K^* \rightarrow \mathbb{R} \), i.e. \( \text{val} \) satisfies
\[
\text{val}(x + y) \geq \min\{\text{val}(x), \text{val}(y)\},
\]
\[
\text{val}(x \cdot y) = \text{val}(x) + \text{val}(y),
\]
\[
\text{val} \neq 0.
\]

Let \( \mathcal{R} \) denote the local ring of elements with non-negative valuation and \( m \) the maximal ideal of elements with positive valuation. Then the quotient field \( \kappa = \mathcal{R}/m \) is also algebraically closed (cf. [SS04]). We fix a section \( w \mapsto t^w \) from \( \text{val}(K^*) \) to \( K^* \) such that \( t^w \cdot t^v = t^{w+v} \), \( \text{val}(t^w) = w \) and
val(t) = 1 (w.l.o.g. we assume 1 ∈ val(K∗)). This section t appears naturally as formal variable in the two basic examples, the field of Puiseux series

$$\bigcup_{n \geq 1} \kappa((t^{1/n}))$$

(where $\kappa$ is an algebraically closed field of characteristic zero), or the field of transfinite Puiseux series $\kappa((t^{Q}))$ (where $\kappa$ is an algebraically closed field and the set of exponents of a given formal power series is required to be well-ordered). In both cases, the valuation is given by

$$f = \sum_w a_w t^w \mapsto \min\{w | a_w \neq 0\}.$$

However, in the following we assume val(K∗) = $\mathbb{R}$ to avoid some technicalities.

Now, let $V$ be a purely $d$-dimensional subvariety of the algebraic torus $T = (K^*)^r$. The non-archimedean amoeba Val($V$) of $V$ is the image of $V$ under the coordinate-wise valuation map

Val : $T \rightarrow \mathbb{R}^r$,

$$(x_1, \ldots, x_r) \mapsto (\text{val}(x_1), \ldots, \text{val}(x_r)).$$

It is proven in [EKL04, theorem 2.2.5] and [BGS84] that Val($V$) is a polyhedral set of dimension $d$ which is rational (with respect to $\mathbb{R}^n = \mathbb{Z}^n \otimes \mathbb{R}$).

There are various other descriptions of this set, we mention the following one: Let $f = \sum_I a_I x^I \in K[x_1^\pm, \ldots, x_r^\pm]$ be a non-zero Laurent polynomial and let NP($f$) denote its Newton polygon, i.e. the convex hull of all exponents $I$ with non-zero coefficient $a_I$. Then for every $w \in \mathbb{R}^r$ we construct a Laurent polynomial in $w : f \in \kappa[x_1^\pm, \ldots, x_r^\pm]$, called initial form of $f$ with respect to $w$. This polynomial is the image of the shifted polynomial $t^C \cdot f(t^w \cdot x)$ under the quotient map $\mathcal{R}[x_1^\pm, \ldots, x_r^\pm] \rightarrow \kappa[x_1^\pm, \ldots, x_r^\pm]$, where $t^w = (t^{w_1}, \ldots, t^{w_r}) \in T$ and $C = -\min_{I \in \text{NP}(f)} \{\text{val}(a_I) + \langle I, w \rangle\}$ (i.e. multiplying with $t^C$ makes sure that the result in $w : f$ is well-defined and never zero). Now assume that the subvariety $V \subseteq T$ is given by the ideal $J$. Then we define the initial variety $\text{in}_w V$ to be the subvariety of $T_\kappa = (\kappa^*)^r$ given as the zero set of all polynomials in $w : f \in I$. One can prove that $\text{in}_w V$ is either empty (if one of the in $w : f$ is a monomial) or $d$-dimensional. Moreover one can show ([Sp02, theorem 2.1.2]) that $\text{in}_w V$ is non-empty if and only if $w$ is contained in Val($V$), i.e.

$$\text{Val}(V) = \{w \in \mathbb{R}^r | \text{in}_w (V) \neq \emptyset\}. \quad (1.9)$$
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One consequence of this is that if $V$ is defined over $\kappa$, then $\text{Val}(V)$ is (the support of) a fan. Let us also mention two (easy) formulas for multiple “in”-taking. The equations

\[
\begin{align*}
\text{in}_e(\text{in}_w f) &= \text{in}_{w+\epsilon v} f \\
\text{in}_e(\text{in}_w V) &= \text{in}_{w+\epsilon v} V
\end{align*}
\]

hold for sufficiently small $\epsilon$ (cf. [Sp02, proposition 2.2.3]).

1.6.2 Toric degenerations

The next step is to make the polyhedral set $\text{Val}(V)$ into a tropical cycle by defining weights on a suitable polyhedral structure. This can be achieved with the help of toric degenerations. References for this are [Sm96], [NS04], [Sp02] and also [HK08] (it also appears in connection with regular subdivisions of polytopes in Viro’s patchworking constructions and in [GKZ94]).

Let $\Sigma$ be a polyhedral subdivision of $\mathbb{R}^r$, i.e. a polyhedral complex whose support equals $\mathbb{R}^r$. We assume for simplicity that $\{\text{rc}(\tau)|\tau \in \Sigma\} =: \delta(\Sigma)$ is a (complete) fan. To any such $\Sigma$ we can associate a flat family $X_\mathbb{R}$ over $\text{Spec}(\mathbb{R})$ with the following properties: $\text{Spec}(\mathbb{R})$ consists of the generic point $\text{Spec}(K)$ and the special point $\text{Spec}(\kappa)$. The fiber of the family over the generic point $\text{Spec}(K)$ is the toric variety $X = X(\delta(\Sigma))$. The fiber over the special point $\text{Spec}(\kappa)$ is the union of toric varieties $X_\kappa := X_\kappa(\Sigma)$ as explained in subsection 1.2.4. So for the example of $\Sigma$ given there (see page 41), the generic fiber is $X = \mathbb{P}_K^1 \times \mathbb{P}_K^1$, whereas the special fiber is $X_\kappa$ consists of two copies of $\mathbb{P}_\kappa^2$ with one coordinate axis of each identified.

The important thing about this is that if we fix a purely $d$-dimensional subvariety $V \subseteq T$, we can choose a suitable subdivision $\Sigma$ (in particular satisfying $\text{Val}(V) \subseteq |\Sigma^{[d]}|$ and $\text{in}_w(V) = \text{in}_w(V)$ for all $w, w' \in \text{RelInt}(\tau), \tau \in \Sigma$) such that the degeneration of $V$ in the associated family has many nice properties. (Of course, the degeneration $V_\kappa$ of $V$ is obtained by taking the closure of $V$ in $X_\mathbb{R} \supseteq X \supseteq T$ and intersecting it with the special fiber $X_\kappa$.) For example, using $\text{in}_w(V) = \text{in}_w(V)$ for all $w, w' \in \text{RelInt}(\tau), \tau \in \Sigma$ and formula 1.10 one can deduce that for every $w \in \text{RelInt}(\tau)$ the initial variety $\text{in}_w X$ is invariant under the action of the subtorus $T_\tau := \text{Hom}(\mathbb{Z}^r/\Lambda^\perp, \kappa^*) \subseteq T$. Moreover, the quotient by this action is canonically isomorphic to the orbit intersection $V_\tau = V_\kappa \cap \mathcal{O}_\tau$, i.e.

$$V_\tau \cong \text{in}_w V/T_\tau.$$
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In particular, if \( \dim(\tau) = d \), then the weight of \( \tau \) is defined to be the length of the zero-dimensional scheme \( V_\tau \), i.e.

\[
\omega_{\text{Trop}(V)}(\tau) = \text{length}(V_\tau).
\]

It turns out that these weights satisfy the balancing condition and the associated tropical cycle is called the tropicalization of \( V \), denoted by \( \text{Trop}(V) \).

It follows from equation 1.9 that the support of \( \text{Trop}(V) \) equals \( \text{Val}(V) \).

In the special case when \( V \) is defined over \( \kappa \) and \( \Sigma \) is a unimodular fan, then \( \text{Trop}(V) \) is precisely the tropical fan associated to the cohomology class given by intersecting with the class of the closure of \( V \) in \( X \) (or by intersecting with the class of \( V_\kappa \) in \( X_\kappa \)).

### 1.6.3 Generic complete intersections

Let \( f = \sum_I a_I x^I \in K[x^\pm_1, \ldots, x^\pm_r] \) be a Laurent polynomial. Then we define the tropicalization \( \text{trop} f \) of \( f \) by

\[
(\text{trop} f)(w) = - \min_{I \in \text{NP}(f)} \{ \text{val}(a_I) + \langle I, w \rangle \}
\]

(where \( I \) is understood to be an integer vector). Note that this defines a tropical polynomial in the sense of example 1.2.2. Taking the minimum here is necessary to be compatible with the valuation theory, but the minus sign makes the tropical polynomial convex — the tropical analogue of “regular”.

If \( f \in \kappa[x^\pm_1, \ldots, x^\pm_r] \), the formula simplifies to

\[
(\text{trop} f)(w) = - \min_{I \in \text{NP}(f)} \{ \langle I, w \rangle \}.
\] (1.11)

Our first result is concerned with the study of the number of solutions of a system of Laurent polynomials.

**Theorem 1.6.1** (The tropical Bernshtein bound)

Let \( f_1, \ldots, f_r \in \kappa[x^\pm_1, \ldots, x^\pm_r] \) be a system of Laurent polynomials and assume

\[
V(\text{in}_w f_1, \ldots, \text{in}_w f_r) = \emptyset
\]

for all \( w \in \mathbb{R}^r \). Then the number of solutions of this system in \( T \) (counted with multiplicities) can be computed tropically by

\[
\text{length}(V(f_1, \ldots, f_r)) = \deg(\text{trop} f_1 \cdots \text{trop} f_r \cdot \mathbb{R}^r).
\]
Proof. In a three pages paper from 1975 [Be75], Bernshtein gives a beautiful interpretation of the number of solutions of a generic system of Laurent polynomials in terms of the associated Newton polygon. Namely under the assumptions of our theorem, the statement is ([Be75, theorem B. a])

\[
\text{length}(V(f_1, \ldots, f_r)) = \text{MV}(\text{NP}(f_1), \ldots, \text{NP}(f_r)),
\]

where MV denotes the mixed volume of the Newton polytopes (cf. section 1.2.4). Now let \(X\) be a smooth toric variety whose fan is a refinement of the dual fans of all \(\text{NP}(f_i)\). Recall that then the \(\text{NP}(f_i)\) define Cartier divisors on \(X\) whose intersection also equals the mixed volume of the polygons (cf. corollary 1.2.16). Moreover, recall that by formula 1.11 the tropical polynomials \(\text{trop} f_i\) agree with the rational functions associated to these Cartier divisors (with a minus sign in contrast to the notation in [Fu93]). Thus the theorem follows from the fact that the tropical product of rational functions on \(\mathbb{R}^r\) and the classical product of Cartier divisors on \(X\) are equivalent.

Remark 1.6.2
The assumption of the theorem, \(V(\text{in}_w f_1, \ldots, \text{in}_w f_r) = \emptyset\) for all \(w \in \mathbb{R}^r\), makes sure that in a fine enough toric compactification, the intersection

\[
\overline{V(f_1)} \cap \ldots \cap \overline{V(f_r)}
\]

does not intersect the boundary, as expected for dimensional reasons. In particular, it implies that \(V(f_1, \ldots, f_r)\) is finite.

We can now deal with the more general case of generic complete intersections over \(K\).

Theorem 1.6.3 (Tropicalizations of generic complete intersections)
Let \(f_1, \ldots, f_k \in K[x_1^\pm, \ldots, x_r^\pm]\) be Laurent polynomials and assume that \(V := V(f_1, \ldots, f_k)\) is a complete intersection, i.e. \(d := \dim(V) = r - k\). Furthermore, we assume

\[
\text{in}_w V = V(\text{in}_w f_1, \ldots, \text{in}_w f_k)
\]

for all \(w \in \mathbb{R}^n\). Then the equality of tropical cycles

\[
\text{Trop}(V) = \text{trop} f_1 \cdots \text{trop} f_k \cdot \mathbb{R}^r
\]

holds.
Proof. The general idea (repeatedly used) is to show that we can localize the computations on both sides. Let $\Sigma$ be a subdivision of $\mathbb{R}^r$ which is fine enough to compute $\text{Trop}(V)$. In particular, assume that the rational functions $\text{trop} f_i$ are affine on the cells of $\Sigma$, which also implies $\text{in}_w(f_i) = \text{in}_{w'}(f_i)$ for all $w, w' \in \text{RelInt}(\tau), \tau \in \Sigma$. By formula \[1.10\] this means that every $w \in \text{RelInt}(\tau)$, the polynomial $\text{in}_w(f_i)$ is invariant under the action of the subtorus $T_{\tau} \subseteq T$. In other words, there exists a monomial $x^{I_i}$ such that $f_i' := x^{I_i} \cdot \text{in}_w(f_i) \in \kappa[V^\perp]$, and we can write

$$V(\text{in}_w f_1, \ldots, \text{in}_w f_k)/T_{\tau} = V(f_1', \ldots, f_k') \subseteq T/T_{\tau} = \text{Hom}(V^\perp_{\tau}, \kappa^*) = \text{Spec}(\kappa[V^\perp]).$$

But note that these operations precisely correspond to computing the intersection product of the right hand side locally around $\tau$. Namely, $\text{trop} \text{in}_w f_i$ is just the local part of $\text{trop} f_i$ on $U(\tau)$ translated to the origin and multiplying with $x^{I_i}$ just corresponds to adding a linear form such that the rational function vanishes on $V_{\tau}$. Hence $\text{trop}(x^{I_i} \cdot \text{in}_w f_i)$ is a germ of $\text{trop} f_i$ at $\tau$. Let us now apply this locality for both sides to the case $\dim(\tau) = d$. By our assumption, the weight of $\tau$ in $\text{Trop}(V)$ can be computed as the length of

$$V_{\tau} \cong \text{in}_w V/T_{\tau} = V(f_1', \ldots, f_k'),$$

whereas the weight of $\tau$ on the right hand side can be computed by locality of the intersection product as the degree of

$$\text{trop}(f_1') \cdots \text{trop}(f_k') \cdot \mathbb{R}^r/V_{\tau}.$$

Thus applying theorem \[1.6.1\] to the system $f_1', \ldots, f_k'$ finishes the proof. \(\square\)

Example 1.6.4
Let us give one simple example in the case when the genericity condition is not satisfied. Let $f = 2x + y + 1 - t$ and $g = x + y + 1$ be two polynomials in two variables. Then the intersection $V = V(f, g)$ just consists of the point $(t, -1 - t)$ whose image under valuation is $(1, 0)$. On the other hand, tropicalizing the polynomials we get

$$\text{trop } f = \text{trop } g = - \min\{x, y, 0\}$$

and therefore $\text{trop } f \cdot \text{trop } g \cdot \mathbb{R}^2 = \{(0, 0)\}$ with weight one. Thus the two processes do not coincide here. Things go wrong because

$$\text{in}_{(1,0)} f = \text{in}_{(1,0)} g = y + 1.$$

One might as well construct examples where points are completely missing or occur with different positive weights.
Remark 1.6.5
The theorem has a special consequence in the case where we consider only one polynomial $f \in \kappa[x_1^\pm, \ldots, x_r^\pm]$. Then the assumption is trivially satisfied and we conclude (together with previous remarks) that for any smooth toric variety whose fan refines the dual fan of NP($f$) the Cartier divisor given by intersecting with the class of $V(f)$ and the Cartier divisor associated to NP($f$) are the same. (For example, in [Lu93], the first lemma in section 5.5 could be formulated slightly stronger: The first inequality in the first equation of the proof is in fact an equality.)
2 Tropical gravitational descendants

Introduction

This chapter is devoted to the study of tropical gravitational descendants. As in classical algebraic geometry, these are numbers obtained as the degrees of top-dimensional intersection products on the moduli space of parameterized tropical curves $\mathcal{M}_{n}^{an}(R', \Delta)$ (classically, the moduli space of stable maps $\overline{M}_{0,n}(X, \beta)$). The factors in these intersection products are pull backs along the evaluation morphisms on the one hand, and Psi-classes (resp. Psi-divisors, cf. 2.1.3) on the other hand. In tropical geometry, these numbers have a simple interpretation: We show that they are equal to the count of tropical curves which meet the pulled back incidence conditions in $R'$ and whose vertices have a prescribed valence (i.e. number of adjacent edges), due to the Psi-factors appearing in the intersection product. Hence, tropical gravitational descendants can basically be computed by combinatorial means, even if the combinatorics can be quite complicated in general.

But then, the next step is to relate the tropical numbers to the classical ones, which a priori do not admit such a combinatorial computation. Instead, the main tools to compute these numbers classically are the so-called WDVV equations and another set of equations, called topological recursion relations. These are recursive equations reflecting the recursive structure of the “boundary” of $\overline{M}_{0,n}(X, \beta)$ — here “boundary” means the locus of reducible stable maps. Indeed, an irreducible component of this boundary is (nearly) the product of two smaller moduli spaces, where smaller means lower degree and fewer marked points.

The main content of the following text addresses the question if this recursive boundary structure is also apparent in the tropical moduli spaces (for rational curves) and if therefore tropical WDVV and topological recursion equations can be derived. It turns out that under a certain list of assumptions, this is possible (cf. theorems 2.4.5 and 2.4.8). Furthermore,
we prove tropical versions of the well-known string, dilaton and divisor equations which deal with special cases of gravitational descendants.

As an application of this, we show in theorem 2.4.20 that certain tropical and classical gravitational descendants for rational curves in $\mathbb{P}^2$ and $\mathbb{P}^1 \times \mathbb{P}^1$ coincide — just because they satisfy the same set of equations which suffices to determine them from some initial values. Hence, the computation of the classical gravitational descendants in question can be reduced to the count of certain tropical curves with multiplicities. This extends the result of Mikhalkin in his fundamental work [Mi03], where he shows that the usual classical plane Gromov-Witten invariants (products without Psi-classes) can be computed by counting certain tropical curves as well (cf. theorem 1 in section 7 of [Mi03]).

However, it is important to keep in mind that the methods developed here are not restricted to the plane nor (a priori) to specific toric varieties. Instead, to a large extent they are applicable to higher dimensions as well. For example, there is work in preparation by Andreas Gathmann and Eva-Maria Zimmermann which shows that the theory presented here can be used to obtain the same statement for rational Gromov-Witten invariants in $\mathbb{P}^r$, $r$ arbitrary (cf. [GZ]). So there is good reason to hope that the equations proven here will be useful in many other applications.

This chapter essentially covers the material presented in [R08] and [MR08]. In particular, the article [MR08] is joint work with Hannah Markwig. However, the presented approach is similar to [R08] and is to a large extent due to my own work. Particular contributions from Hannah Markwig are not presented here (e.g. the lattice path algorithm of [MR08, section 9]). Moreover, the proofs in subsection 2.4.3 are partially adapted from [GM05, section 5].

### 2.1 The moduli space of (abstract) rational tropical curves

In this section, we recall the construction of the moduli space of (abstract) rational tropical curves as a tropical variety and show first properties concerning the behaviour of “boundary and Psi-divisors”. In particular, we recover the universal family property of the forgetful morphism $f_0$ and the well-known dilaton and string equations concerning zero-dimensional products of Psi-divisors.
2.1.1 Smooth curves

Let us start with the definition of smooth curves. As the local model of a smooth curve, we will use the curve \( L^r := L_1^r \) (cf. examples 1.1.1, 1.1.4 and 1.1.11).

Note that \( L^r \) is irreducible for all \( r \).

Let us make a small remark concerning our way of speaking. When we speak about tropical curves in the following, we mean, of course, one-dimensional tropical cycles. The word “abstract” indicates that the curves are considered modulo isomorphisms and is used in contrast to “parameterized” (curves together with a map into some vector space). Note also that for one-dimensional tropical cycles a “minimal” polyhedral structure exists (just remove all 2-valent vertices), which we will denote by the same letter as the cycle. The valence of a vertex \( V \), i.e. the number of edges containing \( V \), is denoted by \( \text{val}(V) \). Corresponding to the minimal polyhedral structure, our way of speaking is that a vertex of a curve is always at least 3-valent. But note that, as in the following definition, in most cases nothing changes if we regard every point of the curve as a possibly 2-valent vertex.

**Definition 2.1.1** (Smooth curves)

A smooth (abstract) curve \( C \) is a one-dimensional connected tropical cycle that is locally isomorphic to \( L^r \) for suitable \( r \), i.e. for each vertex \( V \) in \( C \) there exists an isomorphism of tropical cycles \( \text{Star}_C(V) \cong L^{\text{val}(V)} \). The genus of \( C \) is the first Betti number of \( |C| \). Curves with genus 0 are called rational curves. In the following, we will only work with rational curves.

An \( n \)-marked smooth abstract curve \( (C, x_1, \ldots, x_n) \) is a smooth (abstract) curve \( C \) with exactly \( n \) unbounded rays (called leaves), which are labelled by \( x_1, \ldots, x_n \). If we instead label the leaves by elements of some finite set \( I \), we will call it an \( I \)-marked curve.

**Remark 2.1.2** (Smooth curves vs. metric graphs)

As no other abstract curves will be considered, we will often omit the word “smooth”. Note that by definition a smooth curve is locally irreducible.
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(cf. definition 1.2.27). As mentioned above, in the following isomorphic curves are identified (in the labelled case an isomorphism has to respect the labels, of course). In this sense, a smooth curve is in fact uniquely determined by its underlying metric graph (which is essentially the definition of an abstract curve in existing literature, in particular in [GKM07]), as the smoothness requirement fixes the tropical structure of such a metric graph uniquely. However, our “new” definition has the advantage that the balancing condition is incorporated in the curve C and need not, when using the “old” definition, be added to the definition of morphisms $C \to V$ later on (see [GKM07, definition 4.1]). Moreover, it is easy to check that any connected rational metric graph (without 1-valent vertices, but with unbounded edges) comes from a smooth tropical curve in our sense (inside some big vector space $W$). In particular, we will see this when analyzing universal families (cf. proposition 2.1.21).

Remark 2.1.3 (Smoothness criterion)
Let $F$ be a one-dimensional fan in $V = \Lambda \otimes \mathbb{R}$ with $r + 1$ rays, all with weight 1 and generated by the primitive vectors $v_0, \ldots, v_r$. Let $V_F := \mathbb{R}v_0 + \ldots + \mathbb{R}v_r$ be the vector space spanned by $F$. It will be useful in the following to have a criterion to decide if $F$ is smooth or not. The following equivalent conditions can be checked easily:

(a) $F$ is isomorphic to $L^r$.

(b) The equations $v_0 + \ldots + v_r = 0$, $\dim(V_F) = r$ and $V_F \cap \Lambda = \mathbb{Z}v_0 + \ldots + \mathbb{Z}v_r$ hold.

(c) For arbitrary coefficients $\lambda_0, \ldots, \lambda_r \in \mathbb{R}$ the following equivalences hold:
   
   i) $\sum_{i=0}^{r} \lambda_i v_i = 0 \iff \lambda_0 = \ldots = \lambda_r \iff \lambda_i - \lambda_j = 0$ for all $i, j$,

   ii) $\sum_{i=0}^{r} \lambda_i v_i \in \Lambda \iff \lambda_i - \lambda_j \in \mathbb{Z}$ for all $i, j$.

2.1.2 The tropical moduli space

Let us start with a brief motivation for the following definitions. In [Kap93], Kapranov constructed the moduli space of stable $n$-pointed genus zero curves $\overline{M}_{0,n}$ as the Chow resp. Hilbert quotient of the Grassmannian $G(2, n)$ parameterizing lines in $\mathbb{P}^{n-1}$ divided by the action of the torus $T^{n-1} = T^n / T$ which dilates the coordinates of $\mathbb{P}^{n-1}$. This is based on the (older) observation that $T^{n-1}$ acts freely on the open subset $G^0(2, n) \subseteq G(2, n)$ of lines.
Chapter 2: Tropical gravitational descendants

with non-vanishing Plücker coordinates and that the respective quotient parameterizes configurations of \( n \) points in \( \mathbb{P}^1 \) modulo automorphisms, which equals \( M_{0,n} \) (cf. [Kap93] introduction). Thus there is a natural plan how to tropicalize \( \overline{M}_{0,n} \) resp. \( \overline{M}_{0,0,n} \). Firstly, one tropicalizes the Plücker embedding of the Grassmannian in the sense of section 1.6 and secondly divides by the space of lineality of the tropicalization induced by the action of \( T^{n-1} \). This was carried out (at least set-theoretically) in [SS04], and it turned out that the tropicalization of the Plücker embedding equals the so-called space of phylogenetic trees. Namely, if we identify a metric on the set \([n] := \{1, \ldots, n\}\) with a point in \( \mathbb{R}^{\binom{n}{2}} \), then the set of metrics coming from \( n \)-marked metric trees (with possibly negative lengths on the leaves) forms a fan in \( \mathbb{R}^{\binom{n}{2}} \) whose cones are in bijection with combinatorial types of trees and whose space of lineality is given by “star metrics” (metrics obtained from trees without inner edges; instead all leaves are adjacent to one single vertex).

\[
\begin{aligned}
\text{dist}(1, 7) &= l_1 + l_2 + l_3 \\
\end{aligned}
\]

Hence the quotient, denoted by \( \mathcal{M}_n \), parameterizes metric trees with positive lengths on the bounded edges and the lengths of the leaves are forgotten/set to be zero/set to be infinite. It is known that \( \mathcal{M}_n \) is a unimodular fan and that the closure of \( M_{0,n} \) in the toric variety \( X(\mathcal{M}_n) \) equals \( \overline{M}_{0,n} \) (cf. [Te04], [GM07], in both references it is theorem 5.5!). Moreover, in [GM07, theorem 1.2] the authors describe the equations of \( \overline{M}_{0,n} \) in the Cox ring of \( X(\mathcal{M}_n) \) explicitly. In [GKM07, section 3], it is shown explicitly that \( \mathcal{M}_n \) satisfies the balancing condition. We use the notation \( \Phi_n \) from [GKM07] for the map

\[
\Phi_n : \mathbb{R}^n \to \mathbb{R}^{\binom{n}{2}}
\]

\[
(a_1, \ldots, a_n) \mapsto ((a_i + a_j))_{ij},
\]

whose image is the space of star metrics mentioned above. Note that this is indeed the tropicalization of the action of the torus \( T^n/T \) by dilating
the coordinates, which is given on the Plücker embedding by the torus embedding

\[ T^n/T \rightarrow T^{(\mathbb{Z})}/T \]

\[ (t_1, \ldots, t_n) \mapsto (t_i \cdot t_j)_{ij}, \]

where \( T^{(\mathbb{Z})}/T \) is the dense torus in \( \mathbb{P}^{(\mathbb{Z})}_{n-1} \).

Let us collect these definitions and some notations in the following:

**Definition 2.1.4 (The moduli space of abstract curves)**

The moduli space of (abstract smooth) rational tropical curves, denoted by \( M_n \), is the fan in \( \mathbb{R}^{(\mathbb{Z})}/\text{Im}(\Phi_n) \) that parameterizes metric trees with positive lengths on the bounded edges and infinite lengths on the unbounded edges. Explicit descriptions can be found in [SS04, section 4], [GM07, section 5.2] and [GKM07, section 3]. The cones of \( M_n \) are in one-to-one correspondence with combinatorial types of \( n \)-marked trees (with 2-valent vertices removed), and the dimension of a cone equals the number of bounded edges in the respective combinatorial type. A general point in \( M_n \) (i.e. an element in the interior of a facet) is a 3-valent metric tree with \( n - 3 \) bounded edges (hence \( \dim(M_n) = n - 3 \)). All facets are equipped with weight 1, and \( M_n \) fulfills the balancing condition. By abuse of notation, we also denote the associated tropical cycle by \( M_n \). If we work with \( M_{n+1} \), the extra leaf is labelled by \( x_0 \). As \( M_3 \) is just a single point, we assume \( n \geq 4 \) in most cases. The notation \( I|J \) denotes a non-trivial partition of \( [n] = \{1, \ldots, n\} \) (or of \( \{0\} \cup [n] \) if we work with \( M_{n+1} \)) into the two disjoint subsets \( I \) and \( J \). Occasionally, we use \( I^c \) to denote the complement of \( I \) and write \( I|I^c \).

If \( |I| \neq 1 \neq |J| \), such a partition describes a ray in \( M_n \) generated by the metric tree \( V_{I|J} \in M_n \) with only one bounded edge:

\[ V_{I|J} := \begin{array}{ccc}
  x_i, & x_j, \\
  i \in I & j \in J \\
  \text{edge of length 1}
\end{array} \in M_n. \]

An edge of a tree is uniquely determined by the partition \( I|J \) of the leaves if we remove the edge. In this sense, we can regard the partitions \( I|J \) as “global” labels of the edges of a tree, where \( I|J \) labels the leaf \( x_i \) if \( I = \{i\} \) or \( J = \{i\} \), and a bounded edge otherwise. A cone \( \tau \) of \( M_n \) is generated by the vectors \( V_{I|J} \) for all partitions which correspond to edges in the combinatorial type of \( \tau \). In particular, it is natural to use the lengths of the bounded edges as local coordinates of a cone of \( M_n \) — this identifies each cone \( \tau \) of \( M_n \) with the positive orthant of \( \mathbb{R}^{\dim(\tau)} \).
Remark 2.1.5
Let us make some remarks here.

- We sometimes also think of $V_I|J$ as a vector in $\mathbb{R}^{\binom{n}{2}}$, in which case we also allow $|I| = 1$ or $|J| = 1$ to get simpler formulas. However, as $V_{\{k\}|\{n\}\setminus\{k\}} = \Phi_n(0,\ldots,0,1,0,\ldots,0)$, these vectors vanish modulo $\text{Im}(\Phi_n)$.

- Note that for the following purposes, the underlying lattice of $\mathbb{R}^{\binom{n}{2}}/\Phi_n(\mathbb{R}^n)$ is not $\mathbb{Z}^{\binom{n}{2}}/\Phi_n(\mathbb{Z}^n)$, but is the lattice generated by the vectors $V_{I|J}$, denoted by $\Lambda_n$ (see [GKM07, 3.3]). This is a technical issue, as it does not change the lattices of the cones $\Lambda_\tau, \tau \in \mathcal{M}_n$, but is necessary to make maps such as forgetful maps integer affine.

- We prove explicitly in proposition 2.1.21 that $\mathcal{M}_n$ really parameterizes smooth rational tropical curves in the sense of definition 2.1.1. Therefore we often speak of (smooth abstract) curves instead of metric trees in the following — without different meaning.

Next, we define divisors respectively rational functions that play the role of “boundary” divisors in our moduli space. They all lie in the codimension one skeleton of $\mathcal{M}_n$, therefore represent higher-valent curves. Note that our nomenclature is a bit confusing here. Even if we call all curves parameterized by $\mathcal{M}_n$ smooth, we consider the codimension one skeleton of $\mathcal{M}_n$ as (part of) the boundary of $\mathcal{M}_n$ which classically consists of singular curves.

As $\mathcal{M}_n$ is unimodular, we can define rational functions on $\mathcal{M}_n$ as described in example 1.2.2(e).

Definition 2.1.6 (Boundary functions)
Let $I|J$ be a partition with $|I| \neq 1 \neq |J|$. Then $\varphi_{I|J}$ denotes the unique rational function with

$$
\varphi_{I|J}(V_{I'|J'}) := \begin{cases} 1 & \text{if } I = I' \text{ or } I = J', \\ 0 & \text{otherwise.} \end{cases}
$$

If $\Gamma$ is the metric tree represented by a point $p \in \mathcal{M}_n$, then $\varphi_{I|J}(p)$ is just the length of the bounded edge $I|J$ in $\Gamma$ (being zero if no such edge exists). Furthermore, we use the notation

$$
\varphi_{k,l} := \varphi_{\{k,l\}|\{n\}\setminus\{k,l\}}
$$

for $k \neq l \in [n]$. 
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The ridges of $\mathcal{M}_n$ correspond to combinatorial types of curves with one 4-valent vertex, which we denote like this:

$$A \times B$$

$$\overset{D}{\times} C$$

Here $A$, $B$, $C$ and $D$ denote the four parts of the combinatorial type adjacent to the 4-valent vertex and by abuse of notations also the sets of leaves belonging to this part (as, in most cases, this is the only information needed).

In order to compute the weight of a ridge $\overset{A \times B}{D \times C}$ in the divisor of a rational function on $\mathcal{M}_n$, let us have a look at $\text{Star}_{\mathcal{M}_n}(\overset{A \times B}{D \times C})$. In fact, it is easy to see that $\text{Star}_{\mathcal{M}_n}(\overset{A \times B}{D \times C})$ contains three facets corresponding to the three types of removing the 4-valent vertex by inserting a new bounded edge.

The primitive representatives are $V_{A \cup B \cup C \cup D}$, $V_{A \cup C \cup B \cup D}$ and $V_{A \cup D \cup B \cup C}$. For the balancing condition around $\overset{A \times B}{D \times C}$, it suffices to show the equation

\[ V_{A \cup B \cup C \cup D} + V_{A \cup C \cup B \cup D} + V_{A \cup D \cup B \cup C} = V_{A \cap B \cup C \cup D} + V_{B \cap A \cup C \cup D} + V_{C \cap A \cup B \cup D} + V_{D \cap A \cup B \cup C}, \]

as all vectors on the right hand side lie in the vector space spanned by the ridge $\overset{A \times B}{D \times C}$, as required. But the equation follows from the fact that, on the level of metric trees, the distance between two marked leaves is identical on both sides: If both leaves belong to the same set $A, B, C, D$, the distance is 0, if not, it is 2.

This discussion also shows that $\mathcal{M}_n$ is locally irreducible (cf. example [1.2.28 (c)] and, in particular, $\mathcal{M}_n$ is irreducible, cf. lemma [1.2.29]). This implies that for any rational function $\varphi$ on $\mathcal{M}_n$ the equation $|\text{div}(\varphi)| = |\varphi|$ holds (cf. lemma [1.2.31]).

Let us now compute the divisors of the functions $\varphi_{I,J}$. In the following, a formula involving $I$, $J$ and $A$, $B$, $C$, $D$ stands for all permuted formulas as well, e.g. $I = A$ means “$I = A$ or $I = B$ or $J = A \ldots$".
Lemma 2.1.7 (Boundary divisors)
The boundary divisor \( \text{div}(\varphi_{I,J}) \) carries the weight function

\[
\omega_{\varphi_{I,J}(A \times B)}^{(D \times C)} = \begin{cases} 
1 & \text{if } I = A \cup B, \\
-1 & \text{if } I = A, \\
0 & \text{otherwise.}
\end{cases}
\]

These divisors were computed before by Matthias Herold (cf. [H07]).

Proof. Following from the previous discussion, the weight of \( A \times B \) in \( \text{div}(\varphi_{I,J}) \) is by definition

\[
\omega_{\varphi_{I,J}(A \times B)}^{(D \times C)} = \varphi_{I,J}(V_{A \cup B \cup C \cup D}) + \varphi_{I,J}(V_{A \cup C \cup B \cup D}) + \varphi_{I,J}(V_{A \cup D \cup B \cup C}) \\
- \varphi_{I,J}(V_{A \cup B \cup C \cup D}) - \varphi_{I,J}(V_{B \cup A \cup C \cup D}) \\
- \varphi_{I,J}(V_{C \cup A \cup B \cup D}) - \varphi_{I,J}(V_{D \cup A \cup B \cup C}).
\]

Hence, this weight is 1 if \( I \) is the union of two of the sets \( A, B, C, D \) and is \(-1\) if \( I \) equals one of the four sets. Otherwise, it is 0. \qed

Remark 2.1.8
It is clear from remark 1.2.17 and the beginning of this subsection (cf. also [GM05, lemma 5.10]) that the functions \( \varphi_{I,J} \) respectively the divisors \( \text{div}(\varphi_{I,J}) \) are the tropical analogues of the irreducible components of the boundary of the moduli space of stable curves \( \overline{M}_{0,n} \). This is justified by the fact that in the following we will re-prove many of the classical algebro-geometric statements concerning the intersection-theoretic behaviour of boundary divisors.

However, note that we will not use this relationship to the classical world explicitly. Instead, as preparation for the upcoming section on parameterized curves, we choose a different approach and prove the following statements purely “inside tropical geometry”, i.e. by combinatorial arguments.

As mentioned, many of the following statements are inspired by analogue statements in the algebro-geometric theory of Gromov-Witten invariants. The only reference I could find that contains all occurring statements in a similar notation is an unpublished, but online available paper “Notes on psi classes” [Ko] by Joachim Kock. Hence, for the sake of comparing the assertions easily, the following statements include [Ko] references indicating the place where the reader can find the corresponding classical statement.
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Lemma 2.1.9 (cf. [Ko] 1.2.5)

The equation

\[ \varphi_{i,j} \cdot \varphi_{i,k} \cdot M_n = 0 \]

holds for \( n \geq 4 \) and pairwise different \( i, j, k \in [n] \).

Proof. By lemma 2.1.7 we know that for each metric tree corresponding to a point in \( |\varphi_{i,k}| = |\text{div}(\varphi_{i,k})| \), the leaves \( x_i \) and \( x_k \) are adjacent to the same vertex. In particular, such a metric tree cannot contain an edge separating \( \{i, j\}|\{i, j\}^c \). But \( \varphi_{i,j} \) just measures the length of such an edge if present. Hence \( \varphi_{i,j} \) vanishes on \( |\varphi_{i,k}| \), which proves the claim. \( \square \)

2.1.3 Psi-divisors

Analogues of Psi-classes on tropical \( \mathcal{M}_n \) have been defined recently by G. Mikhalkin ([Mi07]). These objects are Weil divisors in \( \mathcal{M}_n \) a priori. However, as we want to perform intersections with them, we need Cartier divisors/rational functions that describe these Weil divisors. Let us make a remark concerning this approach first.

Remark 2.1.10 (Complete intersections)

Let \( Z \) be an arbitrary ambient cycle, not necessarily \( \mathbb{R}^r \) (e.g. \( \mathcal{M}_n \)). A subcycle \( X \) of \( Z \) is called a complete intersection in \( Z \) if it can be obtained as an intersection product \( X = \varphi_1 \cdots \varphi_l \cdot Z \) for suitable Cartier divisors \( \varphi_i \) on \( Z \) (where \( l = \dim(X) - \dim(Z) \)).

Let \( X, Y \) be two complete intersections in \( Z \), given by \( X = \varphi_1 \cdots \varphi_l \cdot Z \) and \( Y = \varphi'_1 \cdots \varphi'_{l'} \cdot Z \). Then we define their intersection product

\[ X \cdot Y := \varphi_1 \cdots \varphi_l \cdot \varphi'_1 \cdots \varphi'_{l'} \cdot Z. \]

Using the commutativity of the intersection product of Cartier divisors this multiplication is independent of the chosen functions, commutative and satisfies \( |X \cdot Y| = |X| \cap |Y| \). Moreover, if \( X = V = \Lambda \otimes \mathbb{R} \), it follows from corollary 1.5.6 that this definition coincides with the usual intersection product of cycles.

We also would like to pull back a complete intersection \( X = \varphi_1 \cdots \varphi_l \cdot Z \) along a morphism \( f : Z' \to Z \) defining

\[ f^*(X) := f^*(\varphi_1) \cdots f^*(\varphi_l) \cdot Z'. \]

However, in general this definition is not independent of the chosen functions \( \varphi_1, \ldots, \varphi_l \) (e.g. pull back the rational function from remark 1.2.7 (5. item))
to one of the coordinate axes). But it works in the case when \( f : Z \times Z' \rightarrow Z \) is a projection, as in this case lemma [L.5.4] guarantees that \( f^*(X) = X \times Z' \) holds.

More general, these definitions and statements hold for sums of complete intersections as well.

Our next step is to introduce “Psi-classes” as Weil divisors of rational functions on \( M_n \). We use the notion “Psi-divisor” instead of “Psi-class” to emphasize that, in contrast to the algebro-geometric case, tropically Psi-divisors are not defined up to rational equivalence.

The definition of Psi-divisors as Weil divisors of rational functions and their intersections were first studied in [KM07]. Let us recall the important definitions and results of [KM07] here.

**Definition 2.1.11 (Psi-functions)**
For \( k \in [n] \), we define the \( k \)-th Psi-function \( \psi_k \) to be the unique rational function on \( M_n \) with

\[
\psi_k(V_{I|J}) := \frac{|I|(|I| - 1)}{(n - 1)(n - 2)}
\]

for all partitions \( I|J \) with \(|I|, |J| \geq 2\) and \( k \in J \).

**Remark 2.1.12**
Our function \( \psi_k \) equals the function \( \frac{1}{n-2} f_k \) defined in [KM07] (follows from [KM07] lemma 2.6)). In particular, \( \psi_k \) is a convex function (cf. [KM07] remark 2.5)).

Obviously the numbers \( \psi_k(V_{I|J}) \) are only rational. A generalization of intersection theory to rational numbers is straightforward, but nearly unnecessary: The weights of the divisor of \( \psi_k \) turn out to be integers (see the following proposition) and there exist integer rational functions providing the same divisor (see lemma 2.1.26). This particular function \( \psi_k \) was chosen in [KM07] because of its symmetry.

**Proposition 2.1.13 (Psi-divisors, see [KM07] 3.5)**
The \( k \)-th Psi-divisor \( \text{div}(\psi_k) \) consists of the ridges \( A \times B \) corresponding to trees where the marked leaf \( x_k \) lies at the 4-valent vertex, i.e. the weight function of \( \text{div}(\psi_k) \) is

\[
\omega_{\psi_k}(A \times B) = \begin{cases} 
1 & \text{if } \{k\} = A, \\
0 & \text{otherwise.}
\end{cases}
\]
Remark 2.1.14
In [Mi07, definition 3.1], Mikhalkin suggests that \( \text{div}(\psi_k) \) is the correct tropicalization of the \( k \)-th Psi-class on \( \overline{M}_{0,n} \). His motivation for this definition is a direct translation of the classical definition (pull back of the cotangent bundle of the universal family along the \( k \)-th section). Another motivation is the following: As explained in subsection 1.1.3, the tropicalization of a cohomology class \( \gamma \) is given by the tropical cycle whose weight on a cone \( \tau \) is the degree of the intersection \( \gamma \cap [V(\tau)] \). In our case, \( \overline{M}_{0,n} \) is embedded as a subvariety in the toric variety \( X(\mathcal{M}_n) \) whose orbit structure corresponds to the stratification of \( \overline{M}_{0,n} \) in types of reducible curves. Hence a ridge \( A \times B \times C \) determines a one-dimensional subvariety \( D \subseteq \overline{M}_{0,4} \) of stable \( n \)-marked rational curves whose dual graph corresponds to the combinatorial type of \( A \times B \times C \). More precisely, \( D \) is isomorphic to \( \overline{M}_{0,4} \cong \mathbb{P}^1 \) and consists of curves with several components with 3 and precisely one component with 4 special points.

This suggests that the weight of the tropicalization of a classical Psi-class \( \Psi_k \) on the ridge \( A \times B \times C \) is equal to the degree of the intersection of \( \Psi_k \cap [D] \). But this can be computed explicitly. If none of the 4 special points on the distinguished component is the marked point \( x_k \), then the restriction of \( \Psi_k \) to \( D \) is trivial, i.e. \( \text{deg}(\Psi_k \cap [D]) = 0 \). If \( A = \{k\} \), i.e. if one of the four special points is the marked point \( x_k \), then the restriction of \( \psi_k \) to \( D \) just corresponds to the respective Psi-class on \( \overline{M}_{0,4} \), therefore \( \text{deg}(\Psi_k \cap [D]) = 1 \). So this construction provides precisely the Weil divisor \( \text{div}(\psi_k) \) in \( \mathcal{M}_n \), our tropical Psi-divisor.

Note that, a priori, we are only interested in the divisor \( \text{div}(\psi_k) \) and not in the describing function \( \psi_k \). The choice of \( \psi_k \) is only necessary to compute intersections with the Psi-divisors. Note also that, as long as we only intersect complete intersections of \( \mathcal{M}_n \) (which we always do), the choice of the particular function describing \( \text{div}(\psi_k) \) does not matter (cf. remark 2.1.10).

Notation 2.1.15 (The \( \tau \)-notation)
Adapted from the notation often used in the classical situation, we will introduce the following \( \tau \)-notation that makes formulas shorter and hides “unimportant” data such as the number of marked leaves. For integers \( a_1, \ldots, a_n \) we define

\[
(\tau_{a_1} \cdots \tau_{a_n}) := \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_n
\]

if all integers are non-negative, otherwise \( (\tau_{a_1} \cdots \tau_{a_n}) = \emptyset \). Every factor \( \tau_{a_k} \) stands for a marked leaf and the index \( a_k \) serves as the exponent with
which the corresponding Psi-function appears in the intersection product. If \( \sum a_k = \dim(\mathcal{M}_n) = n - 3 \), the above cycle is zero-dimensional (in fact, its only point corresponds to the curve without bounded edges where all leaves are adjacent to one single vertex) and we define

\[
\langle \tau_{a_1} \cdots \tau_{a_n} \rangle := \deg \left( \psi_{a_1}^{a_1} \cdots \psi_{a_n}^{a_n} \cdot \mathcal{M}_n \right).
\]

The main theorem of [KM07] computes these intersection products of Psi-divisors:

**Theorem 2.1.16** (Products of Psi-divisors, see [KM07] 4.1)

The intersection product \( (\tau_{a_1} \cdots \tau_{a_n}) \) is the subfan of \( \mathcal{M}_n \) consisting of the closure of the cones of dimension \( n - 3 - \sum_{i=1}^n a_i \) whose interior curves \( C \) have the following property:

Let \( k_1, \ldots, k_q \in \mathbb{N} \) be the marked leaves adjacent to a vertex \( V \) of \( C \). Then the valence of \( V \) is

\[
\text{val}(V) = a_{k_1} + \ldots + a_{k_q} + 3.
\]

Let us define the multiplicity of this vertex to be \( \text{mult}(V) := \binom{\text{val}(V) - 3}{a_{k_1}, \ldots, a_{k_q}} \). Then the weight of such a cone \( \sigma \) in \( X \) is

\[
\omega_X(\sigma) = \prod_V \text{mult}(V),
\]

where the product runs through all vertices \( V \) of an interior curve of \( \sigma \).

In this section we re-prove the zero-dimensional case of this theorem (see remark 2.1.24). To do this, we first have to analyze how Psi- and boundary divisors intersect and how they behave when pulled back or pushed forward along forgetful morphisms.

**Lemma 2.1.17** (cf. [Ko] 1.2.7)

It holds that

\[
\varphi_{i,j} \cdot \psi_{i} \cdot \mathcal{M}_n = 0
\]

for \( n \geq 4 \) and \( i \neq j \in [n] \).

**Proof.** Curves in \( |\psi_{i}| \) cannot contain a bounded edge with partition \( \{i,j\}\{i,j\}^c \), as the leaf \( x_i \) does not lie at a 3-valent vertex. Thus \( \varphi_{i,j} \) vanishes on \( |\psi_{i}| \). \( \square \)
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2.1.4 The forgetful morphism

The forgetful map $\mathcal{M}_{n+1} \to \mathcal{M}_n$ that forgets the extra leaf $x_0$ (and then removes possibly occurring 2-valent vertices) is denoted by $f_{t_0}$ (cf. [GKM07, definition 3.8]). By [GKM07, proposition 3.9] this map is a tropical morphism. Note that the image of a cone of $\mathcal{M}_{n+1}$ under $f_{t_0}$ is a cone in $\mathcal{M}_n$, therefore no refinement is necessary to compute push forwards in the following. Note also that a cone is mapped injectively if and only if $x_0$ is adjacent to a higher-valent vertex in the corresponding combinatorial type of trees (as otherwise, after removing the 2-valent vertex, there is one bounded edge less). Let us first pull back Psi-functions along $f_{t_0}$.

**Proposition 2.1.18** (Pull backs of Psi-functions, cf. [Ko] 1.3.1)

Let $n \geq 4$ and let $f_{t_0} : \mathcal{M}_{n+1} \to \mathcal{M}_n$ be the morphism that forgets the leaf $x_0$. For $k \in [n]$ it holds that

$$\text{div}(\psi_k) = \text{div}(f_{t_0}^* \psi_k) + \text{div}(\varphi_{0,k}).$$

**Proof.** This can be proven by explicitly computing the weights of the three divisors. We distinguish four cases (up to renaming $A$, $B$, $C$ and $D$):

<table>
<thead>
<tr>
<th>$\omega_f(A \times B)$</th>
<th>$f = \psi_k$</th>
<th>$f = f_{t_0}^* \psi_k$</th>
<th>$f = \varphi_{0,k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A = {0, k}$</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$A = {0}, B = {k}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$A \supset {0}, B = {k}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>otherwise</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

To keep formulas shorter, we omit “$\cdot \mathcal{M}_n$” when it is clear from the context that we denote an intersection product on $\mathcal{M}_n$.

**Corollary 2.1.19** (cf. [Ko] 1.3.2 and 1.3.3)

Let $n \geq 4$ and let $f_{t_0} : \mathcal{M}_{n+1} \to \mathcal{M}_n$ be the morphism that forgets the leaf $x_0$. Then for $k \in [n]$ the following formulas hold:

(a) $\varphi_{0,k}^2 = -f_{t_0}^*(\psi_k) \cdot \varphi_{0,k}$

(b) $\psi_k^a = f_{t_0}^*(\psi_k)^a + f_{t_0}^*(\psi_k)^{a-1} \cdot \varphi_{0,k}$
(c) \[ \psi^a_k = \text{ft}_0^a(\psi_k)^a + (-1)^{a-1}\varphi_{0,k}^a \]

Proof. All the formulas are easy applications of lemmata 2.1.17 and 2.1.18.

Lemma 2.1.20
Let \( n \geq 4 \), let \( \text{ft}_0 : \mathcal{M}_{n+1} \to \mathcal{M}_n \) be the morphism that forgets the leaf \( x_0 \) and choose \( k \in [n] \). Then

\[ \text{ft}_0^*(\text{div}(\varphi_{0,k})) = \text{ft}_0^*(\text{div}(\psi_k)) = \mathcal{M}_n. \]

Proof. We show that \( \text{ft}_0^*(\text{div}(\varphi_{0,k})) = \mathcal{M}_n \) by direct computation: Let \( \sigma' \) be a facet of \( \mathcal{M}_n \) corresponding to a 3-valent combinatorial type. Let \( V \) be the vertex adjacent to \( x_k \). Then there exists precisely one cone \( \sigma \) in \( \text{div}(\varphi_{0,k}) \) whose image under \( \text{ft}_0 \) is \( \sigma' \), namely the cone obtained by attaching the additional leaf \( x_0 \) to the vertex \( V \). Moreover, on such a cone, the length of the bounded edges remain unchanged under \( \text{ft}_0 \) and therefore \( \text{ft}_0(\Lambda_{\sigma}) = \Lambda_{\sigma'} \).

On the other hand, cones in \( \text{div}(\varphi_{0,k}) \) with negative weight are not mapped injectively, as in this case \( x_0 \) is adjacent to a 3-valent vertex and stabilization is needed. This shows that \( \text{ft}_0^*(\text{div}(\varphi_{0,k})) = \mathcal{M}_n \).

The equation \( \text{ft}_0^*(\text{div}(\psi_k)) = \mathcal{M}_n \) follows from the same argument or by using lemma 2.1.18, the projection formula and \( \text{ft}_0^*(\mathcal{M}_{n+1}) = 0 \) (because the dimension is too high).

It is well-known that for the classical moduli space \( \overline{\mathcal{M}}_{0,n} \), the forgetful morphism plays the role of the universal family (cf. [KV07, section 1.3]). Let us see what the tropical analogue is.

Proposition 2.1.21 (Universal family \( \text{ft}_0 \) for abstract curves)
Let \( p \) be a point in \( \mathcal{M}_n \) and let \( C_p = \text{ft}_0^{-1}(p) \) be the fibre of \( p \) under the forgetful morphism \( \text{ft}_0 : \mathcal{M}_{n+1} \to \mathcal{M}_n \). Then the following holds:

(a) \( C_p \) has a canonical structure of a one-dimensional polyhedral complex.

(b) The leaves of \( C_p \) (as a graph itself) are the facets where \( x_0 \) and another leaf \( x_i \) lie at the same 3-valent vertex (i.e. the leaves are the sets \( L_i := \{ y \in \mathcal{C}_p | \varphi_{0,i}(y) > 0 \} \). Moreover \( p \in \mathcal{M}_n \) represents the \( n \)-marked metric graph \( (C_p, L_1, \ldots, L_n) \).

(c) When we equip all its facets with weight 1, \( C_p \) is a smooth curve (in the sense of definition 2.1.7).
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(d) Let \( \sum_k \mu_k p_k = \varphi_1 \cdots \varphi_{n-3} \cdot M_n \) be a zero-dimensional cycle in \( M_n \) obtained as the intersection product of convex functions \( \varphi_j \). Then

\[
ft_0^*(\varphi_1) \cdots ft_0^*(\varphi_{n-3}) \cdot M_{n+1} = \sum_k \mu_k C_{p_k}.
\]

We write this as \( ft_0^*(\sum_k \mu_k p_k) = \sum_k \mu_k C_{p_k} \).

**Proof.** (a): As polyhedral complex, \( C_p \) consists of the polyhedra \( (ft_0 | \sigma)^{-1}(p) = C_p \cap \sigma \) for each cone \( \sigma \) of \( M_{n+1} \). The dimension of these polyhedra can be at most one as \( \dim(ft_0(\sigma)) \geq \dim(\sigma) - 1 \) (it depends on whether \( x_0 \) is adjacent to a 3-valent or higher-valent vertex).

(b): Let \( \Gamma_p \) denote the \( n \)-marked metric graph represented by \( p \). The bijective map \( \Gamma_p \rightarrow C_p \) indicated in the picture identifies the two graphs.

(c): Let \( V \) be a vertex of \( C_p \). It corresponds to the metric graph \( \Gamma_p \) with the extra leaf \( x_0 \) adjacent to one of the vertices. Let us label the other edges containing this vertex by \( 1, \ldots, m \) and let us divide the other leaves \( \{n\} = I_1 \cup \ldots \cup I_m \) according to via which edge one gets from \( x_0 \) to \( x_i \). There are \( m \) facets in \( C_p \) containing \( V \), corresponding to moving \( x_0 \) on one of the edges. Hereby one has to shorten the edge \( I_k \cup \{x_0\} \cup (I_k \cup \{x_0\})^c \) as much as the length of \( I_k \cup \{x_0\} \cup (I_k \cup \{x_0\})^c \) increases.

Thus the primitive integer vector of the corresponding edge with respect to \( V \) is given by

\[
V_k := V_{I_k \cup \{x_0\}} - V_{I_k},
\]

where we use the shorthand \( V_I := V_{I[I^c]} \) in the following. Note that this formula as well as the following ones also hold in the case that \( I_k \) consists
only of a single leaf \( x_i \) (which means \( x_i \) is adjacent to the same vertex as \( x_0 \)), as \( V_{[x_0]} = 0 \in \mathbb{R}^{(n+1)/2}/\text{Im}(\Phi_{n+1}) \). To prove the statement we now use criterion [2.1.3](c) and verify the conditions i) and ii), which can be done by applying some formulas of [KM07]. Let \( S \) be the set of two-element subsets of \([n]\) (i.e. not containing 0). It follows from [KM07, 2.3, 2.4, 2.6] that the vectors \( V_S, S \in S \) fulfill i) and ii) (with \( V = \mathbb{R}^{(n+1)/2}/\text{Im}(\Phi_{n+1}) \) and \( \Lambda = \Lambda_n \)). Furthermore [KM07, 2.6] gives us a representation of our vectors in terms of the vectors \( V_S \), namely

\[
V_{I_k} = \sum_{\{S \in S \mid S \subseteq I_k\}} V_S
\]

\[
V_{I_k \cup \{x_0\}} = \sum_{\{S \in S \mid S \cap I_k = \emptyset\}} V_S = -\left( \sum_{\{S \in S \mid S \cap I_k \neq \emptyset\}} V_S \right),
\]

and therefore

\[
V_k = -\left( \sum_{S \in S} |S \cap I_k| \cdot V_S \right).
\]

Now let \( \lambda_1, \ldots, \lambda_m \) be arbitrary real coefficients. Then we obtain the formula

\[
\sum_{k=1}^m \lambda_k V_k = -\left( \sum_{\{(i,j) \in S \mid i \in I_k, j \in I_{k'}\}} (\lambda_k + \lambda_{k'}) \cdot V_{(i,j)} \right).
\]

Now all differences of two coefficients on the left hand side \( \lambda_k - \lambda'_k \) can be obtained as differences of two coefficients on the right hand side (choose elements \( i \in I_k, j \in I_{k'}, l \in I_{k''} \); then the coefficients of \( V_{(i,l)} \) and \( V_{(j,l)} \) differ by \( \lambda_k + \lambda_{k''} - \lambda_{k'} - \lambda_{k''} = \lambda_k - \lambda_{k'} \)). Conversely, a right hand side difference of coefficients equals the sum of two left hand side differences. (The coefficients of \( V_{(i_1,i_2)} \) and \( V_{(j_1,j_2)} \) differ by \( \lambda_{i_1} - \lambda_{i_1} + (\lambda_{i_2} - \lambda_{i_2}) \), where \( i_1 \in I_{i_1}, i_2 \in I_{i_2}, j_1 \in I_{j_1}, j_2 \in I_{j_2} \)). Hence, as conditions [2.1.3] i) and ii) hold for the vectors \( V_S \), they also hold for the vectors \( V_k \). This proves that \( C_p \) (with trivial weights) forms a smooth curve.

(d): First of all, the set-theoretic equation

\[
|\mathfrak{f}_0^p(\varphi_1) \cdots \mathfrak{f}_0^p(\varphi_{n-3}) \cdot \mathcal{M}_{n+1}| \subseteq \mathfrak{f}_0^{-1}(|\varphi_1 \cdots \varphi_{n-3} \cdot \mathcal{M}_n|) = \bigcup_k |C_{p_k}|
\]

follows by induction from lemma 1.2.25 (note that the pull back of a convex function is convex again). But the sets \( |C_{p_k}| \) are pairwise disjoint (as they are fibres of pairwise different points) and belong to irreducible cycles (as
the curves $C_{p_k}$ are smooth abstract curves). Thus any one-dimensional cycle whose support lies in $\bigcup_i |C_{p_k}|$ is actually a sum $\sum_k \lambda_k C_{p_k}, \lambda_k \in \mathbb{Z}$. So it remains to check that in our case the coefficients $\lambda_k$ coincide with $\mu_k$. To do this, we choose an arbitrary leaf $x_i \neq x_0$ and consider the function $\varphi_{0,i}$ on $C_{p_k}$. On the leaf $L_i$ of $C_{p_k}$, where $x_0$ and $x_i$ are adjacent to the same 3-valent vertex, it measures the length of the third edge, elsewhere it is constantly zero. Thus $\varphi_{0,i} \cdot C_{p_k} = V_{p_k}$, where $V_{p_k}$ is the vertex of $C_{p_k}$ adjacent to $L_i$ (where $x_0$ and $x_i$ lie together at a higher-valent vertex). Thus we get

$$\text{ft}_{0^*} (\varphi_{0,i} \cdot (\sum_k \lambda_k C_{p_k})) = \text{ft}_{0^*} (\sum_k \lambda_k V_{p_k}) = \sum_k \lambda_k p_k.$$

But then, we can use the projection formula and lemma 2.1.20 and compute

$$\text{ft}_{0^*} (\varphi_{0,i} \cdot \text{ft}_{0^*}(\varphi_1) \cdots \text{ft}_{0^*}(\varphi_{n-3}) \cdot M_{n+1})
= \varphi_1 \cdots \varphi_{n-3} \cdot \text{ft}_{0^*}(\varphi_{0,i} \cdot M_{n+1})
= \sum_k \mu_k p_k.$$

Comparing the coefficients proves the statement. 

**Remark 2.1.22**

Hence there is a bijection between metric trees and smooth rational curves according to definition 2.1.1 (modulo isomorphisms). In particular, $M_n$ parameterizes smooth (abstract) rational tropical curves modulo isomorphism, and the curve associated to a point $p \in M_n$ is given by the preimage $\text{ft}_{0^{-1}}(p)$.

### 2.1.5 First equations and numbers

We now prove the tropical analogues of the well-known classical equations concerning Psi-products such as the string and dilaton equation. Of course, the idea behind this is to extend these equations to the case of parameterized curves later on.

**Theorem 2.1.23** (String equation for abstract curves, cf. [Ko] 1.4.2)

For zero-dimensional intersection products of Psi-divisors the following holds:

$$\langle \tau_0 \prod_{k=1}^{n} \tau_{a_k} \rangle_d = \sum_{i=1}^{n} \langle \tau_{a_i-1} \prod_{k \neq i} \tau_{a_k} \rangle_d$$

**Proof.** The proof is identical to the algebro-geometric one: We have to compute the degree of the intersection product $\prod_{k=1}^{n} \psi_{p_k}^0 \cdot M_{n+1}$. First we
replace each term $\psi_k^a (k \neq 0)$ by $f_0^*(\psi_k)^a + f_0^*(\psi_k)^a \cdot \varphi_{0,k}$, using lemma 2.1.19 (b), and multiply the product out. As $\varphi_{0,k} \cdot \varphi_{0,k'} = 0$ for $k \neq k'$ (see lemma 2.1.9), we only get the following $n + 1$ terms:

$$\prod_{k=1}^{n} f_0^*(\psi_k)^a \cdot \mathcal{M}_{n+1} + \sum_{i=1}^{n} f_0^*(\psi_i)^a \cdot \prod_{k \neq i} f_0^*(\psi_k)^a \cdot \varphi_{0,i} \cdot \mathcal{M}_{n+1}$$

Now we push this cycle forward along $f_0$ and use the projection formula. The first term vanishes for dimension reasons and, as $\varphi_{0,i}$ pushes forward to $\mathcal{M}_n$ by lemma 2.1.20, the other terms provide the desired result.

Remark 2.1.24
As in the classical case, the string equation suffices to compute all intersection numbers of Psi-divisors of abstract curves (see [Ko, 1.5.1]). Namely, if $\sum a_i = n - 3$, the equation

$$\langle \tau_1 \cdots \tau_n \rangle = \frac{(n-3)!}{a_1! \cdots a_n!}$$

holds. This was proven in [KM07, 4.2] using the paper’s main theorem [KM07, 4.1] (cited here in theorem 2.1.16). Note, however, that in order to prove the string equation it was not necessary to use [KM07, 4.1].

Lemma 2.1.25
Let $n > 4$ and let $f_0 : \mathcal{M}_{n+1} \to \mathcal{M}_n$ be the morphism that forgets the last leaf. Then

$$f_0^*(\text{div}(\varphi_{I,J})) = \begin{cases} \mathcal{M}_n & \text{if } I = \{0,k\} \text{ or } J = \{0,k\} \text{ for some } k \in [n], \\ 0 & \text{otherwise.} \end{cases}$$

Proof. The first part is shown in lemma 2.1.20. So let us prove the second part: First, we choose $i \in I$ and $j \in J$, both different from 0. Consider a facet $\sigma'$ in $\mathcal{M}_n$ corresponding to a combinatorial type where $x_i$ and $x_j$ are adjacent to the same 3-valent vertex $V$. All ridges in $\mathcal{M}_{n+1}$ mapping onto $\sigma'$ are obtained by attaching $x_0$ to any of the vertices. If not attached to $V$, the induced partition $A, B, C, D$ cannot separate $i$ and $j$. If attached to $V$, the induced partition is $\{0\}, \{i\}, \{j\}, D$. It follows from $\{0, i\} \neq I$ and $\{0, j\} \neq J$ that $D$ intersects both $I$ and $J$ and therefore none of these types is contained in $\text{div}(\varphi_{I,J})$. Hence $\sigma'$ is not contained in the push forward of $\text{div}(\varphi_{I,J})$. But $\mathcal{M}_n$ is irreducible, thus $f_0^*(\text{div}(\varphi_{I,J})) = 0$. \qed
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Lemma 2.1.26 (cf. [Ko] 1.5.2)
For \( n \geq 4 \) the equation
\[
\text{div}(\psi_1) = \sum_{I \cup J \in [1]+[2,3] \in \mathcal{I}} \text{div}(\varphi_{I|J})
\]
holds.

Of course, we can replace 1, 2, 3 by any other choice of distinct leaves.

Proof. We use induction on the number of leaves \( n \). For \( n = 4 \), only the partition \( \{1,4\}\}\{2,3\} \) contributes to the sum. But \( \text{div}(\psi_1) \) as well as \( \text{div}(\varphi_{1,4|2,3}) \) is just the single vertex in \( \mathcal{M}_4 \) parameterizing the curve \( \frac{1}{x_2} \) with weight 1. For the induction step, assume \( n \geq 4 \) and consider the morphism \( f_0 : \mathcal{M}_{n+1} \to \mathcal{M}_n \) that forgets the leaf \( x_0 \) and let \( I'|J' \) be a partition of \( [n] \). Then \( f_0^* (\varphi_{I|J}) \) measures the sum of the lengths of the edges separating \( I' \) and \( J' \) if present. Hence we obtain
\[
f_0^* (\varphi_{I|J}) = \varphi_{I' \cup \{0\} | J'} + \varphi_{I | J' \cup \{0\}}.
\]

Using the induction hypothesis, we conclude that \( f_0^* (\psi_1) \) equals the sum on the right hand side except for the partition \( \{0,1\}\}\{0,1\} \) \( c \). This missing summand is provided by \( \text{div}(\psi_1) = \text{div}(f_0^*(\psi_1)) + \text{div}(\varphi_{0,1}) \) (cf. lemma 2.1.18).

Lemma 2.1.27 (cf. [Ko] 1.6.1)
Let \( n \geq 4 \) and let \( f_0 : \mathcal{M}_{n+1} \to \mathcal{M}_n \) be the morphism that forgets the leaf \( x_0 \). Then
\[
f_0^* (\text{div}(\psi_0)) = (n - 2) \mathcal{M}_n.
\]

Proof. We express \( \psi_0 \) as a sum of boundary divisors according to lemma 2.1.26 and use the linearity of the push forward. Lemma 2.1.25 says that we get \( \mathcal{M}_n \) for each \( \varphi_{\{0,k\}|\{0,k\} \} \) and zero for each other \( \varphi_{I|J} \). As \( k \) runs through \( \{3, \ldots, n\} \), the statement follows.

Proposition 2.1.28 (Dilaton equation for abstract curves, cf. [Ko] 1.6.2)
Let \( \langle \prod_{k=1}^n \tau_{ak} \rangle \) be a zero-dimensional intersection product. Then
\[
\langle \tau_1 \cdot \prod_{k=1}^n \tau_{ak} \rangle = (n - 2) \langle \prod_{k=1}^n \tau_{ak} \rangle.
\]
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Proof. The proof is identical to the algebro-geometric one, using lemmata 2.1.19, 2.1.17, 2.1.20, 2.1.27 and the projection formula. We include it for the reader’s convenience.

As degree is preserved, we push forward $(\tau_1 \cdot \prod_{k=1}^{n} \tau_{a_k})$ along the forgetful morphism $f_0$ forgetting the extra leaf $x_0$ corresponding to the factor $\tau_1$. To see what happens, we use lemma 2.1.19 (b) and replace each term $\psi^a_k$ by $f_0^\star(\psi_k)^{a_k} + f_0^\star(\psi_k)^{a_k-1} \cdot \varphi_{0,k}$. When we multiply the whole product out, all summands containing a factor $\varphi_{0,k}$ vanish when multiplied with $\psi_0$ (see lemma 2.1.17). It follows that

$$\psi_0 \cdot \prod_{k=1}^{n} \psi^a_k = \psi_0 \cdot \prod_{k=1}^{n} f_0^\star(\psi_k)^{a_k}$$

and the projection formula together with $f_0^\star(\text{div}(\psi_0)) = (n - 2)\mathcal{M}_n$ from lemma 2.1.27 gives the desired result. 

\[ \square \]

2.2 The moduli space of parameterized rational tropical curves

The idea of this section is similar to the previous one. We recall the construction of the moduli space of parameterized tropical rational curves as a tropical variety and prove the tropical analogues of the classically well-known string, dilaton and divisor equations for stable maps. Moreover, we extend the universal family statement for $f_0$ to parameterized curves.

2.2.1 Parameterized curves

A (labelled) degree $\Delta$ in $\mathbb{R}^r$ is a finite set (of labels) $\Delta$ together with a map $\Delta \to \mathbb{Z}^r \setminus \{0\}$ to the set of non-zero integer vectors, such that the images of this map, denoted by $v(x_i), i \in \Delta$ as they will later play the role of the vectors of the leaves $x_i$, sum up to zero, i.e. $\sum_{i \in \Delta} v(x_i) = 0$. The number of elements in $\Delta$ is denoted by $\#\Delta$ (to distinguish it from the support of a cycle). As an example, we define the projective degree $d$ (in dimension $r$)
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to be the set $[(r+1)d]$ with the map

$$[(r+1)d] \rightarrow \mathbb{Z}^r \setminus \{0\},$$

$1, \ldots, d \mapsto -e_0,$

$d+1, \ldots, 2d \mapsto -e_1,$

$$\vdots$$

$rd+1, \ldots, (r+1)d \mapsto -e_r,$

where, as usual, $e_1, \ldots, e_r$ denote the standard basis vectors and $e_0 := -e_1 - \ldots - e_r.$

**Definition 2.2.1** (Parameterized curves)

An $n$-marked (labelled) parameterized tropical curve of degree $\Delta$ in $\mathbb{R}^r$ is a tuple $(C, h)$, where $C$ is an $[n] \cup \Delta$-marked smooth abstract curve and $h : C \rightarrow \mathbb{R}^r$ is a tropical morphism such that for all leaves $x_i$ the ray $h(x_i) \subseteq \mathbb{R}^r$ has direction $v(x_i)$, i.e. the primitive generator of $x_i$ is mapped to $v(x_i)$ by the linear part of $h$ on $x_i$. Here $v(x_i)$ is set to be zero if $i \in [n]$, which implies that marked leaves $x_i, i \in [n]$ are contracted to a point. The genus of $(C, h)$ is defined to be the genus of $C$.

**Remark 2.2.2**

The leaves $x_i, i \in [n]$ are called marked leaves, as they correspond to the marked points of stable maps classically. Marked leaves are contracted by $h$. In contrast to that we call the leaves $x_i, i \in \Delta$ non-contracted leaves. Our curves are called “labelled” as also the non-contracted leaves are labelled.

Two parameterized curves $(C, h)$ and $(C', h')$ are called isomorphic (and are therefore identified in the following) if there exists an isomorphism $\Phi : C \rightarrow C'$ identifying the labels and satisfying $h = h' \circ \Phi$.

Let us compare our definition to [GKM07, definition 4.1]. Conditions (a) and (b) in that definition make sure that $h$ is a tropical morphism in our sense. As condition (c) is also contained in our definition, the two definitions coincide.

Let $\mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta)$ be the moduli space that parameterizes rational $n$-marked labelled parameterized tropical curves of degree $\Delta$ in $\mathbb{R}^r$. Its construction as a tropical cycle can be found in [GKM07, 4.7], we recall the important facts here: After fixing one of the marked leaves $x_j$ as anchor leaf (in [GKM07], this is called “root vertex”; we replace “vertex” by the more precise “leaf” and avoid the combination “root leaf”, as it might be a bit confusing from the botanic point of view), we can identify $\mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta)$ with
\( \mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r \), where the first factor parameterizes the abstract curve \( C \) and the second factor contains the coordinates of the image point of the anchor leaf \( x_i \). This suffices to determine the morphism \( h \), as \( \Delta \) fixes the directions of all leaves of \( C \) and therefore, using the balancing condition recursively, all directions of the bounded edges as well (cf. equation 2.1). Hence \( h \) is uniquely determined by the lengths of the edges and the coordinates of one image point (in our case \( h(x_i) \)).

So again, cones in \( \mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta) \) correspond to combinatorial types of the underlying abstract curves, but this time the minimal cone is not zero- but \( r \)-dimensional, due to moving \( h(x_i) \), and thus the whole curve, in \( \mathbb{R}^r \).

For enumerative purposes, we would like to identify curves whose only difference is the labelling of the non-contracted leaves. Let \( \mathcal{M}_n(\mathbb{R}^r, \Delta) \) denote the set of these \textit{unlabelled} curves. Then the maximum of elements in a fibre of the map \( \mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta) \to \mathcal{M}_n(\mathbb{R}^r, \Delta) \) forgetting the labelling of the non-contracted leaves is

\[
\Delta! := \prod_{v \in \mathbb{Z}^r \setminus \{0\}} n(v)!,
\]

where \( n(v) \) denotes the number of times \( v \) occurs as \( v(x_i), i \in \Delta \) (and we assume \( n > 1 \)). This number equals the number of possibilities to label an unlabelled \textit{automorphism-free} curve. Therefore we expect resp. define that each enumerative invariant computed on \( \mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta) \) must be divided by \( \Delta! \) to get the corresponding one in \( \mathcal{M}_n(\mathbb{R}^r, \Delta) \).

In this section, \( I \mid J \) denotes a (non-empty) partition of \([n] \cup \Delta \) (or \( \{0\} \cup [n] \cup \Delta \) if we work with \( \mathcal{M}_{n+1}(\mathbb{R}^r, \Delta) \)). Again, such partitions can be used as global labels of the edges of our curves. The direction of the image of the corresponding edge under \( h \) is given by

\[
v_{I \mid J} := \sum_{i \in I} v(x_i) = -\left( \sum_{j \in J} v(x_j) \right)
\]

(as an exception, commuting \( I \) and \( J \) makes a little difference here: \( v_{I \mid J} = -v_{J \mid I} \)). We call \( I \mid J \) \textit{reducible} if \( |I|, |J| > 1 \) and \( v_{I \mid J} = 0 \) (i.e. if the corresponding edge is contracted). This is equivalent to requiring that the corresponding splitted sets \( \Delta_I = I \cap \Delta \) and \( \Delta_J = J \cap \Delta \) fulfill the balancing condition, i.e. are degrees on its own. Also the marked leaves split up into \([n] = (I \cap [n]) \cup (J \cap [n])\). That corresponds to the data that is needed to specify an irreducible boundary divisor of the classical moduli space of stable maps \( \overline{M}_{0,n}(X, \beta) \) (for simplicity, we assume that \( X \) is projective homogeneous). Namely, in the this case an irreducible component
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of the boundary is given by a partition \((A, \beta'|B, \beta'')\) of the marked points \([n] = A \cup B\) and a splitting of the cohomology class \(\beta = \beta' + \beta''\) (cf. [KV07, section 2.7.1]). The only difference is that, due to the labelling of the non-contracted leaves, several partitions \(I|J\) induce the same degree splitting in the tropical setting.

In contrast to that, the non-reducible partitions \(I|J\) with \(v_{I|J} \neq 0\) do not have a counterpart in the algebro-geometric moduli space.

Remark 2.2.3

Note that the construction \(\mathcal{M}_{lab}^n(R', \Delta) \cong \mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r\) has a classical counterpart, as well. Let us explain this in the case of the moduli space \(\overline{\mathcal{M}}_{0,n}(\mathbb{P}^2, d)\) of \(n\)-pointed rational stable maps in \(\mathbb{P}^2\) of degree \(d\) (following [KV07, section 2.4]): Let \(l_0, l_1, l_2\) denote the three coordinate lines in \(\mathbb{P}^2\) and consider the open set \(U \subseteq \overline{\mathcal{M}}_{0,n}(\mathbb{P}^2, d)\) of stable maps \(\mu : C \to \mathbb{P}^2\) that intersects these three lines transversely (precisely, the inverse image divisor of the divisor \(l_0 + l_1 + l_2\) must consist of \(3d\) distinct and non-special points \(q_{01}, \ldots, q_{0d}, q_{11}, \ldots, q_{1d}, q_{21}, \ldots, q_{2d}\)). Every stable map in \(U\) induces an \((n + 3d)\)-pointed stable curve \(\tilde{C}\) by forgetting \(\mu\) and transforming the \(q_{ij}\) into marked points (stability is easy to check). Of course, there is an ambiguity here, as the inverse image points \(q_{ij}\) of \(l_i\) do not come with a canonical ordering.

The curve \(\tilde{C}\) is not an arbitrary curve in \(\overline{\mathcal{M}}_{0,n+3d}\), but satisfies the property that the three divisors \(D_i := q_{i1} + \ldots + q_{id}\) provided by the additional marked points are rationally equivalent as \(\mathcal{O}_C(D_i) = \mu^* \mathcal{O}_{\mathbb{P}^2}(l_i) = \mu^* \mathcal{O}_{\mathbb{P}^2}(1)\). Let \(W \subseteq \overline{\mathcal{M}}_{0,n+3d}\) denote the open subset of curves with this property, and let us see how the way back works. For any curve \(\tilde{C} \in W\), the three divisors \(D_i\) arise from sections of the same line bundle \(\mathcal{O}_C(D_i)\), which induces a morphism \(\tilde{\mu} : \tilde{C} \to \mathbb{P}^2\) (the sections do not vanish simultaneously, since the marked points of \(\tilde{C}\) are distinct). Hence, by forgetting the additional marked points, we get a stable map \(\mu : C \to \mathbb{P}^2\) which intersects the lines transversely in the points \(q_{ij}\). However, the choice of the sections and hence the map \(\mu\) is not unique. This can also be seen the other way around: The action of the open dense torus \(T^2\) on \(\mathbb{P}^2\) also induces an action on \(U\), but the intersection points of a stable map \(\mu : C \to \mathbb{P}^2\) with the coordinate lines and therefore the associated \((n + 3d)\)-marked curve \(\tilde{C}\) are invariant under this action.

This can be summarized as follows. The open set \(U \subseteq \overline{\mathcal{M}}_{0,n}(\mathbb{P}^2, d)\) is isomorphic to a \(T^2\)-bundle over the open set \(W \subseteq \overline{\mathcal{M}}_{0,n+3d}\) divided by the action of three copies of the symmetric group \(S_d\) on \([d]\) (permuting the three sets of marked points \(q_{i1}, \ldots, q_{in}\)). This observation is helpful classically as,
due to the fact that the lines \( l_0, l_1, l_2 \) can be replaced by any other choice of three generic lines, the open sets of the form \( U \) cover \( \overline{M}_{0,n}(\mathbb{P}^2, d) \) (for every stable map \( \mu : C \to \mathbb{P}^2 \), choose three lines such that they are not tangent to \( \mu(C) \) nor meet the image of a special or ramification point). This shows for example that the open subset \( \overline{M}_{0,n}(\mathbb{P}^2, d) \subseteq \overline{M}_{0,n}(\mathbb{P}^2, d) \) of stable maps without automorphisms is smooth (as on this set the three copies of \( S_d \) act freely).

The construction \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^2, d) \cong \mathcal{M}_{[n+3d]} \cup \Delta \times \mathbb{R} \) via choosing an anchor leaf is the tropical analogue of the above description of the open set \( W \). The tropicalization of the torus \( T^2 \) is just \( \mathbb{R}^2 \), the torus action boils down to translations of the curves, explicitly given by the coordinates of the anchor leaf. The non-contracted leaves (as many as \( d \) in any of the directions \( -e_0, -e_1, -e_2 \) correspond to the intersections of the curve with the three (not existing) boundary lines; and as in the classical setting an ordering of these boundary intersections is necessary when identifying with \( \mathcal{M}_{[n+3d]} \cup \Delta \times \mathbb{R} \).

But then, this motivation of the construction of \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \) also reveals difficulties. Indeed, the construction of \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^2, d) \) is related to the compactification \( \overline{M}_{0,n} \times \mathbb{P}^2 \) of \( W \times T^2 \) in \( \mathbf{X}(\mathcal{M}_{[n+3d]} \times \mathcal{L}_2^3) \), and not to the compactification \( \overline{M}_{0,n}(\mathbb{P}^2, d) \) of \( U \). The occurrence of non-reducible partitions \( I \mid J \) to which no analogues in \( \overline{M}_{0,n}(\mathbb{P}^2, d) \) exist already gives an idea of this problem. However, as up to now no alternative to the given construction of \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \) is known, in this thesis we just try to cope with the difficulties arising from this issue. For example, later on we have to make sure that no difference between the tropical and classical WDVV equations arises from the existence of non-reducible partitions (which in existing literature is contained in proving the existence of a contracted edge when the \( \mathcal{M}_4 \)-coordinate is arbitrarily large, see [GM05, 5.1] and [MR08, 4.4]).

Note that, independently of the choice of an anchor leaf, there exists a forgetful map \( \text{ft}' : \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \to \mathcal{M}_{[n] \cup \Delta} \) forgetting just the position of the curve in \( \mathbb{R}^r \). This forgetful map \( \text{ft}' \) is a morphism of tropical varieties, as after choosing an anchor leaf and identifying \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \) with \( \mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r \), \( \text{ft}' \) is just the projection onto the first factor. We use \( \text{ft}' \) to define boundary and Psi-divisors on \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \).

**Definition 2.2.4** (Psi-functions for parameterized curves)

For a partition \( I \mid J \) of \( [n] \cup \Delta \) we define the function \( \varphi_{I \mid J} \) on \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \) to be \( \text{ft}'(\varphi_{I \mid J}^{\text{abstr}}) \), where \( \varphi_{I \mid J}^{\text{abstr}} \) is the corresponding function on \( \mathcal{M}_{[n] \cup \Delta} \).

For \( i = 1, \ldots, n \) we define the \( k \)-th Psi-function on \( \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \) to be
$\psi_k := \text{ft}'(\psi_k^{\text{abstr}})$, where the $\psi_k^{\text{abstr}}$ is the $k$-th Psi-function on $\mathcal{M}_{[n]\cup\Delta}$.

**Remark 2.2.5**

Again, in spite of defining functions, we are actually interested in their divisors. Note that by remark 2.1.10 the pull backs of the respective divisors do not depend on the particular functions. In continuation of remark 2.2.3 let us also mention that it is not obvious from some tropicalization argument that this definition of Psi-classes/Psi-divisors is the “correct” one. Indeed, later on we will have to impose certain restrictions to the use of Psi-divisors (we use them only in connection with a point condition at the marked leaf in question). Another approach by Mark Gross [Gr09], who uses a varying definition (in a completely different framework, however) suggests that further research is necessary here.

We can immediately generalize statement 2.1.16 to parameterized curves.

**Lemma 2.2.6** (Products of Psi-divisors for parameterized curves)

Let $a_1, \ldots, a_n$ be positive integers and let $X = \prod_{k=1}^{n} \psi_k^{a_k} \cdot \mathcal{M}_{\text{lab}}(\mathbb{R}^r, \Delta)$ be a product of Psi-divisors. Then $X$ is the subfan of $\mathcal{M}_{\text{lab}}(\mathbb{R}^r, \Delta)$ consisting of the closure of the cones of dimension $n + \#\Delta - 3 - \sum_{i=1}^{n} a_i$ whose interior curves $C$ have the property:

Let $k_1, \ldots, k_q \in [n]$ be the marked leaves adjacent to a vertex $V$ of $C$. Then the valence of $V$ is

$$\text{val}(V) = a_{k_1} + \ldots + a_{k_q} + 3.$$ 

Let us define the multiplicity of this vertex to be $\text{mult}(V) = (\text{val}(V) - 3)$. Then the weight of such a cone $\sigma$ in $X$ is

$$\omega_X(\sigma) = \prod_{V} \text{mult}(V),$$

where the product runs through all vertices $V$ of an interior curve of $\sigma$.

In particular, $\text{div}(\psi_k), k \in [n]$ consists of all ridges where $k$ is adjacent to the special 4-valent vertex, and all such ridges carry the weight 1.

**Proof.** Choose an anchor leaf and identify $\mathcal{M}_{\text{lab}}(\mathbb{R}^r, \Delta)$ with $\mathcal{M}_{[n]\cup\Delta} \times \mathbb{R}^r$. Then $\text{ft}'$ is just the projection on the first factor and we can apply lemma 1.5.4 i.e. instead of intersecting the pull backs, we can as well intersect on the first factor and then multiply with $\mathbb{R}^r$. Thus,

$$X = \left(\prod_{k=1}^{n} (\psi_k^{\text{abstr}})^{a_k} \cdot \mathcal{M}_{[n]\cup\Delta}\right) \times \mathbb{R}^r,$$
where here $\psi_k^{abstr}$ denotes a Psi-function on $\mathcal{M}_{[n]\cup\Delta}$. Now, as the weight of $R^r$ is one and the combinatorics of a curve do not change under $f^r$, the statements follows from theorem 2.1.16.

In the same fashion, the following corollaries of the respective statements for abstract curves can be verified. Again, as the following intersection products are always computed on $\mathcal{M}^{\text{lab}}_n(R^r, \Delta)$ (resp. $\mathcal{M}^{\text{lab}}_{n+1}(R^r, \Delta)$), we omit the term “$\cdot\mathcal{M}^{\text{lab}}_n(R^r, \Delta)$” (resp. “$\cdot\mathcal{M}^{\text{lab}}_{n+1}(R^r, \Delta)$”).

**Lemma 2.2.7**

Let $f_0$ be the map $\mathcal{M}^{\text{lab}}_{n+1}(R^r, \Delta) \to \mathcal{M}^{\text{lab}}_n(R^r, \Delta)$ that forgets the extra leaf $x_0$ and assume $n + \#\Delta \geq 4$ (and $n \geq 1$). Furthermore, let $x_i, x_j, x_k$ be pairwise different leaves from $[n]$ and let $a$ be a positive integer. Then the following equations hold:

(a) (cf. [Ko] 2.1.9) $\varphi_{i,j} \cdot \varphi_{i,k} = 0$

(b) (cf. [Ko] 2.1.17) $\varphi_{i,j} \cdot \psi_i = 0$

(c) (cf. [Ko] 2.1.18) $\text{div}(\psi_k) = \text{div}(f_0^* \psi_k) + \text{div}(\varphi_{0,k})$

(d) (cf. [Ko] 2.1.19 (a)) $\varphi_{0,k}^2 = - f_0^*(\psi_k) \cdot \varphi_{0,k}$

(e) (cf. [Ko] 2.1.19 (b)) $\psi_k^a = f_0^* (\psi_k)^a + f_0^* (\psi_k)^{a-1} \cdot \varphi_{0,k}$

(f) (cf. [Ko] 2.1.19 (c)) $\psi_k^a = f_0^* (\psi_k)^a + (-1)^{a-1} \varphi_{0,k}^a$

(g) (cf. [Ko] 2.1.20) $f_0^* (\text{div}(\varphi_{0,k})) = f_0^* (\text{div}(\psi_k)) = \mathcal{M}^{\text{lab}}_n(R^r, \Delta)$
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\[(h)\] (cf. [Ko] 2.1.25)
\[\text{ft}_0(\text{div}(\varphi_{I,J})) = \begin{cases} 
\mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta) & \text{if } I = \{0, k\} \text{ or } J = \{0, k\} \\
0 & \text{otherwise},
\end{cases} \]

\[(i)\] (cf. [Ko] 2.1.26)
\[\text{div}(\psi_i) = \sum_{I \mid J} \text{div}(\varphi_{I,J}), \]
where the sum runs also through non-reducible partitions.

\[(j)\] (cf. [Ko] 2.1.27)
\[\text{ft}_0(\text{div}(\psi_0)) = (n + \#\Delta - 2)\mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta).\]

Note that this equation is different to the algebro-geometric analogue, where the factor is \(n - 2\) (as in the abstract case).

**Proof.** As in the proof of lemma 2.2.6, we apply lemma 1.5.4 to the morphism \(\text{ft}' : \mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta) = \mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r \rightarrow \mathcal{M}_{[n] \cup \Delta}\) forgetting the position in \(\mathbb{R}^r\). This means that instead of computing the intersection products on \(\mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta)\) we can compute them on \(\mathcal{M}_{[n] \cup \Delta}\) and therefore use the corresponding statements for abstract curves. For statements \([c] - [h] and [j]\) we also use \(\text{ft}_0 = \text{ft}_0^{\text{abstr}} \times \text{id.}\)

**Definition 2.2.8** (Evaluation maps and their pull backs)
The evaluation map \(\text{ev}_k : \mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^r, \Delta) \rightarrow \mathbb{R}^r\), for \(k \in [n]\), maps each parameterized curve \((C, h)\) to the position of its \(k\)-th leaf \(h(x_k)\) (see [GKM07, 4.2]). If we choose one of the marked leaves, say \(x_a\), as anchor leaf, then the evaluation maps are morphisms from \(\mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r\) to \(\mathbb{R}^r\) obeying the following mapping rule:

\[(C^{\text{abstr}}, P) \mapsto P + \sum_{I \mid J, a \in I, k \in J} \varphi_{I,J}(C^{\text{abstr}}) v_{I,J} \]

In particular, if our anchor leaf is chosen to be \(x_k\), then \(\text{ev}_k\) is just the projection onto the second factor. Let \(C \in Z_d(\mathbb{R}^r)\) be a complete intersection given by \(C = \varphi_1 \cdots \varphi_l \cdot \mathbb{R}^r\). Then by remark 2.1.10 there exists a well-defined pull back of \(C\) along \(\text{ev}_k\)

\[\text{ev}_k^*(C) := \text{ev}_k^*(\varphi_1) \cdots \text{ev}_k^*(\varphi_l).\]

This can be extended to sums of complete intersections.
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Proposition 2.2.9 (Universal family \( \text{ft}_0, \text{ev}_0 \) for parameterized curves)

Let \( p \) be a point in \( \mathcal{M}^\text{lab}_{n+1}(\mathbb{R}^r, \Delta) \) and let \( C_p = \text{ft}_0^{-1}(p) \) be the fibre of \( p \) under the forgetful morphism \( \text{ft}_0 : \mathcal{M}^\text{lab}_{n+1}(\mathbb{R}^r, \Delta) \to \mathcal{M}^\text{lab}_n(\mathbb{R}^r, \Delta) \). Then the following holds:

(a) When we equip all its facets with weight 1, \( C_p \) is a rational smooth abstract curve. Its leaves are the naturally \( ([n] \cup \Delta) \)-marked sets \( L_i := \{ y \in C_p | \varphi_0, i(y) > 0 \} \).

(b) The tuple \( (C_p, \text{ev}_0|_{C_p}) \) is an \( n \)-marked parameterized curve of degree \( \Delta \). Moreover, \( p \) represents \( (C_p, \text{ev}_0|_{C_p}) \).

(c) Let \( \sum_k \mu_k p_k = \varphi_1 \cdots \varphi_{n+\#\Delta-3} \cdot \mathcal{M}^\text{lab}_n(\mathbb{R}^r, \Delta) \) be a zero-dimensional cycle in \( \mathcal{M}^\text{lab}_n(\mathbb{R}^r, \Delta) \) obtained as the intersection product of convex functions \( \varphi_j \). Then

\[
\text{ft}_0^*(\varphi_1) \cdots \text{ft}_0^* \left( \varphi_{n+\#\Delta-3} \right) \cdot \mathcal{M}^\text{lab}_{n+1}(\mathbb{R}^r, \Delta) = \sum_k \mu_k C_{p_k}.
\]

We write this as \( \text{ft}_0^*(\sum_k \mu_k p_k) = \sum_k \mu_k C_{p_k} \).

Proof. (a): First of all, let us fix an anchor leaf \( x_a, a \in [n] \) in order to identify \( \mathcal{M}^\text{lab}_n(\mathbb{R}^r, \Delta) = \mathcal{M}_{n+\#\Delta+1} \times \mathbb{R}^r \) and \( \mathcal{M}^\text{lab}_n(\mathbb{R}^r, \Delta) = \mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r \).

Again we use \( \text{ft}_0 = \text{ft}_0^\text{abstr} \times \text{id} \), where \( \text{ft}_0^\text{abstr} \) is the corresponding forgetful map on the “abstract” space. Then the fibre of \( p = (p', P) \in \mathcal{M}_{[n] \cup \Delta} \times \mathbb{R}^r \) equals \( C_{p'} \times \{ P \} \), where \( C_{p'} \) is the \([n] \cup \Delta \)-marked rational smooth abstract curve considered in proposition 2.1.21 (a)–(c).

(b): We have to check that the leaves \( L_i \) are mapped to rays with “correct” direction \( v(x_i) \). For curves corresponding to points in \( L_i \), the only length that varies is that of the third edge adjacent to the same 3-valent vertex as \( x_i \) and \( x_0 \). Hence we can use the description of \( \text{ev}_0 \) in 2.2.8 and obtain for all \( y \in L_i \)

\[
\text{ev}_0|_{L_i}(y) = Q + \varphi_{0,i}(y) \cdot v_{\{0,i\} \{0,i\}}^*,
\]

where \( Q \in \mathbb{R}^r \) is some constant vector. But \( v_{\{0,i\} \{0,i\}}^* = v(x_i) + v(x_0) = v(x_i) \) is the expected direction.

To show that \( p = (p', P) \) represents \( (C_p, \text{ev}_0|_{C_p}) \) it actually suffices to prove that the anchor leaf \( L_a \) of \( C_p \) is mapped to the point \( P \) under \( \text{ev}_0 \), which is obviously the case as \( \text{ev}_0|_{L_a} = \text{ev}_a|_{L_a} \) and \( \text{ev}_a \) is just the projection on the second factor of \( C_{p'} \times \{ P \} \).

(c): With the help of lemma 2.2.7 (g) we can use literally the same proof as in the abstract case (cf. proposition 2.1.21 (d)). \( \square \)
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2.2.2 Tropical gravitational descendants and their enumerative meaning

Let us fix the following notation.

**Notation 2.2.10** (Tropical gravitational descendants)

We now extend our \( \tau \)-notation to the case of parameterized curves. For a given labelled degree \( \Delta \), integers \( a_1, \ldots, a_n \) and (sums of) complete intersections \( C_1, \ldots, C_n \in \mathbb{Z}^*_r(\mathbb{R}^r) \) we define

\[
\langle \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \rangle_{\Delta}^{R^r} := \psi_1^{a_1} \cdot \text{ev}_1^{*} \cdot \psi_2^{a_2} \cdot \text{ev}_2^{*} \cdots \psi_n^{a_n} \cdot \text{ev}_n^{*}(C_n) \cdot M^\text{lab}_n(\mathbb{R}^r, \Delta)
\]

(if one of the \( a_k \) is negative, we define the cycle to be \( \emptyset \)). Once again, each factor \( \tau_{a_k}(C_k) \) stands for a marked leaf \( x_k \) restricted by \( a_k \) Psi-conditions and the incidence condition \( C_k \). In the special case \( C_k = \mathbb{R}^r \), no pull back along \( \text{ev}_k \) occurs in the product. We call \( x_k \) unrestricted if \( a_k = 0 \) and \( C_k = \mathbb{R}^r \).

Let \( c_k \) be the codimension of \( C_k \) in \( \mathbb{R}^r \). If \( \sum (a_k + c_k) = \dim(M^\text{lab}_n(\mathbb{R}^r, \Delta)) = n + \# \Delta + r - 3 \), the above cycle is zero-dimensional and we denote its degree by

\[
\langle \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \rangle_{\Delta}^{R^r}.
\]

These numbers are called *tropical gravitational descendants* or *tropical descendant Gromov-Witten invariants*.

Before we try to compute these numbers, let us first make explicit what they count in the “generic case”. For this we need some tools concerning general position of the incidence conditions and the following remark.

**Remark 2.2.11** (Pulling back preserves numerical equivalence)

Let \( C \) be a complete intersection in \( \mathbb{R}^r \) and let \( f: Y \to \mathbb{R}^r \) be a tropical morphism. Then, if \( C \) is rationally equivalent to zero/numerically equivalent to zero/ has degree zero in \( \mathbb{R}^r \) (cf. section 1.4), also \( f^*(C) \) is numerically equivalent to zero. Indeed, set \( \ell = \dim(f^*(C)) \) and let \( \varphi_1, \ldots, \varphi_\ell \) be Cartier divisors on \( Y \), then

\[
\deg(\varphi_1 \cdots \varphi_\ell \cdot f^*(C)) = \deg(C \cdot f_*(\varphi_1 \cdots \varphi_\ell \cdot Y)) = 0
\]

holds. Here we used the projection formula and the fact that the push forward of a zero-dimensional cycle preserves degree.

In particular, in order to compute

\[
\langle \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \rangle_{\Delta}^{R^r},
\]
we can replace all $C_k$ by rationally equivalent cycles (translations, for example) without changing the invariant.

We now investigate what we can say about the set-theoretic preimage of a general translation of a cycle under a morphism $f$.

**Lemma 2.2.12**

Let $X$ be a pure-dimensional polyhedral complex and let $f : X \to \mathbb{R}^r$ be a map which is affine on every cell of $X$. Furthermore, let $C$ be a polyhedral complex in $\mathbb{R}^r$ and consider the subcomplex $f^{-1}(C)$ of $X$ consisting of all polyhedra $\tau \cap f^{-1}(\gamma)$, $\tau \in X$, $\gamma \in C$. Then for a general translation $C' = C + v$ (i.e. $v \in \mathbb{R}^r$ can be chosen from an open dense subset of $\mathbb{R}^r$) the codimension of each non-empty polyhedron $\tau \cap f^{-1}(\gamma)$ of $X$ is equal to

$$\text{codim}_X(\tau \cap f^{-1}(\gamma)) = \text{codim}_X(\tau) + \text{codim}_{\mathbb{R}^r}(\gamma).$$

**Proof.** For each $\tau$ in $X$ and $\gamma$ in $C$ we consider the affine map

$$f_\tau : \text{AffiSpan}(\tau) \to \mathbb{R}^r,$$

induced by $f|_{\tau}$ (where AffiSpan enotes the affine span of $\tau$). Now we are interested in $\tau \cap f^{-1}(\gamma') = \tau \cap f^{-1}(\gamma')$ for general translations $\gamma'$ of $\gamma$. We have to distinguish the cases $\text{Im}(f_\tau) + V_\gamma = \mathbb{R}^r$ and $\text{Im}(f_\tau) + V_\gamma \neq \mathbb{R}^r$. In the latter case, $f^{-1}_\tau(\gamma')$ is empty for general $\gamma'$. In the former case, $f^{-1}_\tau(\gamma')$ is a polyhedron of dimension $\dim(\tau) + \dim(\gamma) - r$, and for general $\gamma'$ it is disjoint from $\tau$ or intersects the interior of $\tau$, in which case $\tau \cap f^{-1}_\tau(\gamma')$ has the dimension $\dim(\tau) - \text{codim}_{\mathbb{R}^r}(\gamma)$, which is the expected dimension.

As there are only finitely many pairs $\tau, \gamma$ this holds simultaneously for all pairs for general enough translations of $C$. \qed

This technical statement has the following more applicable consequences:

**Corollary 2.2.13** (Preimages of general translations)

Let $X$ be a polyhedral complex and let $f_k : X \to \mathbb{R}^r$, $k = 1, \ldots, n$ be maps which are affine on the cells of $X$. Moreover, let $C_k$, $k = 1, \ldots, n$ be polyhedral complexes in $\mathbb{R}^r$. Then for general translations $C'_k = C_k + v_k$, $v_k \in \mathbb{R}^r$ the following holds: Either $Z := f_1^{-1}(C'_1) \cap \ldots \cap f_n^{-1}(C'_n)$ is empty or

(a) the codimension of $Z$ in $X$ equals the sum

$$\text{codim}_X(Z) = \sum_{k=1}^n \text{codim}_{\mathbb{R}^r}(C_k),$$
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(b) \( Z \) is pure-dimensional,

(c) if a cell \( \alpha \) of \( Z \) is contained in a cell \( \tau \) of \( X \), the codimensions satisfy \( \text{codim}_X(\tau) \leq \text{codim}_Z(\alpha) \) (in particular, the interior of a facet of \( Z \) is contained in the interior of a facet of \( X \)),

(d) if the images \( f_k(\alpha) \) of a polyhedron \( \alpha \) of \( Z \) are contained in polyhedra \( \gamma_k \) of \( C_k \), the codimensions satisfy \( \sum_{k=1}^n \text{codim}_{C_k}(\gamma_k) \leq \text{codim}_Z(\alpha) \).

Proof. It is easy to prove the statement in the case \( n = 1 \): (a), (b) and (c) are immediate consequences of lemma 2.2.12 and (d) follows from applying lemma 2.2.12 to the \((r - \text{codim}_Z(\alpha) - 1)\)-dimensional skeleton of \( C_1 \) (if \( \gamma_1 \) belonged to this skeleton, \( \alpha \) would be contained in its preimage, which (for general translations) contradicts (a)). Now the statement follows if we apply the case of a single morphism to \( f_1 \times \ldots \times f_n : X \to (\mathbb{R}^r)^n \) and \( C := C_1 \times \ldots \times C_n \).

Of course, we want to apply the previous statement to products of \( \Psi \)- and incidence conditions.

Remark 2.2.14 (Enumerative relevance of gravitational descendants)
Let \( Z = (\tau_{a_1}(C_1) \cdot \ldots \cdot \tau_{a_n}(C_n)) \) be an intersection product as defined above and set \( X = \prod_{k=1}^n \psi_k^{a_k} \cdot \mathcal{M}_{n+\#\Delta}^R(\mathbb{R}^r, \Delta) \). We always have the inclusion

\[ |Z| \subseteq \text{ev}^{-1}_1(|C_1|) \cap \ldots \cap \text{ev}^{-1}_n(|C_n|) \cap |X|, \]

as \( |\text{ev}^k_1(C_1)| = |\mathcal{M}_{n+\#\Delta} \times C_1| = \text{ev}^{-1}_k(|C_1|) \) holds (with respect to anchor leaf \( x_k \)). Now we apply corollary 2.2.13 to the morphisms \( \text{ev}_k : X \to \mathbb{R}^r \) and conclude that after replacing all the cycles \( C_k \) by general translations (called general conditions in the following), we can assume that both sets are of the same dimension. Hence \( Z \) is basically the set of curves \( C \) such that

- every vertex \( V \in C \) with adjacent marked leaves \( k_1, \ldots, k_q \) fulfills \( \text{val}(V) \geq a_{k_1} + \ldots + a_{k_q} + 3 \),
- \( \text{ev}_k(C) \in C_k \) holds for all \( k = 1, \ldots, n \),

with weights as additional structure.

The most interesting case is when \( Z \) is zero-dimensional. In this case, \( Z \) is the finite set of curves \( C \) such that
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- every vertex \( V \in C \) with adjacent marked leaves \( k_1, \ldots, k_q \) fulfills \( \text{val}(V) = a_{k_1} + \ldots + a_{k_q} + 3 \) (here equality is due to corollary 2.2.13(c)),
- \( \text{ev}_k(C) \in C_k \) holds for all \( k = 1, \ldots, n \),

and each such curve carries a certain weight \( \omega_Z(C) \). This weight can be computed locally on \( \text{Star}_X(C) = \omega_X(\sigma) \cdot V_\sigma \), where \( \sigma \) is the facet of \( X \) containing \( C \). Hence \( \omega_Z(C) \) is the product of \( \omega_X(\sigma) \) and the weight coming from the intersection of the evaluation pull backs on the vector space \( V_\sigma \). Moreover, it follows from part (d) of corollary 2.2.13 that locally around \( C \) all evaluation pull backs can be assumed to be of the form \( \text{ev}_k^*(a \cdot \max\{\alpha, 0\}) \), where \( a \) is an integer and \( \alpha \) is an affine form on \( \mathbb{R}^r \) (as the neighbourhood of a point in the interior of a facet in \( C_k \) is described by (a product of) functions of the form \( a \cdot \max\{\alpha, 0\} \)). Hence we can use lemma 1.2.9 to compute this second factor as a determinant resp. lattice index (cf. remark 2.4.21).

2.2.3 The string, dilaton and divisor equations

Together with the following remark, the extension of the string and divisor equations to the case of parameterized curves is no problem. Afterwards, we prove a general divisor equation.

**Remark 2.2.15**

Let \( f_{t_0} : \mathcal{M}_{n+1}^{\text{lab}}(\mathbb{R}^r, \Delta) \to \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta) \) be the morphism that forgets the leaf \( x_0 \). Then by abuse of notation the equation

\[ f_{t_0}^*(\text{ev}_k) = \text{ev}_k \]

holds for all \( k \in [n] \), i.e. the position of the image of \( x_k \) does not change when forgetting \( x_0 \).

**Theorem 2.2.16** (String equation for parameterized curves, cf. [Ko] 4.3.1)

Let \( (\tau_0(\mathbb{R}^r) \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k))_\Delta \) be a zero-dimensional cycle. Then the equation

\[ \langle \tau_0(\mathbb{R}^r) \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k) \rangle_\Delta = \sum_{k=1}^{n} \langle \tau_{a_k-1}(C_k) \cdot \prod_{l \neq k} \tau_{a_l}(C_l) \rangle_\Delta. \]

holds.
2.2 The moduli space of parameterized rational tropical curves

**Theorem 2.2.17** (Dilaton equation for parameterized curves, cf. [Ko] 4.3.1)

Let \( (\tau_1(\mathbb{R}^r) \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k))_{\Delta} \) be a zero-dimensional cycle. Then the equation

\[
\langle \tau_1(\mathbb{R}^r) \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k) \rangle_{\Delta} = (n + \# \Delta - 2) \langle \prod_{k=1}^{n} \tau_{a_k}(C_k) \rangle_{\Delta}.
\]

holds.

**Proofs.** In both cases, the proofs are completely analogous to the abstract case using lemma 2.2.7 and remark 2.2.15.

**Remark 2.2.18**

Note again that the factor \((n + \# \Delta - 2)\) occurring in the dilaton equation is different from the algebro-geometric factor \(n - 2\), due to \( \text{ft}_{\varphi_0}^* (\psi_0) = (n + \# \Delta - 2) \cdot M^\text{lab}_n(\mathbb{R}^r, \Delta) \) (cf. 2.2.17 (i)) — this gives an example of the problems mentioned in remark 2.2.3.

**Lemma 2.2.19** (cf. [Ko] 5.1.6)

Let \( \varphi \) be a Cartier divisor on \( \mathbb{R}^r \). Then

\[
ev_k^* (\varphi) \cdot \varphi_{k,l} \cdot M^\text{lab}_n(\mathbb{R}^r, \Delta) = \text{ev}^*_l (\varphi) \cdot \varphi_{k,l} \cdot M^\text{lab}_n(\mathbb{R}^r, \Delta)
\]

**Proof.** In all curves corresponding to points in \( \text{div}(\varphi_{k,l}) \), the leaves \( k \) and \( l \) lie at a common vertex. Therefore their coordinates in \( \mathbb{R}^r \) must agree, which means \( \text{ev}_k^{|| \text{div}(\varphi_{k,l})} = \text{ev}_l^{|| \text{div}(\varphi_{k,l})} \). The result follows.

For a given labelled degree \( \Delta \), we define \( \delta(\Delta) \) to be the associated unlabelled degree in the sense of section 1.4. \( \delta(\Delta) \) is the one-dimensional balanced fan in \( \mathbb{R}^r \) consisting of all the rays generated by the direction vectors \( v_k, k \in \Delta \). The weight of such a ray \( \mathbb{R}_{\geq v} \), where \( v \) is primitive, is given by

\[
\sum_{k \in \Delta \atop v_k \geq \mathbb{Z}v} |\mathbb{Z}v/\mathbb{Z}v_k|.
\]

Obviously, if \((C, h) \in M^\text{lab}_n(\mathbb{R}^r, \Delta)\) is an arbitrary \( n \)-marked parameterized curve of degree \( \Delta \), then by definition \( \delta(h(C)) = \delta(\Delta) \) holds.

For a given Cartier divisor \( \varphi \) on \( \mathbb{R}^r \) we define \( \varphi \cdot \Delta \) to be \( \text{deg}(\varphi \cdot \delta(\Delta)) \).

**Proposition 2.2.20** (cf. [Ko] 5.1.5)

Let \( \varphi \) be a Cartier divisor on \( \mathbb{R}^r \) and define \( Y := \text{ev}_0^* (\varphi) \cdot M^\text{lab}_n(\mathbb{R}^r, \Delta) \). Then

\[
\text{ft}_{\varphi_0}(Y) = (\varphi \cdot \Delta) \cdot M^\text{lab}_{n+1}(\mathbb{R}^r, \Delta).
\]
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Proof. As our moduli space $\mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta)$ is irreducible, we know that $f_{0*}(Y) = \alpha \cdot \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta)$ for an integer $\alpha$. To compute this number, we set $m := n + \#\Delta + r - 3$ and consider the zero-dimensional intersection product $Z = \varphi_1 \cdots \varphi_m \cdot \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta)$ of arbitrary convex functions $\varphi_1, \ldots, \varphi_m$ such that $\deg(Z) \neq 0$ (e.g. $Z = \psi^{m-r}_1 \cdot \text{ev}_1(P)$ for some point $P \in \mathbb{R}^r$). If we pull back $Z$ along $f_{0*}$, we know by the projection formula that

$$\deg(\text{ev}_0^*(\varphi) \cdot f_{0*}^*(Z)) = \alpha \cdot \deg(Z).$$

But then, by the universal family property of $f_{0*}$ we know that $Z$ is the union of the curves represented by the points in $Z$ (with according weights) and therefore the push forward $\text{ev}_{0*}(f_{0*}^*(Z))$ is rationally equivalent to its degree

$$\delta(\text{ev}_{0*}(f_{0*}^*(Z))) = \deg(Z) \cdot \delta(\Delta).$$

So, applying the projection formula to $\text{ev}_0$, we obtain

$$\deg(\text{ev}_0^*(\varphi) \cdot f_{0*}^*(Z)) = \deg(Z) \cdot (\varphi \cdot \Delta).$$

But this implies $\varphi \cdot \Delta = \alpha$, which proves the claim. \qed

Theorem 2.2.21 (Divisor equation, cf. [Ko] 4.3.2)

Let $\varphi$ be a Cartier divisor on $\mathbb{R}^r$ and let $(\prod_{k=1}^n \tau_{a_k}(C_k))_\Delta$ be a one-dimensional cycle. Then the equation

$$\langle \tau_0(\varphi) \cdot \prod_{k=1}^n \tau_{a_k}(C_k) \rangle_\Delta = (\varphi \cdot \Delta) \langle \prod_{k=1}^n \tau_{a_k}(C_k) \rangle_\Delta + \sum_{k=1}^n \langle \tau_{a_k-1}(\varphi \cdot C_k) \prod_{l \neq k} \tau_{a_l}(C_l) \rangle_\Delta.$$

holds.

Proof. First we use lemma 2.2.7 [e] and [a]. We replace each factor $\psi_k^{a_k}$ by $f_{0*}(\psi_k^{a_k}) + f_{0*}(\psi_k^{a_k-1} \cdot \varphi_{0,k})$ and multiply out. All terms containing two $\varphi$-factors vanish. In terms with only one factor $\varphi_{0,k}$, we replace $\text{ev}_0(\varphi)$ by $\text{ev}_k(\varphi)$ using lemma 2.2.19. Now we push forward along $f_{0*}$ and produce the desired equation by applying the projection formula as well as $f_{0*}(\text{div}(\text{ev}_0(\varphi))) = (\varphi \cdot \Delta) \cdot \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta)$ and $f_{0*}(\text{div}(\varphi_{0,k})) = \mathcal{M}_n^{\text{lab}}(\mathbb{R}^r, \Delta)$. \qed

2.3 The splitting lemma

The basic fact used to compute intersection invariants of $\overline{M}_{g,n}(X, \beta)$ is the recursive structure of its boundary: Its irreducible components correspond
to reducible curves with two components according to a certain partition of the combinatoric data and therefore are (nearly) a product of two “smaller” moduli spaces. In this section we investigate how far this principle can be carried over to the tropical world.

### 2.3.1 The case of abstract curves

Let $S$ be a finite set. The moduli space of $|S|$-marked tropical curves where we label the leaves by elements in $S$ is denoted by $\mathcal{M}_S$. For each partition $I|J$ of $[n]$ we construct the map $\rho_{I|J}: \mathcal{M}_{I|J(x)} \times \mathcal{M}_{J|J(y)} \rightarrow \varphi_{I|J} \cdot \mathcal{M}_n$ by the following rule: Given two curves $(p_I, p_J) \in \mathcal{M}_{I|J(x)} \times \mathcal{M}_{J|J(y)}$, we remove the extra leaves $x$ and $y$ and glue the curves together at the two vertices to which these leaves have been adjacent. We could also say, we glue $x$ and $y$ together by creating a bounded edge whose length we define to be 0. In the coordinates of the space of metrics, this map is given by the linear map

$$\rho_{I|J}: \mathbb{R}^{(I)^2} \times \mathbb{R}^{(J)^2} \rightarrow \mathbb{R}^{(n)^2},$$

where

$$p_{k,l} := \begin{cases} (p_I)_{k,l} & \text{if } k, l \in I, \\ (p_J)_{k,l} & \text{if } k, l \in J, \\ (p_I)_{k,x} + p_{j,y,l} & \text{if } k \in I, l \in J. \end{cases}$$

Here be have to be careful: This map does not induce a linear map on the corresponding quotients in which our moduli spaces really live and therefore $\rho_{I|J}$ is not a tropical morphism of our moduli spaces. This follows from the fact that the image under $\rho_{I|J}$ of a tuple of star metrics is in general not a star metric again (only if the lengths of $x$ and $y$ sum up to zero). At least $\rho_{I|J}$ is piecewise linear (i.e. it is linear on all cones of $\mathcal{M}_{I|J(x)} \times \mathcal{M}_{J|J(y)}$). Its image is a polyhedral complex, namely the positive part of $\varphi_{I|J} \cdot \mathcal{M}_n$ (i.e. it consists of all (faces of) facets $\frac{A \times B}{C}$ with $A \cup B = I$). So let us make the appropriate definition for this kind of maps.

**Definition 2.3.1** (Morphisms of polyhedral complexes)

Let $\mathcal{X}$ and $\mathcal{Y}$ be (rational) polyhedral complexes. Then a morphism of polyhedral complexes is a map $\rho: |\mathcal{X}| \rightarrow |\mathcal{Y}|$ that satisfies for each polyhedron $\sigma \in \mathcal{X}$

(a) $\rho(\sigma) \in \mathcal{Y}$,

(b) $\rho|\sigma$ is affine linear,
We call $\rho$ an isomorphism of polyhedral complexes if there exists an inverse morphism. It other words, an isomorphism is a bijection $\rho$ between $|\mathcal{X}|$ and $|\mathcal{Y}|$ (as well as between $\mathcal{X}$ and $\mathcal{Y}$) and $\rho(\Lambda_\sigma) = \Lambda_{\rho(\sigma)}$ for all $\sigma \in \mathcal{X}$. If $\mathcal{X}$ and $\mathcal{Y}$ are weighted, we add the further requirement that identified weights must have agreeing weights.

**Lemma 2.3.2** (Products of Psi-divisors with the boundary)
The facets of the fan $\varphi_{IJ} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_n$ with positive weight are precisely the cones $\sigma$ in $\mathcal{M}_n$ with the following properties:

(a) There exists one special vertex $V_{\text{spec}}$ whose partition $P(V_{\text{spec}})$ is a sub-partition of $I \cup J$ and whose valence is $(\sum_{k \in E(V)} a_k) + 4$.

(b) Let $m_I$ be the number of sets in $P(V_{\text{spec}})$ contained in $I$. Then $m_I + 1 = (\sum_{k \in E(V) \cap I} a_k) + 3$ (together with (a), the analogue $m_J + 1 = (\sum_{k \in E(V) \cap J} a_k) + 3$ follows). In particular, $m_I, m_J > 1$.

(c) The valence of all other vertices $V$ equals $(\sum_{k \in E(V)} a_k) + 3$.

Furthermore, the facets of $\varphi_{IJ} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_n$ with negative weight fulfill the same properties (a) and (c) and the property

(b') Let $m_I$ (resp. $m_J$) be the number of sets in $P(V_{\text{spec}})$ contained in $I$ (resp. $J$). Then $m_I = 1$ or $m_J = 1$, i.e. $I \in P(V_{\text{spec}})$ or $J \in P(V_{\text{spec}})$.

Let us give a short explanation of conditions (b) and (b') by comparing the statement to the case of $\text{div}(\varphi_{IJ})$ (without Psi-divisors, cf. lemma 2.1.7). Then (b') corresponds to a ridge $\frac{A \times B}{C}$ with $I = A$, i.e. $m_I = 1$, and this ridge has a negative weight in $\text{div}(\varphi_{IJ})$. Instead, (b) corresponds to a ridge $\frac{A \times B}{B}$ with $I = A \cup B$, i.e. $m_I = 2$, and such a ridge has a positive weight in $\text{div}(\varphi_{IJ})$.

**Proof.** We know how $X := \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_n$ looks like by theorem 2.1.16. In the combinatorial type of a facet of $X$ the valence of each vertex is $(\sum_{k \in E(V)} a_k) + 3$; in the combinatorial type of a ridge, there is one special
vertex $V_{\text{spec}}$ with valence $(\sum_{k \in E(V)} a_k) + 4$. The balancing condition of a ridge is given by the equation

$$
\sum_{I'|J'} \omega_{I'|J'} V_{I'|J'} = \sum_{I'|J'} \lambda_{I'|J'} V_{I'|J'},
$$

(2.2)

where the left hand sum runs through all superpartitions $I'|J'$ of $P(V_{\text{spec}})$ not appearing in the right hand sum, $\omega_{I'|J'}$ denotes the weight of the facet obtained by inserting an edge $I'|J'$ and $\lambda_{I'|J'}$ is some (rational) coefficient. Therefore the weight $\omega$ that this ridge obtains when intersecting $X$ with $\varphi_{I|J}$ is given by

$$
\omega = \begin{cases} 
0 & \text{if } I|J \text{ is not a superpartition of } P(V_{\text{spec}}), \\
\lambda_{I|J} & \text{if } I \in P(V_{\text{spec}}) \text{ or } J \in P(V_{\text{spec}}), \\
\omega_{I|J} & \text{otherwise.}
\end{cases}
$$

This already shows two implications: As all weights $\omega_{I'|J'}$ are at least non-negative, a ridge can only obtain a negative weight if it fulfills conditions (a), (b') and (c). On the other hand, if a ridge of $X$ satisfies properties (a), (b) and (c), then $\omega_{I|J}$ is positive hence the ridge obtains a positive weight. It remains to show the converse, which can be done by proving that all $\lambda_{I'|J'}$ are non-negative. To see this, we consider equation 2.2 in $\mathbb{R}(\{1\})$ and compare some coordinate entries.

Let $K$ be an arbitrary element of $P(V_{\text{spec}})$; we want to show that $\lambda_K := \lambda_{K|K^c}$ is non-negative. We choose two more arbitrary sets $L_1, L_2$ from the partition $P(V_{\text{spec}})$ and fix arbitrary leaves $k \in K$, $l_i \in L_i$. Now the $k, l_1$-entry of the right hand side of equation 2.2 equals $\lambda_K + \lambda_{L_1}$ and analogously the $l_1, l_2$-entry equals $\lambda_{L_1} + \lambda_{L_2}$. Therefore, by adding the two $k, l_1$-entries and subtracting the $l_1, l_2$-entry we get $2\lambda_K$. Meanwhile, on the left hand side we get

$$
2\lambda_K = \sum_{I'|J', \atop k \in I', \atop l_1 \in J'} \omega_{I'|J'} + \sum_{I'|J', \atop k \in I', \atop l_2 \in J'} \omega_{I'|J'} - \sum_{I'|J', \atop l_1 \in I', \atop l_2 \in J'} \omega_{I'|J'},
$$

where

$$
\alpha_{I'|J'} = \begin{cases} 
2 & \text{if } k \in I', \ l_1, l_2 \in J' \\
0 & \text{if } k, l_1 \in I', \ l_2 \in J' \\
0 & \text{if } k, l_2 \in I', \ l_1 \in J' \\
0 & \text{if } k, l_1, l_2 \in I'.
\end{cases}
$$
But as all the weights $\omega_{I'|J'}$ are non-negative, it follows that $\lambda_K$ is non-negative.

Let $\mathcal{X}$ be a weighted polyhedral complex, then $\mathcal{X}^+$ denotes the polyhedral complex containing all (faces of) facets with positive weight.

**Corollary 2.3.3**

The map

$$\rho_{I|J} : \left( \prod_{k \in I} \psi_k^{a_k} \cdot M_{I \cup \{x\}} \right) \times \left( \prod_{k \in J} \psi_k^{a_k} \cdot M_{J \cup \{y\}} \right) \rightarrow (\varphi_{I|J} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot M_n)^+$$

is a well-defined isomorphism of polyhedral complexes.

**Proof.** We have to check the conditions of definition 2.3.1. Using the lengths of the bounded edges as local coordinates on the cones and with the help of lemma 2.3.2, this is straightforward. The inverse map is given by splitting a given curve at its special vertex $V_{\text{spec}}$. □

### 2.3.2 The case of parameterized curves

For this subsection, we fix a reducible partition $I|J$ (i.e. $v_{I|J} = 0$). Let $\Delta_I, \Delta_J$ be the corresponding splitting of the tropical degree $\Delta$ and let $A := I \cap [n], B := J \cap [n]$ be the partition of the marked leaves. Let $Z = \max(x_1, y_1) \cdots \max(x_r, y_r) \cdot \mathbf{R}^r \times \mathbf{R}^r$ denote the diagonal in $\mathbf{R}^r \times \mathbf{R}^r$ and consider the map

$$ev_x \times ev_y : M_{I \cup \{x\}}^{\text{lab}}(\mathbf{R}^r, \Delta_I) \times M_{J \cup \{y\}}^{\text{lab}}(\mathbf{R}^r, \Delta_J) \rightarrow \mathbf{R}^r \times \mathbf{R}^r.$$  

We define

$$Z_{I|J} := (ev_x \times ev_y)^*(Z).$$

Note that $|Z_{I|J}| \subseteq (ev_x \times ev_y)^{-1}(|Z|)$ holds, which implies $ev_x |_{Z_{I|J}} = ev_y |_{Z_{I|J}}$.

We furthermore define the morphism of polyhedral complexes $\pi_{I|J} : Z_{I|J} \rightarrow M_{n \Delta}^{\text{lab}}(\mathbf{R}^r, \Delta)$ by

$$M_{I \cup \{x\}} \times \mathbf{R}^r \times M_{J \cup \{y\}} \times \mathbf{R}^r \rightarrow M_{[n] \cup \Delta} \times \mathbf{R}^r$$

$$((p_I, P), (p_J, Q)) \mapsto (\rho(p_I, p_J), P),$$

where we choose the same anchor leaf for $M_{I \cup \{x\}}^{\text{lab}}(\mathbf{R}^r, \Delta_I)$ and $M_{n \Delta}^{\text{lab}}(\mathbf{R}^r, \Delta)$ and $\rho$ is the glueing map for the abstract case defined in the previous subsection. So, as in the abstract case, $\pi_{I|J}$ glues two curves together at the extra leaves $x$ and $y$ — but now restricting to $Z_{I|J}$ makes sure that also the images of the curves in $\mathbf{R}^r$ can be glued together (without an ambiguity of the position of the glued curve).
Lemma 2.3.4
The map
\[ \pi_{I|J} : \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot Z_{I|J} \rightarrow (\varphi_{I|J} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_{\text{lab}}^n(R^r, \Delta))^+ \]
is a well-defined isomorphism of polyhedral complexes.

Proof. This follows from the abstract case (cf. lemma 2.3.3) and from ev_x |_{Z_{I|J}} = ev_y |_{Z_{I|J}}.

Remark 2.3.5
Obviously the positions of the marked leaves are preserved under \( \pi_{I|J} \), i.e. (by abuse of notation) for \( i \in I \) (resp. \( j \in J \)) the equation \( ev_i \circ \pi_{I|J} = ev_i \) (resp. \( ev_j \circ \pi_{I|J} = ev_j \)) holds.

Lemma 2.3.6
Let \( E = (\varphi_{I|J} \cdot \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n))_\Delta \) be a zero-dimensional cycle. Then all points of \( E \) lie in \( (\varphi_{I|J} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_{\text{lab}}^n(R^r, \Delta))^+ \).

Proof. By proposition 1.2.12 we can compute the weight of a point \( p \in E \) locally around \( p \) in \( X := \varphi_{I|J} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_{\text{lab}}^n(R^r, \Delta) \), namely we can focus on \( \text{Star}_X(p) \). Assume \( p \notin (\varphi_{I|J} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_{\text{lab}}^n(R^r, \Delta))^+ \). Then curves corresponding to points in \( \text{Star}_X(p) \) contain a bounded edge corresponding to the partition \( I|J \) (see lemma 2.3.2). But as \( I|J \) is chosen to be reducible, this edge is a contracted bounded edge whose length does not change the positions of the marked leaves in \( R^r \). Therefore, if we denote by \( ev = ev_1 \times \cdots \times ev_n \) the product of all evaluation maps, the image of \( \text{Star}_X(p) \) under \( ev \) has smaller dimension which implies \( ev_*(\text{Star}_X(p)) = 0 \). Hence, by the projection formula, the weight of \( p \) in \( E \) must be zero.

We now simplify the situation by choosing general incidence conditions. The following statement combines corollary 2.2.13 in particular item \([c]\) and the preceding result.

Corollary 2.3.7
Let \( E = (\varphi_{I|J} \cdot \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n))_\Delta \) be a zero-dimensional cycle. If we substitute the cycles \( C_i \) by general translations, we can assume that all points of \( E \) lie in the interior of a facet of \( (\varphi_{I|J} \cdot \psi_1^{a_1} \cdots \psi_n^{a_n} \cdot \mathcal{M}_{\text{lab}}^n(R^r, \Delta))^+ \). This operation does not change the degree of \( E \) by remark 2.2.17.

Hence our provisional result can be formulated as follows.
Proposition 2.3.8

Let $I | J$ be a reducible partition and $E = (\varphi_{I | J} \cdot \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n))_\Delta$ be a zero-dimensional cycle. Then the equation

$$\langle \varphi_{I | J} \cdot \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \rangle_\Delta = \langle \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \cdot Z_{I | J} \rangle_\Delta$$

holds.

Proof. We denote $X := \psi^{a_1}_1 \cdots \psi^{a_n}_n \cdot Z_{I | J}$ and $Y := \varphi_{I | J} \cdot \psi^{a_1}_1 \cdots \psi^{a_n}_n \cdot \mathcal{M}^\text{lab}_{A \cup \{x\}}(R^r, \Delta)$ and assume that the conditions $C_i$ are general. Then corollary 2.3.7 implies that, for each point $p \in E$, we have an isomorphism of cycles $\pi_{I | J} : \text{Star}_p X(\pi_{I | J}^{-1}(p)) \rightarrow \text{Star}_p Y(p)$. By the locality of the intersection product, it suffices to show that the weights of $p$ and $\pi_{I | J}^{-1}(p)$ in their respective intersection products coincide. \hfill \qed

2.3.3 Splitting the diagonal

Up to now, we have seen that intersecting with a “boundary” function $\varphi_{I | J}$ for reducible $I | J$ leads to intersection products in two smaller moduli spaces $\mathcal{M}^\text{lab}_{A \cup \{x\}}(R^r, \Delta_I)$ and $\mathcal{M}^\text{lab}_{B \cup \{y\}}(R^r, \Delta_J)$. However, the factor $(\text{ev}_x \times \text{ev}_y)^*(Z)$ still connects these two smaller spaces. In order to finally arrive at recursive equations of Gromov-Witten invariants, it is desirable to distribute this diagonal factor onto the two moduli spaces and to obtain independent intersection products there. In the algebro-geometric case, this can be easily done as the class of the diagonal $Z$ in e.g. $\mathbb{P}^r \times \mathbb{P}^r$ can be written as the sum of products of classes in the factors (Künneth decomposition)

$$[Z] = [L^0 \times L^r] + [L^1 \times L^{r-1}] + \ldots + [L^r \times L^0],$$

where $L^i$ denotes an $i$-dimensional linear space in $\mathbb{P}^r$. But this can not be imitated tropically: Our notion of rational equivalence is “too strong” for this application, as it is inspired by the idea that two rationally equivalent objects should be rationally equivalent in any toric compactification. Hence, by theorem 1.4.16 two rationally equivalent cycles in $\mathbb{R}^r \times \mathbb{R}^r$ must have the same outwards directions, which is surely not possible for a sum of cartesian products on the one hand and the diagonal on the other hand. However, we will discuss here how far the classical plan can be carried out anyways.

The general plan is the following: Set

$$X_I := (\tau_0(R^r) \cdot \prod_{k \in I} \tau_{a_k}(C_k))_\Delta, \quad \text{in } \mathcal{M}^\text{lab}_{A \cup \{x\}}(R^r, \Delta_I)$$
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and

\[ X_J := (\tau_0(\mathbb{R}^r) \cdot \prod_{k \in J} \tau_{a_k}(C_k))_{\Delta_J} \quad \text{in} \quad \mathcal{M}_{J,\mathbb{R}}^\text{lab}(\mathbb{R}^r, \Delta_J). \]

We want to compute the degree of

\[ (\tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \cdot Z_{I,J})_{\Delta_I, \Delta_J} = (\text{ev}_x \times \text{ev}_y)^*(Z) \cdot (X_I \times X_J), \]

or, by the projection formula,

\[ \deg(Z \cdot (\text{ev}_x(X_I) \times \text{ev}_y(X_J))). \]

Now we would like to replace the diagonal \( Z \) by something like

\[ S := \sum_\alpha (M_\alpha \times N_\alpha), \]

where \( M_\alpha, N_\alpha \) are cycles in \( \mathbb{R}^r \) such that \( S \) intersects \( \text{ev}_x(X_I) \times \text{ev}_y(X_J) \) like \( Z \). As we cannot expect to find an \( S \) which is rationally equivalent to the diagonal, we need more information about what the push forwards \( \text{ev}_x(X_I) \) and \( \text{ev}_y(X_J) \) look like; in particular, we would like to know what their degree fans can look like. Let us formalize this first.

Let \( \Omega \) be a complete unimodular fan in \( \mathbb{R}^r \) and let \( Z_k(\Omega) \) be the group of \( \Omega \)-directional tropical fans \( X \), i.e. \( |X| \subseteq |\Omega(\dim(X))| \). Fix a basis of \( Z_*(\Omega) := \oplus_{k=0}^m Z_k(\Omega) \) denoted by \( B_0, \ldots, B_m \) (where we may assume \( B_0 = \{0\} \) and \( B_m = \mathbb{R}^r \)). More general, we call a tropical cycle \( X \) \( \Omega \)-directional if the degree \( \delta(X) \) is \( \Omega \)-directional. For such a cycle there exist integer coefficients \( \lambda_e \) such that \( X \sim \delta(X) = \sum_{e=1}^m \lambda_e B_e \).

**Lemma 2.3.9**

The linear map

\[ Z_*(\Omega) \to \mathbb{Z}^{m+1}, \quad X \mapsto (\deg(B_0 \cdot X), \ldots, \deg(B_m \cdot X)), \]

(where \( \deg(\cdot) \) is set to be zero if the dimension of the argument is non-zero) is injective.

**Proof.** Let \( X \in Z_k(\Omega) \) be an element of the kernel, which implies that \( \deg(X \cdot Y) = 0 \) for all \( Y \in Z_{r-k}(\Omega) \). Now we can use the proof of proposition 1.4.15. We just have to note that the functions \( \varphi_e \) (which take value 1 on \( u_{e\{0\}} \) and are zero on the other rays), when intersected with an \( \Omega \)-directional cycle, obviously produce an \( \Omega \)-directional cycle again. \( \square \)
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With respect to the basis $B_0, \ldots, B_m$ the map defined in the previous lemma has the matrix representation $\alpha := (\deg(B_e \cdot B_f))_{ef}$. Obviously $\alpha$ is a symmetric matrix. The lemma implies that this matrix is invertible (at least over $\mathbb{Q}$), and we denote the inverse by $(\beta_{ef})_{ef}$. The coefficients of this matrix can be used to replace the diagonal $Z$ of $\mathbb{R}^r \times \mathbb{R}^r$ by a sum of products of cycles in the two factors (namely $\sum_{e,f} \beta_{ef}(B_e \times B_f)$ — at least with respect to $\Omega$-directional cycles.

Lemma 2.3.10

Let $X \sim \sum_e \lambda_e B_e, Y \sim \sum_f \mu_e B_e$ be two $\Omega$-directional cycles in $\mathbb{R}^r$ with complementary dimension. Then

$$\deg(Z \cdot (X \times Y)) = \deg(X \cdot Y) = \sum_{e,f} \deg(X \cdot B_e) \beta_{ef} \deg(Y \cdot B_f).$$

Proof. Denote $\lambda := (\lambda_1, \ldots, \lambda_m), \mu := (\mu_1, \ldots, \mu_m)$. We get

$$\sum_{e,f} \deg(X \cdot B_e) \beta_{ef} \deg(Y \cdot B_f) = (\alpha \cdot \lambda)^T \cdot \beta \cdot (\alpha \cdot \mu)$$

$$= \lambda^T \cdot \alpha^T \cdot \beta \cdot \alpha \cdot \mu$$

$$= \lambda^T \cdot \alpha \cdot \beta \cdot \alpha \cdot \mu$$

$$= \lambda^T \cdot \alpha \cdot \mu = \deg(X \cdot Y).$$

Using this, our original goal of deriving a tropical splitting lemma can be formulated as follows.

Theorem 2.3.11 (Splitting lemma, cf. [Ko] 5.2.1)

Let $E = (\varphi_{I|J} \cdot \prod_{k=1}^n \tau_k(C_k))_\Delta$ be a zero-dimensional cycle, where $I|J$ is a reducible partition. Moreover, let us assume that $\Omega$ is a complete unimodular fan such that (with the notations from above) $\text{ev}_x(X_I)$ and $\text{ev}_y(X_J)$ are $\Omega$-directional. Let $B_0, \ldots, B_m$ be a basis of $Z_*(\Omega)$ and let $(\beta_{ef})_{ef}$ be the inverse matrix (over $\mathbb{Q}$) of $(\deg(B_e \cdot B_f))_{ef}$. Then the following equation holds:

$$\langle \varphi_{I|J} \cdot \prod_{k=1}^n \tau_k(C_k) \rangle_\Delta = \sum_{e,f} \langle \prod_{k \in I} \tau_k(C_k) \cdot \tau_0(B_e) \rangle_{\Delta_I} \beta_{ef} \langle \tau_0(B_f) \cdot \prod_{k \in J} \tau_k(C_k) \rangle_{\Delta_J}.$$

Proof. The statement follows from the general plan above and proposition 2.3.8.  
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Remark 2.3.12
Of course, the basis $B_0, \ldots, B_m$ corresponds to a basis $\gamma_0, \ldots, \gamma_m$ of the cohomology groups of $X(\Omega)$. As the cup-product and the intersection product of cycles are equivalent (cf. theorem 1.5.17), the corresponding matrix $(\deg(\gamma_e \cup \gamma_f))_{ef}$ is equal to $\alpha$. This implies that the coefficients $\beta_{ef}$ appearing in the tropical splitting lemma really are the same as in the associated algebro-geometric version (cf. [Ko] 5.2.1).

2.3.4 The directions of families of curves

The above splitting lemma is only useful if, at least for a certain class of invariants, a fixed fan $\Omega$ exists such that all occurring push forwards $ev_x(X_I)$ and $ev_y(X_J)$ are $\Omega$-directional. This is one of the main problems when transferring the algebro-geometric theory to the tropical set-up. However, in this subsection we show that in some cases the problem can be solved.

Remark 2.3.13
In the easiest case, namely if $r = 1$, the situation is trivial: There is one unique complete simplicial fan $\Omega = \{R_{\leq 0}, \{0\}, R_{\geq 0}\}$ and any subcycle is $\Omega$-directional. Also, with $B_0 = \{0\}, B_1 = R$, the statement of lemma 2.3.10 is obvious here.

Let us now consider curves in the plane, i.e. $r = 2$. Let $F = (\tau_0(R^2) \cdot \prod_{k=1}^n \tau_{a_k}(C_k))_{R^2}^{\Delta}$ be a one-dimensional family of plane curves (with unrestricted leaf $x_0$). We define $\Omega(F)$ to be the fan in $R^2$ which contains all directions appearing in $\Delta$ and furthermore all rays in $\delta(C_k)$ if $\dim(C_k) = 1$ and $a_k > 0$.

Lemma 2.3.14
Let $F = (\tau_0(R^2) \cdot \prod_{k=1}^n \tau_{a_k}(C_k))_{R^2}^{\Delta}$ be a one-dimensional family of plane curves (with unrestricted leaf $x_0$). Let us furthermore assume that $a_k \leq 1$ if $\dim(C_k) = 2$ (i.e. if a leaf is not restricted by incidence conditions, at most one Psi-condition is allowed). Then $ev_0(F)$ is $\Omega(F)$-directional.

Proof. As before, we replace each factor $\psi_k^{a_k}$ by $ft_0(\psi_k)^{a_k} + ft_0(\psi_k)^{a_k-1} \cdot \varphi_{0,k}$ and multiply out. Consider the term without $\varphi$-factors: It is the fiber of $\prod_{k=1}^n \tau_{a_k}(C_k)_{\Delta}$ (which is finite) under $ft_0$ (see universal family property, proposition 2.2.9) and moreover the push forward of the fibre along $ev_0$ is just the sum/union of the images in $R^r$ of the parameterized curves corresponding to the points in $\prod_{k=1}^n \tau_{a_k}(C_k)_{\Delta}$. But these curves have degree $\Delta$, thus by definition their images are $\Omega(F)$-directional.
So let us consider the term with the factor $\varphi_{0,k}$. Here, $ev_0$ and $ev_k$ coincide (see lemma 2.2.19), so we can in fact compute the push forward along $ev_k$. As $ev_k = ev_k \circ ft_0$ (by abuse of notation), we can first push forward along $ft_0$ and get the term $(\tau_{a_k-1}(C_k) \cdot \prod_{l \neq k} \tau_{0_l}(C_l))$.

Now, if $\dim(C_k) = 2$, by our assumptions $a_k - 1 \leq 0$; hence either we can use induction to prove the statement or this term does not appear at all.

On the other hand, if $\dim(C_k) = 0$ or 1, we can use the fact that the push forward is certainly contained in $C_k$ — therefore, $\dim(C_k) = 0$ is trivial and $\dim(C_k) = 1$ works as we added the directions of $C_k$ to $\Omega(F)$ if $a_k > 0$.

This finishes the proof, as all terms with more $\varphi$-factors vanish.

\begin{remark}
A weaker version of this lemma can be obtained by directly investigating on what the image under $ev_0$ of an unbounded ray in $F$ looks like, using general conditions (see [MR08, lemma 3.7]).
\end{remark}

\begin{remark}
Consider the family $F = (\tau_0(R^2) \tau_0(P) \tau_2(R^2))_{\Gamma^2} = ev_1^*(P) \cdot \psi^2_2 \cdot \mathcal{M}_3^{\text{lab}}(R^2, 1)$ of curves of projective degree 1. It consists of the following types of curves:

\begin{center}
\begin{tikzpicture}
  \node (P) at (0,0) {$P$};
  \node (1) at (-1,1) {$P$};
  \node (2) at (1,1) {$P$};
  \draw[->] (P) -- (1) node[midway, above] {$ev_0$};
  \draw[->] (P) -- (2) node[midway, above] {$ev_0$};
  \node (0) at (0,-1) {$P$};
  \node (01) at (-1,1) {$P$};
  \node (02) at (1,1) {$P$};
  \draw[->] (0) -- (01) node[midway, above] {$ev_0$};
  \draw[->] (0) -- (02) node[midway, above] {$ev_0$};
  \node (012) at (2,2) {$P$};
  \node (0121) at (3,3) {$ev_0(F)$};
  \draw[->] (012) -- (0121) node[midway, above] {$ev_0(F)$};
\end{tikzpicture}
\end{center}

Its push forward along $ev_0$ also contains the inverted standard directions $(1, 0)$, $(0, 1)$ and $(-1, -1)$. Therefore this family is a counterexample of our statement if we drop the condition on the number of Psi-conditions allowed at leaves not restricted by incidence conditions.

\begin{remark}
For higher dimensions ($r > 2$), only few cases are explored. However, for
the important case of projective degree $d$ and without any Psi-conditions, i.e. for a family $F = (\tau_0(\mathbb{R}^r) \cdot \prod_{k=1}^n \tau_0(C_k))^d$ of arbitrary dimension $r$, a proof exists that $\text{ev}_0(F)$ is $\mathcal{L}_r$-directional (cf. [GZ]). We expect that a similar proof also works for Psi-conditions at point conditions. Beyond this, the behaviour of push forwards is mainly unknown up to now.

### 2.4 The WDVV equations and topological recursion

In this final section, we prove the tropical analogues of the WDVV and topological recursion equations — under certain restrictions. With the help of these equations, we show that certain tropical gravitational descendants coincide with their classical counterpart. There the computation of the classical invariants is reduced to counting tropical curves with certain valence and incidence conditions (cf. remark 2.2.14).

#### 2.4.1 WDVV equations

Let $x_i, x_j, x_k, x_l$ be pairwise different marked leaves and consider the forgetful map $f_t : \mathcal{M}_n^{lab}(\mathbb{R}^r, \Delta) \to \mathcal{M}_{\{i,j,k,l\}}$.

**Lemma 2.4.1**

The equation

$$f_t^*(\varphi_{\{i,j\}|\{k,l\}}) = \sum_{I|J} \varphi_{I|J}$$

holds, where the sum on the right hand side runs through all (also non-reducible) partitions with $i,j \in I$ and $k,l \in J$.

**Proof.** Note that $f_t(V_{I|J}) = V_{I \cap \{i,j,k,l\}|J \cap \{i,j,k,l\}}$. Therefore $\varphi(f_t(V_{I|J})) = 1$ if $i,j \in I, k,l \in J$ and zero otherwise, which proves the claim. $\square$

Now we face the crucial difference to the classical setting, due to the problems mentioned in remark 2.2.3. The right sum also runs over non-reducible partitions, which do not correspond to something in the algebro-geometric case. Let us add up only those $\varphi_{I|J}$ with $I|J$ non-reducible and denote the sum by $\phi_{i,j|k,l}$, i.e.

$$\phi_{i,j|k,l} := \sum_{I|J \text{ non-red.}}^{\text{I|J non-red.}} \varphi_{I|J}.$$
We would like to show that $\phi_{i,j|k,l}$ is bounded, as then it does not change the degree of an intersection product and the term different from the classical setting vanishes. So let us investigate what this function measures:

Let $F = (\prod_{k=1}^{n} \tau_{a_k}(C_k))_\Delta$ be a one-dimensional family of curves with general conditions. Consider a facet $\sigma$ of $F$ representing curves with contracted bounded edge $E$ (called reducible curves). Then we can change the length of $E$ while keeping all other lengths and our curve still matches the incidence conditions. As our conditions are general, the set of curves fulfilling the incidence conditions set-theoretically is also one-dimensional (cf. remark 2.2.14). Hence, all curves in $\sigma$ just differ by the length of $E$, whereas all other lengths are fixed. But this means that $\phi_{i,j|k,l}$ is constant on $\sigma$.

Now, let $\sigma$ be a facet of $F$ representing curves without contracted bounded edge $E$ (called non-reducible curves). This means, for each reducible partition $I|J$, the respective function $\varphi_{I|J}$ is identically zero on $\sigma$. Therefore, on $\sigma$, $\phi_{i,j|k,l}$ coincides with $\text{ft}^*(\varphi_{\{i,j\}|\{k,l\}})$. 

**Lemma 2.4.2**

Let $F = (\prod_{k=1}^{n} \tau_{a_k}(C_k))_\Delta$ be an one-dimensional family of curves with general conditions. Let $\sigma$ be a facet of $F$. Then

$$\phi_{i,j|k,l}|\sigma = \begin{cases} \varphi_{\{i,j\}|\{k,l\}} \circ \text{ft} & \text{if interior curves of $\sigma$ are non-reducible} \\ \text{const} & \text{otherwise.} \end{cases}$$

In other words: Proving that $\phi_{i,j|k,l}$ is bounded on a one-dimensional family $F$ is equivalent to proving that curves in $F$ with large $M_{i,j,k,l}$-coordinate must contain a contracted bounded edge. This is the way of speaking in existing literature (e.g. [GM05, proposition 5.1], [KM06, proposition 6.1], [MR08, section 4]). We deal with this hard problem in subsection 2.4.3 and first state the desired results here.

**Corollary 2.4.3** (cf. [Ko] 5.3.2)

Let $F = (\prod_{k=1}^{n} \tau_{a_k}(C_k))_\Delta$ be a one-dimensional family of curves. Furthermore assume that $\phi_{i,j|k,l}$ is bounded. Then the equation

$$\langle \text{ft}^*(\varphi_{\{i,j\}|\{k,l\}}) \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k) \rangle_\Delta = \sum_{I|J \text{ reducible} \atop i,j \in I, k,l \in J} \langle \varphi_{I|J} \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k) \rangle_\Delta$$

holds.
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Proof. This follows from lemma 2.4.1 and lemma 2.4.4: If \( \phi_{i,j|k,l} \) is bounded, the degree of

\[
\langle \phi_{i,j|k,l} \cdot \prod_{k=1}^{n} \tau_{a_k}(C_k) \rangle_\Delta
\]

is zero and hence this term can be omitted.

Remark 2.4.4

In classical Gromov-Witten theory, the WDVV equations are based on the crucial observation that \( \overline{M}_{0,4} \) is isomorphic to \( \mathbb{P}^1 \) and therefore two points in \( \overline{M}_{0,4} \) are rationally equivalent. Then, as in the tropical case, pulling back two “boundary” points of \( \overline{M}_{0,4} \) along the forgetful morphism \( \text{ft} : \overline{M}_{0,n}(X, \beta) \to \overline{M}_{0,4} \) leads to relations between the irreducible boundary divisors of \( \overline{M}_{0,n}(X, \beta) \) (assume that \( X \) is projective homogeneous again). On the tropical side, this observation is replaced by the fact that \( \mathcal{M}_4 \) is isomorphic to \( L_2^1 \) and that two boundary functions on \( \mathcal{M}_4 \), say \( \phi_{i,j|k,l} \) and \( \phi_{i,k|j,l} \) only differ in a linear function. Hence they even define the same Cartier divisor (and their Weil divisor equals the single vertex in \( \mathcal{M}_4 \) in both cases). Hence the pulled back Cartier divisors also coincide and this provides relations between the boundary divisors in the same way as classically.

We can now state the following version of the WDVV equations:

As before, we fix a complete unimodular fan \( \Omega \) and a basis \( B_0, \ldots, B_m \) of \( \mathbb{Z}^*(\Omega) \). Furthermore, let \( (\beta_{ef})_{ef} \) be the inverse matrix (over \( \mathbb{Q} \)) of the matrix \( (\deg(B_e \cdot B_f))_{ef} \).

Theorem 2.4.5 (WDVV equations, cf. [Ko] 5.3.3)

Let \( F = (\prod_{k=1}^{n} \tau_{a_k}(C_k))_\Delta \) be a one-dimensional family of curves and fix four pairwise different marked leaves \( x_i, x_j, x_k, x_l \). Moreover, we assume that the following conditions hold:

(a) For any reducible partition \( I \mid J \) with \( i, j \in I \); \( k, l \in J \) or \( i, k \in I \); \( j, l \in J \) the push forwards \( \text{ev}_{x}(X_I) \) and \( \text{ev}_{y}(X_J) \) are \( \Omega \)-directional (with notations from section 2.3).

(b) The functions \( \phi_{i,j|k,l} \) and \( \phi_{i,k|j,l} \) are bounded on \( F \).
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Then the WDVV equation

\[
\sum_{I, J \text{ reducible}} \sum_{i, j \in I, k, l \in J} \langle \prod_{k \in I} \tau_a(C_k) \cdot \tau_0(B_e) \rangle_{\Delta_I} \beta_{e, f} \langle \tau_0(B_f) \cdot \prod_{k \in J} \tau_a(C_k) \rangle_{\Delta_J}
\]

\[
= \sum_{I, J \text{ reducible}} \sum_{i, k \in I, j, l \in J} \langle \prod_{k \in I} \tau_a(C_k) \cdot \tau_0(B_e) \rangle_{\Delta_I} \beta_{e, f} \langle \tau_0(B_f) \cdot \prod_{k \in J} \tau_a(C_k) \rangle_{\Delta_J}
\]

holds, where the sums run through reducible partitions only.

Proof. The statement follows from the splitting lemma 2.3.11 corollary 2.4.3 and the fact that on \( \mathcal{M}_{\{i, j, k, l\}} \) the functions \( \varphi_{\{i, j\};\{k, l\}} \) and \( \varphi_{\{i, k\};\{j, l\}} \) define the same Cartier divisor (cf. remark 2.4.4).

Remark 2.4.6 (Unlabelled degrees)

In the algebro-geometric version of these equations (cf. [Ko, 5.3.3] or [FP95, equations (54) and (55)]) the big sum(s) usually run like \( \sum_{\beta_1, \beta_2} \sum_{A, B} \), where \( \beta_1, \beta_2 \) are cohomology classes such that \( \beta_1 + \beta_2 = \beta \) and \( A \cup B = [n] \) is a partition of the marks. We can proceed accordingly and let our sums run through unlabelled instead of labelled degrees. If we collect all reducible partitions \( I \cup J = \Delta \cup [n] \) such that the unlabelled degrees \( \delta(\Delta) \) and \( \delta(\Delta_I) \) coincide, we get precisely \( \frac{\Delta!}{\Delta_i! \cdot \Delta_j!} \) elements. But then, as mentioned at the beginning of section 2.2, counting curves with labelled non-contracted leaves leads to an overcounting by the factor \( \Delta! \) (modulo automorphisms), i.e. if \( \delta := \delta(\Delta) \) is a positive one-dimensional tropical fan, we define

\[
\langle \prod_{k=1}^{n} \tau_a(C_k) \rangle_{\delta} := \frac{1}{\Delta!} \langle \prod_{k=1}^{n} \tau_a(C_k) \rangle_{\Delta}.
\]

Hence, when switching to “unlabelled” invariants, the above factor \( \frac{\Delta!}{\Delta_i! \cdot \Delta_j!} \) cancels and we obtain the equation

\[
\sum_{\delta_{1, \delta_{1}} = \delta} \sum_{A \cup B = [n]} \langle \prod_{k \in A} \tau_a(C_k) \cdot \tau_0(B_e) \rangle_{\delta_{1}} \beta_{e, f} \langle \tau_0(B_f) \cdot \prod_{k \in B} \tau_a(C_k) \rangle_{\delta_{1}}
\]

\[
= \sum_{\delta_{1, \delta_{1}} = \delta} \sum_{A \cup B = [n]} \langle \prod_{k \in A} \tau_a(C_k) \cdot \tau_0(B_e) \rangle_{\delta_{1}} \beta_{e, f} \langle \tau_0(B_f) \cdot \prod_{k \in B} \tau_a(C_k) \rangle_{\delta_{1}}.
\]

It is another issue if, in the respective classical equation, all cohomology sums \( \beta_1 + \beta_2 = \beta \) which are “positive enough” such that their corresponding
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The term in the sum does not vanish, correspond to positive tropical cycles represented by tropical degrees. This will be addressed to remark 2.4.19.

2.4.2 Topological recursion

In the same flavour as in the previous subsection, we also formulate a tropical version of the equations known as “topological recursion”.

Let $x_i, x_k, x_l$ be pairwise different marked leaves. We know from lemma 2.1.26 that we can express the Psi-divisor $\psi_i$ in terms of “boundary” divisors, namely

$$\text{div}(\psi_i) = \sum_{I|J} \text{div}(\varphi_{I|J}).$$

Again we give a name to the term that has no algebro-geometric counterpart,

$$\phi_{i|k,l} = \sum_{I|J \text{ non-red.}} \varphi_{I|J}. $$

As in the previous subsection, we can describe this function as follows.

**Lemma 2.4.7**

Let $F = (\prod_{k=1}^n T_{a_k}(C_k))_\Delta$ be a one-dimensional family of curves with general conditions. Let $\sigma$ be a facet of $F$. Then

$$\phi_{i|k,l}|_{\sigma} = \begin{cases} 
\sum \text{lengths of edges that separate } i \text{ from } k, l & \text{if interior curves of } \sigma \text{ are non-reducible,} \\
\text{constant} & \text{otherwise.}
\end{cases}$$

Again, we fix a complete unimodular fan $\Omega$ and a basis $B_0, \ldots, B_m$ of $\mathbb{Z}^*(\Omega)$. Furthermore, let $(\beta_{ef})_{ef}$ be the inverse matrix (over $\mathbb{Q}$) of the matrix $(\deg(B_e \cdot B_f))_{ef}$.

**Theorem 2.4.8** (Topological recursion, cf. [KO] 5.4.1)

Let $F = (\prod_{k=1}^n T_{a_k}(C_k))_\Delta$ be a one-dimensional family of curves and fix three pairwise different marked leaves $x_i, x_k, x_l$. Moreover, we assume that the following conditions hold:

(a) For any reducible partition $I|J$ with $i \in I; k, l \in J$ the push forwards $\text{ev}_x(X_I)$ and $\text{ev}_y(X_j)$ are $\Omega$-directional (with notations from section 2.3).
(b) The function $\phi_{i|k,l}$ is bounded on $F$.

Then the topological recursion

$$\langle \psi_i \cdot \prod_{k=1}^n \tau_{a_k}(C_k) \rangle_\Delta = \sum_{\text{I,J reducible}} \sum_{i \in I, k, l \in J} \langle \prod_{k \in I} \tau_{a_k}(C_k) \cdot \tau_0(B_e) \rangle_{\Delta_I} \beta_{e,f} \langle \tau_0(B_f) \cdot \prod_{k \in J} \tau_{a_k}(C_k) \rangle_{\Delta_J},$$

holds, where the sum runs through reducible partitions only.

**Proof.** As in the classical case, we replace $\psi_i$ by a sum of boundary divisors

$$\psi_i = \sum_{\text{I,J reducible}} \delta_{\text{I,J}} \sum_{i \in I, k, l \in J} \text{div}(\varphi_{i|k,l}).$$

As the term

$$\langle \phi_{i|k,l} \cdot \prod_{k=1}^n \tau_{a_k}(C_k) \rangle_\Delta$$

vanishes, the splitting lemma proves the claim. \hfill $\square$

**Remark 2.4.9 (Unlabelled degrees)**

In the same way as in remark 2.4.6, we obtain the “unlabelled” version

$$\langle \psi_i \cdot \prod_{k=1}^n \tau_{a_k}(C_k) \rangle_\delta = \sum_{\delta_I, \delta_J} \sum_{e,f} \sum_{A \cup B = [n]} \delta_{I, A} \sum_{i \in A, k \in B} \langle \prod_{k \in A} \tau_{a_k}(C_k) \cdot \tau_0(B_e) \rangle_{\delta_I} \beta_{e,f} \langle \tau_0(B_f) \cdot \prod_{k \in B} \tau_{a_k}(C_k) \rangle_{\delta_J},$$

where $\delta, \delta_I, \delta_J$ denote unlabelled degrees, i.e. positive one-dimensional tropical fans.

**2.4.3 Contracted bounded edges**

It is certainly unsatisfactory to finish this thesis with two theorems whose list of assumptions is as long as the list of results. Therefore, the goal of the rest of this thesis is to verify these assumptions for plane curves of certain degrees and to use the theorems in this particular case. Recall that subsection 2.3.4 was devoted to the study of assumption (a) (of the
previous theorems) — lemma 2.3.14 is sufficient for our purposes. This
subsection here deals with assumption (b). The material is an extension
of the “contracted edge” argument in [GM05]. In particular, the proof of
lemma 2.4.14 is essentially contained in the proof of [GM05, proposition
5.1].

As a preparation for the more difficult case of plane curves, we first
assume \( r = 1 \). We often use the following notation: Let \( \tau \) be an
directed of a
parameterized curve and let \( V \in \tau \) be a vertex, then the direction vector \( v \) of \( \tau \)
is the image of \( u_{\tau / \{V\}} \) under the linear part of \( h \). Moreover, for the sake
of simplicity we often denote an edge by the same letter \( v \) as its direction
vector (the vertex is clear from the context).

**Lemma 2.4.10**

Let \( P_1, \ldots, P_n \) be points in general position in \( \mathbb{R}^1 \) and let \( F = (\prod_{k=1}^n \tau_{a_k}(P_k))^{R^1} \) be a one-dimensional family in \( \mathcal{M}_{n}^{\text{lab}}(\mathbb{R}^1, d) \). Then for
any choice of marked leaves \( x_i, x_j, x_k, x_l \), the functions \( \phi_{i,j|k,l} \) and \( \phi_{i|k,l} \) are
bounded on \( F \).

**Proof.** For general conditions, \( F \) set-theoretically coincides with the set of
curves satisfying the given incidence and valence conditions (cf. remark
2.2.14). Consider a general curve \( C \in F \). Then \( C \) is also a general curve in
the Psi-product \( X := \prod_{k=1}^n \psi_{a_k} \). As we cut down \( X \) by \( n \) point conditions
and \( \dim(F) = 1 \), the dimension of \( X \) must be \( n + 1 \), hence \( C \) contains \( n 
bounded edges. This implies that \( C \), as it is a rational curve, has \( n + 1 
vertices. But all marked leaves \( x_k, k \in [n] \) lie at different vertices, due to
the general position of the points \( P_t \). Therefore there exists a vertex \( V 
not adjacent to a marked leaf \( x_k, k \in [n] \). Now, either one of the three
edges adjacent to \( V \) is a contracted bounded edge. Then the deformation
of \( C \) in \( F \) is given by changing the length of this edge, but this does not
affect \( \phi_{i,j|k,l} \) and \( \phi_{i|k,l} \) by definition. Or, if all of the adjacent edges are non-
contracted, the one-dimensional deformation of \( C \) in \( F \) is given by moving
\( V \) (and changing the lengths accordingly). The picture looks like this:

\[
\begin{array}{c}
v_1 \\
v_2
\end{array}
\]

Note that the edge \( v \) cannot be unbounded as its direction “vector” \( v =
-v_1 - v_2 \) is not primitive. Therefore, if this deformation is supposed to be
unbounded, \( v_1, v_2 \) must be unbounded. But in this case only the length of
\( v \) grows infinitely. But as \( v \) does not separate any marked leaves, this does
not affect \( \phi_{i,j|k,l} \) and \( \phi_{i|k,l} \). □
Now let us consider the case of plane curves, i.e. $r = 2$. We fix the following notation: Let $F = (\prod_{k=1}^{n} \tau_{a_k}(C_k))_{\Delta}^{R^2}$ be a one-dimensional family of plane curves with general conditions and let $L \cup M \cup N = [n]$ be the partition of the labels such that

$$\text{codim}(C_k) = \begin{cases} 
0 & \text{if } k \in L, \\
1 & \text{if } k \in M, \\
2 & \text{if } k \in N.
\end{cases}$$

First we study how the deformation of a general curve $C$ in $F$ can look like.

**Lemma 2.4.11** (Variation of [MR08] 4.4)

Let us assume

i) $a_k = 0$ for all $k \in L \cup M$, i.e. Psi-conditions are only allowed together with point conditions.

Then the following holds:

Let $\sigma$ be a facet of $F$ and let $C \in \sigma$ be a general curve. Then the deformation of $C$ inside $\sigma$ is described by one of the following cases:

(I) $C$ contains a contracted bounded edge. Then the deformation inside $\sigma$ is given by changing the length of this edge arbitrarily.

(II) $C$ has a 3-valent degenerated vertex $V$ of one of the following three types:

a) One of the adjacent edges is a marked leaf $i \in L$.

b) One of the adjacent edges is a marked leaf $j \in M$ and the linear spans of the corresponding cycle $C_j$ at $ev_j(C)$ and of the other two edges adjacent to $V$ coincide (i.e. the curves $C$ and the cycle $C_j$ do not intersect transversally at $ev_j(C)$).

c) All edges adjacent to $V$ are non-contracted, but their span near $V$ is still only one-dimensional; w.l.o.g. we denote the isolated edge of $V$ by $v$ and the two edges on the other side by $v_1, v_2$.
In all these cases the deformation inside $\sigma$ is given by moving $V$.

(III) $C$ contains a movable string $S$, i.e. a 2-valent subgraph of $C$ homeomorphic to $\mathbb{R}$ such that all edges are non-contracted and all vertices of $S$ are 3-valent in $C$ and not degenerated in the sense of case (II). Then the deformation of $C$ is given by moving $S$ while all vertices not contained in $S$ remain fixed (in particular, only edges in or adjacent to $S$ change their lengths).

Proof. Again, for general conditions, $F$ set-theoretically coincides with the set of curves satisfying the given incidence and valence conditions. Thus finding the deformation of $C$ inside $\sigma$ is the same as finding a way of changing the position and the length of the bounded edges of $C$ such that the resulting curve still meets the incidence conditions $C_k$.

It is obvious that in the cases (I) and (II) changing the length of the contracted bounded edge respectively moving the degenerate vertex $V$ leads to such deformations.

In case (III) the non-degeneracy of the vertices makes sure that both leaves of $S$ are non-contracted and that a small movement of one of these leaves leads to a well-defined movement of the whole string: Take one of the leaves of the string and move it slightly in a non-zero direction modulo its linear span. Consider the next vertex $V$ and let $v$ be the adjacent edge not contained in the string. Then two things can happen:

A: If $v$ is non-contracted, our moved leaf will meet the affine span of $v$ at some point $P$ (as $V$ is non-degenerated). So we change the length of $v$ such that it ends at $P$ (while keeping the position of its second vertex fixed). Then we also move the second edge of the string to $P$ and go on to the next vertex.

B: If $v$ is contracted, our assumptions ensure that it is a marked leaf $j \in M$ and that the corresponding cycle $C_j$ intersects our curve transversally at $V$. Thus our moved edge still meets $C_j$ at some point and by changing the lengths of the adjacent edges appropriately, the obtained curve still meets $C_j$.

\[ \text{case A:} \quad \text{case B:} \]
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In this way we can make our way through the string and finally obtain a deformation of the whole curve. Note that the non-degeneracy of all the vertices ensures that all edges of the string must change their positions modulo their linear span and, hence, that all edges adjacent to, but not contained in the string must change their lengths. In particular this means that we cannot have more non-contracted leaves adjacent to our string: Then we would have two different strings providing two independent deformations of the curves inside $\sigma$, which is a contradiction as $\sigma$ is one-dimensional.

Let us summarize: Our string $S$ is generated by two unique non-contrac
ted leaves $i_1, i_2$, all of its vertices are 3-valent and the adjacent edges not contained in the string are either bounded edges or marked leaves in $M$, where the corresponding line $C_j$ intersects transversally. The deformation only moves the string $S$; the adjacent edges are shortened or lengthened and the other parts of the curve remain fixed.

Finally, this list of cases is really complete, as $C$ always contains a string whose vertices are 3-valent in $C$ and whose leaves are either non-contracted leaves or marked leaves in $L$. This results from the following computation: We know $\dim(F) = 1$, $\text{codim}(F) = \#M + 2\#N + \sum_{k \in N} a_k$ and $\dim(\mathcal{M}^\text{lab}((\mathbb{R}^\Delta,))) = \#L + \#M + \#N + \#\Delta - 3 + 2$. Plugging in all this in $\dim(F) + \text{codim}(F) = \dim(\mathcal{M}^\text{lab}((\mathbb{R}^\Delta,)))$ leads to

$$\#L + \#\Delta = \#N + \sum_{k \in N} a_k + 2.$$ 

On the other hand we can compute the number of connected components of $C \setminus \bigcup_{k \in N} \bar{x}_k$ (i.e. we remove all marked leaves $x_k$ with point conditions, together with the adjacent vertex). Removing $\bar{x}_k$ increases the number of connected components by $a_k + 1$ as the valence of the adjacent vertex is $a_k + 3$. So, after removing all leaves in $N$, we arrive at $1 + \#N + \sum_{k \in N} a_k$ connected components. The above equation tells us that there is one more leaf in $L \cup \Delta$ than there are connected components and therefore at least two leaves $i_1, i_2 \in L \cup \Delta$ lie in the same component. But then, if the string between $i_1$ and $i_2$ does not satisfy the assumptions of case (III), one of the other cases applies.

Now we know how a general curve $C \in F$ can be deformed. In a second step, we will now focus on unbounded deformations.

**Definition 2.4.12**

A fan $\Omega$ in $\mathbb{R}^2$ is called **strongly unimodular** if any two independent primitive vectors generating rays of $\Omega$ form a basis of $\mathbb{Z}^2$. 
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2.4 The WDVV equations and topological recursion

For a given degree $\Delta$ let $\Omega(\Delta)$ be the fan consisting of all rays generated by a direction vector appearing in $\Delta$ (i.e. $\Omega(\Delta)$ is the fan supporting $\delta(\Delta)$). A degree $\Delta$ in $\mathbb{R}^2$ is called strongly unimodular if $\Omega(\Delta)$ is strongly unimodular and if all direction vectors appearing in $\Delta$ are primitive. This ensures that for every pair of independent vectors $v_1, v_2$ appearing in $\Delta$, the dual triangle to the fan spanned by $v_1, v_2$ and $-(v_1 + v_2)$ does not contain interior lattice points.

**Remark 2.4.13**

It is easy to check that the rays of a strongly unimodular fan can be identified via lattice isomorphisms to some rays of the fan $\Omega_{Bl_3(\mathbb{P}^2)}$

associated to the blow up $Bl_3(\mathbb{P}^2)$ of the three torus-fixed points of $\mathbb{P}^2$. The following is a complete list of such fans (up to isomorphisms).

**Lemma 2.4.14** (Variation of [MR08] 4.4)

We assume

i) $a_k = 0$ for all $k \in L \cup M$,

ii) $\Delta$ is strongly unimodular.

Then the following holds:

Let $\sigma$ be an unbounded facet of $F$ and let $C \in \sigma$ be a general curve. Then the deformation of $C$ in $\sigma$ is described by one of the following cases:
(I) \( C \) contains a contracted bounded edge whose length can be changed arbitrarily.

(II) \( C \) has a 3-valent degenerated vertex \( V \) of one the three types described above. Furthermore, in the cases (a) and (b) (of 2.4.II (II)) one of the edges \( v_1, v_2 \) is bounded, the other one unbounded, whereas in case (c) the edge \( v \) is bounded and \( v_1, v_2 \) are unbounded.

(III) \( C \) contains a movable string \( S \) with two non-contracted leaves \( v_1, v_2 \) and only one adjacent bounded edge \( w \). The deformation of \( C \) is given by increasing the length of \( w \).

Furthermore, if \( x_k, k \in M \) is a marked leaf adjacent to \( S \), then \( h(x_k) \) is a general point in an unbounded facet of \( C_k \) whose outgoing direction vector \( v \) lies in the interior of the cone spanned by \( v_1, v_2 \).

Proof. Nothing new happens in the cases (I), (II) (a) and (b). In case (II) (c), the only claim is that the edge \( v \) cannot be unbounded as \( v = -v_1 - v_2 \) is not primitive. Therefore the two edges on the other side of \( V \) must be unbounded.

So let us consider case (III), i.e. assume that the deformation of \( \sigma \) is given by a movable string \( S \), i.e. a 2-valent subgraph of \( C \) homeomorphic to \( \mathbb{R} \) such that all edges are non-contracted and all vertices of \( S \) are 3-valent in \( C \) and not degenerated. Note that in the first part of this argument as well as in the following picture, marked leaves \( x_k, k \in M \) adjacent to \( S \) do not matter and are therefore omitted. If there are bounded edges adjacent to both sides of \( S \) as in picture (a) below then the movement of the string is bounded to both sides. So we only have to consider the case when all adjacent bounded edges of \( S \) are on the same side of \( S \), say on the right hand side as in picture (b) below. We label the edges of \( S \) (respectively, their direction vectors) by \( v_1, \ldots, v_k \) and the adjacent bounded edges of the curve by \( w_1, \ldots, w_{k-1} \) as in the picture. As above the movement of the string to the right is bounded. If one of the directions \( w_{i+1} \) is obtained from \( w_i \) by a left turn (as it is the case for \( i = 1 \) in the picture) then the edges \( w_i \) and \( w_{i+1} \) meet on the left of \( S \). This restricts the movement of the string to the left, too, since the corresponding edge \( v_{i+1} \) then shrinks to length 0.
So we can assume that for all $i$ the direction $w_{i+1}$ is either the same as $w_i$ or obtained from $w_i$ by a right turn as in picture (c). The balancing condition then shows that for all $i$ both the directions $v_{i+1}$ and $-w_{i+1}$ lie in the angle between $v_i$ and $-w_i$ (shaded in the picture above). Therefore, all directions $v_i$ and $-w_i$ lie within the angle between $v_1$ and $-w_1$. In particular, the image of the string $S$ cannot have any self-intersections in $\mathbb{R}^2$. We can therefore pass to the (local) dual picture (d) where the edges dual to $w_i$ correspond to a concave side of the polygon whose other two edges are the ones dual to $v_1$ and $v_k$.

But note that there are no such concave polygons with integer vertices, as the two outer edges are dual to $v_1$ and $v_k$ which form a lattice basis by definition of the strongly unimodular degree. Therefore the string is connected to the rest of the curve by exactly one bounded edge $w_1$, as stated. The remaining part of the claim follows directly. □

**Theorem 2.4.15**

Let $x_i, x_j, x_k, x_l$ be pairwise different marked leaves and let us assume

i) $\alpha_k = 0$ for all $k \in L \cup M$,  

ii) $\Delta$ is strongly unimodular,  

iii) if $i, j \in M$ (resp. $k, l \in M$), then for any pair of independent direction vectors $v_1, v_2$ appearing in $\Delta$, the interior of the cone spanned by $v_1, v_2$ does not intersect both degrees $\delta(C_i)$ and $\delta(C_j)$ (resp. $\delta(C_k)$ and $\delta(C_l)$).

Then $\phi_{i,j|k,l}$ is bounded.

If we additionally require

iv) $i \in N$,  

then also $\phi_{i|k,l}$ is bounded.
Proof. As conditions i) and ii) hold, we can apply lemma 2.4.14 which describes the unbounded facets of $F$. We have to show that $\phi_{i,j|k,l}$ (resp. $\phi_{i|k,l}$) is bounded on these facets. In case (I), the only length changing is that of a contracted edge and therefore not measured by both $\phi_{i,j|k,l}$ and $\phi_{i|k,l}$. In case (II), the edge whose length is growing infinitely cannot separate more then one marked leaf $x_k, k \in L \cup M$ from the others. Therefore this length cannot contribute to $\phi_{i,j|k,l}$ and — by condition iv) — to $\phi_{i|k,l}$. Finally, condition iii) (and also condition iv)) is chosen such that $\phi_{i,j|k,l}$ and $\phi_{i|k,l}$ are also bounded in case (III). Namely, if for example $x_i$ and $x_j$, $i, j \in M$, are adjacent to the string $S$, then both $\delta(C_i)$ and $\delta(C_j)$ must contain a ray which lies in the interior of the cone spanned by $v_1, v_2$, which contradicts iii).

\[ \square \]

Remark 2.4.16

The conditions i) – iv) appearing in the above statements are not only sufficient but, in most cases, also necessary for the statements to hold:

iv) If condition iv) in theorem 2.4.15 is not satisfied, we can get the following things:

- If $i \in L$, then the degenerated vertex of type (a) leads to an unbounded $\phi_{i|k,l}$.
- If $i \in M$ and $\rho$ is a ray in $C_i$ whose direction vector $v_{\rho}$ also appears in $\Delta$, then in general we will find curves in $F$ with a degenerated vertex of type (b), whose unbounded movement will make $\phi_{i|k,l}$ unbounded.
- If $i \in M$ and $\rho$ is a ray in $C_i$ whose direction vector $v_{\rho}$ lies between two direction vectors $v_1, v_2$ appearing in $\Delta$, in general this leads to curves in $F$ with unbounded deformations of case (III) such that the outward directions are $v_1, v_2$ and such that $x_i$ is adjacent to the moved string. So again, $\phi_{i|k,l}$ is in general unbounded.

iii) If condition iii) is not satisfied, we will in general get unbounded deformations of the following type:

\[ \begin{aligned} x_i & \quad \vdots \quad C_i \\ v_2 & \quad \vdots \quad C_j \\ x_j & \quad \vdots \quad v_1 \end{aligned} \]
In this case we have $i, j \in M$ and the interior of the cone spanned by $v_1, v_2$ contains direction vectors of both $C_i$ and $C_j$. As in general $x_k, x_l$ lies on the other side of the growing edge $w$, $\phi_{i,j,k,l}$ is unbounded.

ii) If we drop condition ii), i.e. if we allow non-unimodular degrees $\Delta$, two things can happen: If we allow non-primitive direction vectors, then we get deformations of type (II) (c) with unbounded edge $v$. Therefore the lengths of $v_1$ and $v_2$, which can in general separate arbitrary marked leaves, grow infinitely. If we drop the condition that $\Omega(\Delta)$ is strongly unimodular, then the description of unbounded deformations of case (III) in 2.4.14 becomes incorrect, as there appear more complicated strings with more adjacent bounded edges than just one. The example of the fan associated to the second Hirzebruch surface $F_2$ is analyzed in detail in [Fra08] and [FM08, e.g. 2.10].

i) If we drop condition i), i.e. if we allow Psi-conditions also at marked leaves which are not fixed by points, we end up with more complicated kinds of deformations of general curves in $F$. The following picture shows an example of an unbounded deformation in a one-dimensional family of plane curves of projective degree 2.

Here, $C$ has to meet all the four tropical lines $C_1, \ldots, C_4$ with one Psi-condition. Note that the indicated deformation of $C$ is indeed unbounded and that the length of the $(1, -1)$-edge $e$ grows infinitely. This example can be extended in the following way: One can glue arbitrary curves (fixed by appropriate conditions) to the non-contracted leaves of $C$ in direction $(1, 1)$, obtaining more families admitting such
a deformation. In particular, the edge $e$ can separate arbitrary kinds of points, showing that in general $\phi_{i,j|k,l}$ and $\phi_{i|k,l}$ can be unbounded for any choice of $i, j, k, l$.

For higher dimensions, let us mention the following important case where an affirmative result is known as well.

**Theorem 2.4.17** ([Zim07] 4.86)
Let $F = (\prod_{k=1}^{n} \tau_0(V_k))_{d}^{R^r}$ be a one-dimensional family of curves of projective degree $d$ in $R^r$ which do not satisfy Psi-conditions, but incidence conditions given by classically linear spaces $V_k \subseteq R^r$. Then for any choice of $\{i, j, k, l\} \in [n]$ the function $\phi_{i,j|k,l}$ is bounded on $F$.

### 2.4.4 Comparison to the classical gravitational descendants

In the special case of an empty degree, denoted by $\Delta = 0$, the situation is analogous to the algebro-geometric one.

**Lemma 2.4.18** (The degree zero case)
Let $Z = (\prod_{k=1}^{n} \tau_0(C_k))_{0}$ be a zero-dimensional intersection product in $M_{n}^{\text{lab}}(R^r, 0)$. Then $\text{deg}(Z)$ is non-zero if and only if $\sum_{k=1}^{n} \text{codim}(C_k) = r$ (or equivalently $\sum_{k=1}^{n} a_k = n - 3$). In this case,

$$\text{deg}(Z) = \binom{n-3}{a_1, \ldots, a_n} \text{deg}(C_1 \cdots C_k)$$

holds.

**Proof.** By definition $M_n^{\text{lab}}(R^r, 0)$ is isomorphic to $M_n \times R^r$. Moreover, as $\Delta = 0$, all evaluation maps $ev_i$ coincide with the projection onto the second factor, which we therefore denote by $ev$. Now let $X := \prod_{k=1}^{n} \psi_{a_k}^{\text{abstr}} = (\prod_{k=1}^{n} (\psi_{a_k}^{\text{abstr}})^{a_k}) \times R^r$ be the intersection of all Psi-divisors. Then the projection formula applied to $ev$ yields

$$\text{deg}(Z) = \text{deg}(C_1 \cdots C_n \cdot ev_*(X)).$$

But $ev_*(X)$ is non-zero if and only if $\sum_{k=1}^{n} a_k = n - 3$. If so, by remark 2.1.24 we know $ev_*(X) = \binom{n-3}{a_1, \ldots, a_n} \cdot R^r$, which proves the statement. $\square$

**Remark 2.4.19**
The goal of the following theorem is to show that certain tropical and
classical gravitational descendants coincide. The idea is to show that —
under the restrictions which we accumulated in the preceding sections —
both sets of numbers satisfy the same WDVV and topological recursion
equations, which are sufficient to determine the numbers from some initial
values. However, there is one further problem concerning this plan, which
we already mentioned in remark 2.4.6. The classical WDVV and topological
recursion equations run through splittings of the given cohomology class $\beta$
into sums $\beta = \beta_1 + \beta_2$. As $\overline{M}_{0,n}(X, \beta)$ is empty if $\beta$ is not effective, we can
restrict to effective classes $\beta, \beta_1, \beta_2$.

Now, for $\mathbb{P}^2$ and $\mathbb{P}^1 \times \mathbb{P}^1$, effectivity is equivalent to the fact that the
associated one-dimensional tropical fans are positive (as $\mathbb{P}^2$ and $\mathbb{P}^1 \times \mathbb{P}^1$ do
not contain curves with negative self-intersection). So a splitting $\beta = \beta_1 + \beta_2$
of effective cohomology classes corresponds bijectively to a sum of unlabelled
tropical degrees $\delta = \delta_1 + \delta_2$, and therefore the tropical and classical equations
are really equivalent in this case.

However, for the blow ups of $\mathbb{P}^2$ in up to three torus-fixed points (i.e.
for $F_2$, $Bl_2(\mathbb{P}^2)$ and $Bl_3(\mathbb{P}^2)$, cf. remark 2.4.13), the same argument fails
as the exceptional divisors induce tropical fans with negative weights. The
following picture shows the example of the tropical fan associated to the
exceptional divisor $V(\varrho)$ of $F_1$.

\begin{center}
\begin{tikzpicture}

\draw[<->] (0,0) -- (2,0)
node[pos=0.5] {$\Omega_{F_1}$}
node[below, pos=0.5] {$\varrho$};
\end{tikzpicture}
\end{center}

\[ [V(\varrho)] \rightsquigarrow \begin{array}{c}
1 \\
1 \\
\end{array} \]

Up to now, it is unknown if the following theorem can be extended to these
toric varieties (possibly by adding suitable correction terms as in [FM08]).
This needs to be addressed in further work. Here, we restrict to $\mathbb{P}^2$ and
$\mathbb{P}^1 \times \mathbb{P}^1$ for simplicity and obtain the following result.

**Theorem 2.4.20**

*Let

- $\Omega$ be one of the complete fans $\Omega_{\mathbb{P}^2}$ or $\Omega_{\mathbb{P}^1 \times \mathbb{P}^1}$ in $\mathbb{R}^2$, and let $X := X(\Omega)$
denote the corresponding toric variety (i.e. $X = \mathbb{P}^2$ or $X = \mathbb{P}^1 \times \mathbb{P}^1$),

- $C_1, \ldots, C_n$ be $\Omega$-directional tropical cycles, and let $\gamma_1, \ldots, \gamma_n \in A^*(X)$
be the associated cohomology classes of $X$,*
• $\Delta$ be a labelled degree with primitive direction vectors whose unlabelled degree $\delta(\Delta)$ is $\Omega$-directional (in particular, $\Delta$ is strongly unimodular), and let $\beta \in A_{r-1}(X)$ be the corresponding cohomology class,

• $a_1, \ldots, a_n$ be non-negative integers such that $a_k = 0$ if $\dim(C_k) > 0$.

Then the tropical and algebro-geometric gravitational descendants are equal, i.e.

$$\frac{1}{\Delta!} \langle \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \rangle^{\mathbb{R}^2}_{\Delta} = \langle \tau_{a_1}(\gamma_1) \cdots \tau_{a_n}(\gamma_n) \rangle^X_{\beta}.$$

Proof. First we choose a basis $B_0, \ldots, B_m$ of $Z_\ast(\Omega)$. This also determines a basis $\eta_0, \ldots, \eta_m$ of $A_\ast(X)$ (cf. theorem 1.1.15), and we know from the comparison to the fan displacement rule (cf. theorem 1.5.17) that

$$\deg(B_e \cdot B_f) = \deg(\eta_e \cdot \eta_f)$$

holds. This implies that, if we use WDVV equations or topological recursion with respect to these bases, then the diagonal coefficients $\beta_{e,f}$ appearing in the tropical and in the algebro-geometric setting coincide. Thus, using the results of the previous sections we know that the numbers $\frac{1}{\Delta!} \langle \tau_{a_1}(C_1) \cdots \tau_{a_n}(C_n) \rangle^\Omega_{\Delta} = \langle \tau_{a_1}(\gamma_1) \cdots \tau_{a_n}(\gamma_n) \rangle^X_{\beta}$ satisfy a certain set of identical equations, namely the WDVV and topological recursion equations (where on the tropical side we have to be slightly more careful about $i, j, k, l$ satisfying condition iii) and iv) of theorem 2.4.15) as well as the string and divisor equation. Therefore we can finish the proof by showing that the numbers can be computed recursively, using these equations, from some initial numbers and proving that these initial numbers coincide.

We separate the labels of the marked leaves into the sets $L \sqcup M \sqcup N = [n]$ according to the (co-)dimension of $C_k$ as in subsection 2.4.3. First we use topological recursion to reduce the number of Psi-conditions: We pick a marked leaf $x_i$ with $a_i > 0$ (and therefore $i \in N$) and an arbitrary pair of marked leaves $x_k, x_l$ satisfying condition iii) of 2.4.15. If such $x_k, x_l$ do not exist, we can add them using the divisor equation backwards with appropriate rational functions $h_k, h_l$. Namely, if $X = \mathbb{P}^1 \times \mathbb{P}^1$ we can use $h_k = h_l = \max\{0, x, y, x+y\}$, otherwise we can use $h_k = h_l = \max\{0, x, y\}$. Note also that this choice ensures that $h_k \cdot \Delta = h_l \cdot \Delta$ is non-zero for every possible degree, so we do not divide by zero.

After eliminating all Psi-conditions in this way, we can assume $a_k = 0$ for all $k \in [n]$, i.e. we are back in the case of usual (primary) Gromov-Witten invariants. After applying the string and divisor equation we can
assume that \(L = M = \emptyset\) and it remains to compute invariants of the form \(\langle \prod_{k=1}^{n} \tau_0(P_k) \rangle_\Delta\) for points \(P_1, \ldots, P_n \in \mathbb{R}^2\). Comparing dimension shows \(#\Delta = n + 1\). Let us first consider the general case \(n \geq 3\). Here we consider the one-dimensional family \(F = (\tau_0(C_i) \tau_0(C_j) \prod_{k=1}^{n-1} \tau_0(P_k))_\Delta\) with arbitrary \(\Omega\)-directional curves \(C_i, C_j\) such that \(C_i \cdot C_j\) is non-zero and such that condition iii) of 2.4.15 is satisfied (e.g. we can choose the divisors of the functions chosen above). We let \(x_i, x_j\) be the first two marked leaves as indicated, and choose \(k, l \in [n-1]\) arbitrarily. In the corresponding WDVV equation only one extremal partition \(I|J\) with \(\Delta_I = 0, \Delta_J = \Delta\) does not vanish. This follows from lemma 2.4.18 and the fact that the three sums \(\text{codim}(P_k) + \text{codim}(P_l)\), \(\text{codim}(C_i) + \text{codim}(P_k)\), \(\text{codim}(C_j) + \text{codim}(P_l)\) are greater than 2. Moreover, the only remaining extremal partition \(I = \{i, j\}, J = \Delta \cup [n-1]\) provides the term

\[
\langle \tau_0(C_i) \tau_0(C_j) \tau_0(\mathbb{R}^2) \rangle_0 \cdot \langle \tau_0(P) \prod_{k=1}^{n-1} \tau_0(P_k) \rangle_\Delta = \deg(C_i \cdot C_j) \cdot \langle \prod_{k=1}^{n} \tau_0(P_k) \rangle_\Delta.
\]

Hence, we can reduce the computation of \(\langle \prod_{k=1}^{n} \tau_0(P_k) \rangle_\Delta\) to invariants of smaller degree. We can repeat this until we arrive at the initial invariants with \(n = 1\) or \(n = 2\). In these cases \(#\Delta = 2\) or \(#\Delta = 3\) and therefore the only possible degrees (up to identification via linear isomorphisms of \(\mathbb{Z}^r\)) are \(\Delta = \{-e_1, e_1\}\) and \(\Delta = \{-e_1, -e_2, e_1 + e_2\}\). In both cases, it is easy to show by direct computation that \(\langle \tau_0(P_1) \rangle_\Delta = 1\) and \(\langle \tau_0(P_1) \tau_0(P_2) \rangle_\Delta = 1\) hold. But now, as discussed above, the same recursion for the classical numbers proves the claim.

\section*{Remark 2.4.21 (Multiplicities of tropical curves)}

The above theorem reduces the computation of the classical gravitational descendants to the count of certain tropical curves \(C\) with multiplicities \(\text{mult}(C)\) (cf. remark 2.2.14). In the above case of plane curves, an easy formula for this multiplicity exists (cf. [MR08, lemma 9.3]). Namely, if we assume general position, the multiplicity of a curve in the count is obtained as the product

\[\text{mult}(C) = \prod_V \text{mult}(V),\]

where the product runs through all vertices to which no marked leaf is adjacent and \(\text{mult}(V)\) of these necessarily 3-valent vertices is the well-known vertex multiplicity introduced by Mikhalkin (cf. [Mi03, definition 2.16]). This is correct for labelled curves \(\tilde{C}\), but we can as well count unlabelled curves \(\tilde{C}\) (as the incidence and valence conditions do not depend on the
labelling). If an unlabelled curve \( \tilde{C} \) occurring in the count is automorphism-free, then there are precisely \( \Delta! \) labellings \( C \) of \( \tilde{C} \), and as we also divide the “labelled” invariant by \( \Delta! \) to get the corresponding “unlabelled” one, the correct multiplicity of \( \tilde{C} \) is \( \text{mult}(\tilde{C}) = \text{mult}(C) \). In the general case, the multiplicity is given by

\[
\text{mult}(\tilde{C}) = \frac{1}{\#\text{Aut}(\tilde{C})} \text{mult}(C),
\]

where \( \#\text{Aut}(\tilde{C}) \) denotes the number of automorphisms of \( \tilde{C} \).

Moreover, as well as for the usual Gromov-Witten invariants considered in [Mi03], there exists a so-called lattice path algorithm to compute these counts easily (cf. [MR08, section 9]).

**Remark 2.4.22** (Rational Hurwitz numbers)

Similarly we can deal with the case \( r = 1 \), i.e. we can prove

\[
\frac{1}{d!^2} \langle \tau_0(P^1) \rangle^l \prod_{k=1}^{n} \tau_{a_k}(P_k) \rangle_{d}^{R^1} = \langle \tau_0([P^1]) \rangle^l \prod_{k=1}^{n} \tau_{a_k}([pt]) \rangle_{d}^{P^1},
\]

where the left hand side is a tropical, the right hand side a classical invariant, \( [pt] \) denotes the class of a point \( pt \in \mathbb{P}^1 \) and \( l, n, a_k, d \) denote non-negative integers. In fact, after applying the string equation, we are left with the case where \( l = 0 \). Now we use lemma 2.4.10 and topological recursion to reduce the number of Psi-conditions (where, if \( n < 3 \), we first add more marked leaves using the divisor equation). Finally, when \( a_k = 0 \) for all \( k \in \mathbb{N} \), it follows that \( d = 1 \) and we can compute directly \( \langle \tau_0(P) \rangle^1_{d} = 1 \).

For the case of the rational Hurwitz numbers \( H^0_d := \langle \tau_1([pt]) \rangle^{2d-2} \rangle_{d}^{P^1} \), this result was known before (cf. [CJM08, lemma 9.7]), but the proof is given in a different framework. In [CJM08] the result is a specialization of considerations for higher genus, not for higher dimension \( r \) as is the case here.

**Remark 2.4.23**

The discussion in remark 2.4.16 and the factor \( n + \#\Delta - 2 \) appearing in the tropical dilaton equation 2.2.17, instead of \( n - 2 \) in the algebro-geometric version, show that for degrees \( \Delta \) which are not strongly unimodular (if \( r = 2 \)) and for Psi-conditions at marked leaves \( x_k \) with \( \dim(C_k) > 0 \), the corresponding tropical and classical invariants are in general different. For example, if we add a marked leaf that has to satisfy only a Psi-condition, the different factors in the dilaton equations immediately lead to different invariants.
Remark 2.4.24
As a final remark, let us emphasize again the strength of the theory developed in this chapter: In spite of theorem 2.4.20 it also works in higher dimensions. For example, by remark 2.3.17 and theorem 2.4.17 the same approach can be used to show that tropical and classical Gromov-Witten invariants (without Psi-classes) of $\mathbb{P}^r$, $r$ arbitrary, coincide.
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