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Abstract

Evaluation is an important issue for every scientific field and a necessity for an emerging software technology like case-based reasoning. This paper is a supplementation to the review of industrial case-based reasoning tools by K.-D. Althoff, E. Auriol, R. Barletta and M. Manago which describes the most detailed evaluation of commercial case-based reasoning tools currently available. The author focuses on some important aspects that correspond to the evaluation of case-based reasoning systems and gives links to ongoing research.

1 Introduction

Evaluation is an important issue for every scientific field and a necessity for an emerging software technology like case-based reasoning. However, in different contexts the notion of evaluation is used differently. Firstly, evaluation can be seen as evaluating one case-based reasoning system, i.e. validating to which degree an application problem has been solved (cf. Grogono, Batareh et al., 1991; Hollnagel, 1989). Secondly, evaluation can be viewed as evaluating different case-based reasoning systems, i.e. comparing systems (cf. Rothenberg, 1989; Drenth & Morris, 1992). Thirdly, the notion of evaluation can also be used for evaluating different development methodologies for case-based reasoning systems, i.e. comparing system development methodologies (cf. Hilal & Soltan, 1991; Aamodt, 1993b, 1994b). Examples are Components of Expertise (Steels, 1990; Steels, 1993), CommonKads (Wielinga, Van de Velde et al., 1993), Generic Tasks (Chandrasekaran & Johnson, 1993; Allemang, 1994), or Kemras (Hilal & Soltan, 1991).

We would like to suggest an integrative view on case-based reasoning system evaluation that integrates several important aspects from currently known views. Our experience is based on several successfully finished or still ongoing case studies (Althoff, 1992a; Althoff, 1992b; Althoff, Auriol et al., 1995a; Althoff, Auriol et al., 1995c; Aamodt & Althoff, 1993; Aamodt, 1994c, 1995; Althoff & Aamodt, 1995; Althoff, 1995). The main idea is to combine different kinds of evaluation criteria:

- Domain and application task oriented criteria (e.g., size, theory strength, openness). These criteria are used to describe the requirements that arise from a certain domain and application task and, thus, need to be satisfied if an application problem is to be solved (e.g., Althoff, 1992a; Althoff, 1992b; Aamodt 1993b; Benjamins, 1993; Bartsch-Spörl, 1995).
- Technically and ergonomically oriented criteria (e.g., case and knowledge representation, similarity assessment, user acceptance). These criteria are used to describe the capabilities of case-based reasoning systems and, thus, allow the comparison of different systems (e.g., Althoff, Auriol et al., 1995a, Rothenberg, 1989).
• Knowledge engineering criteria (e.g., ease of use of methodology, development phases, tools)

Methodologies are needed in order to increase the efficiency, reliability, maintainability, and modifiability of systems. This, of course, depends to a high degree on the above mentioned criteria (e.g., Aamodt & Althoff, 1993; Althoff & Aamodt, 1995) and led us to our goal of developing case-based reasoning systems based on the relationship of domain/task criteria and technical/ergonomic criteria (cf. also fig. 2).

In the next section we will focus on the combination of such criteria within one framework and on a methodology how to use this framework. In chapter three we will describe two case studies on how to utilise domain criteria using the natural domain of classification of marine sponges (Manago, Conruyt & Le Renard, 1992) and the technical domain of fault diagnosis for CNC1 machine tools (Pfeifer & Faupel, 1993; Althoff, Faupel et al., 1989) which both have been used in the review of industrial case-based reasoning tools (Althoff, Auriol et al., 1995a).

In section four we shortly report on the feedback this review had on the INRECA Esprit project (cf. next section) which represented the context for it. In section five we summarise some interesting future activities.

2 Framework and Methodology

In the past there have been several events on case-based reasoning where both research prototypes and commercial case-based reasoning tools have been demonstrated. Such events allow the assessment of the underlying technology up to a certain degree of detail. There have also been a number introductory articles on case-based reasoning including those focusing on commercially available tools. However, for the INRECA Esprit project, which deals with the integration of induction and case-based reasoning for decision support and diagnosis, it turned out that the respective level of detail was not sufficient to be of any value for the project. Especially we were not able to achieve a concrete guidance for the design and development of the final integrated INRECA system. Therefore, we decided to carry out an evaluation of case-based reasoning technology that would allow us

• to achieve deeper "insights" for the final integrated INRECA system,
• to find a reasonable and realistic combination of research and application issues, and
• to have a more concrete estimation of what can be expected from case-based reasoning technology in the near and the far future.

While the first aspect is, of course, INRECA-specific the two other aspects are hopefully of more general interest. In addition, there is a fourth aspect that was not originally intended but soon turned out to be of high value:

• to get a guideline how to evaluate commercial case-based reasoning tools.

We started with the set of criteria defined in Traphöner, Manago et al. (1992) and identified the basic capabilities of current case-based reasoning systems (cf. fig. 1), the latter being to a high degree influenced by the work of Aamodt (1993a) and Aamodt and Plaza (1994). What came out is a set of criteria being applied to five industrial case-based reasoning tools (Althoff, Auriol et al., 1994), of which the results have been made available in Althoff, Auriol et al. (1995a). The same set of criteria is currently used to evaluate the final integrated INRECA system (Althoff, Auriol et al., 1995c).

For the evaluation, we selected criteria that produce quantitative or qualitative results, where the latter split into mainly domain-dependent ones as well as domain-independent ones. The quantitative criteria have used to evaluate aspects like noise, incompleteness, performance, correctness, and consistency. Domain-dependent qualitative criteria have been used to gain information on case representation and similarity assessment. We will present two examples in the next sec-

1 Computerised numerical control

What we call domain-independent qualitative criteria were used to collect information about the case-based reasoning tools concerning technically and ergonomically oriented issues:

- **Technically oriented criteria, e.g.:**
  - Case and knowledge representation
  - Organisation of the case library
  - Similarity assessment
  - Handling of noisy and incomplete data
  - Performance

- **Ergonomically oriented criteria, e.g.:**
  - Control of application development
  - Validating and testing of the application system
  - Acquisition and maintenance of knowledge and data
  - Explain ability and modelling support
  - User acceptance
Complex objects or processes cannot be evaluated by a single criterion or number;

- The larger the number of distinct criteria evaluated or measurements taken, the more information is available on which to base an overall estimation.

Starting from the huge initial criteria set of Traphöner, Manago et al. (1992), in Althoff, Auriol et al. (1995a) we kept all criteria for which our evaluation team was able to select a reasonable—and in the team completely agreed—distribution of values. However, a small evaluation team cannot cover all interesting issues and aspects. This is also summarised in another evaluation principle of Gaschnig, Klahr et al. (1983):

- In general people will disagree about the relative significance of various criteria according to their respective interests.

We decided to introduce qualitative criteria that are also domain-dependent up to a certain degree, i.e. that reflect a domain and/or application task characteristic. Here the interpretation of results remains to a very high degree on the side of the user, i.e. the reader of the evaluation report. Interesting domain and application task criteria are:

- General criteria, e.g.:
  - Size: Number of cases, classes, attributes, and attribute values
  - Complexity: Number of different relationships
  - Openness: Environmental dependency
  - Theory strength: Certainty of relationships
  - Change over time: Static versus dynamic

- Concept structure, e.g.:
  - Neighbourhood notion available?
  - Target concept fixed?
  - Test selection necessary, i.e. acquisition of additional symptom values?

- Integration of reasoning strategies, e.g.:
  - one or the other
  - side by side
  - interleaved
  - seamless

We will give two examples of domain-dependent qualitative criteria in the next section, namely those that have been applied in Althoff, Auriol et al. (1995a).

Our current view on case-based reasoning system evaluation is that all kinds of criteria, namely technical, ergonomic, domain and application task criteria need to be covered. As shown in fig. 2, these criteria are not only useful for evaluation tasks but can also be utilised for application and tool development or integration tasks. Here especially the relation between domain and application task criteria on the one hand side and technical and ergonomic criteria on the other hand side is very interesting. In practise such knowledge is used for a long time. More recent work tries to directly use it within case-based reasoning system development which allows a system development methodology that heavily combines top-down and bottom-up approaches using both high-level structures of generic descriptive components and example instances of existing case-based reasoning systems. On the one hand side existing systems could be described by relating them to high-level characterisations, on the other hand side high-level characterisations could be made more concrete by relating them to existing systems (Aamodt & Althoff, 1993; Althoff & Aamodt, 1995).

We agree with Rothenberg (1989) that the importance of quantitative criteria is very restricted. However, in Althoff, Auriol et al. (1995a) we gained many insights from carrying out these measurements which gave us important information for the definition of the qualitative criteria as well as the decisions on the respective results. What we recognised can be summarised by contrasting foreground and background characteristics:
• **Foreground characteristics** include all the aspects that are directly concerned with the test data, the experiments, the criteria list, as well as the technical information about the respective procedures of their application.

• **Background characteristics** encompass all the aspects that are only indirectly concerned with the data, the experiments, the criteria, and the application procedures, but had important influence on the results: building the evaluation team, selecting the test domains, defining the experiments, defining the set of criteria, as well as all content-related information about conducting the experiments and applying the criteria set.

Both kinds of evaluation characteristics have to be transparent and need to be consistent with the overall goal of the evaluation.

### 3 Case Studies

In this section we describe two different case studies—carried out in the context of Althoff, Auriol et al. (1995a)—that deal with the classification of marine sponges and fault diagnosis of CNC machine tools. The domain-dependent qualitative criteria that have been analysed are case representation and similarity assessment, respectively.

#### 3.1 Analysing a Natural Domain: The Marine Sponge Domain

We tried out to which extent CBR tools are able to model the Marine Sponge domain. This task is not trivial because of the complexity of the sponge domain. Firstly, the sponges are not represented as flat structures but as nested objects. Secondly, this domain needs slots that can store one or several values for one attribute. Especially, most of these multi-valued slots contain complex objects, so that they cannot be represented as lists of primitive types.

In the context of Althoff, Auriol et al. (1995a), the goal of the Marine Sponge domain is improving the expert's view on the descriptive model for sponges in terms of accuracy and exhaustivity, i.e. finding a systematic way to think about describing sponges. The sponge expert needs a support tool for writing descriptions of sponges in a guided way. On course of time, the descriptive model of the expert is combined with the descriptions from several other non-expert people.

Developing a descriptive model of sponges arises all the problems of natural domains in contrast to technical domains like the CNC domain (see next sub section). Among others, there are the following problems:

- The problem of homology, namely that there are no absolute values. For example, the classification of a big sponge and a small sponge could be confused because the micramphidisque of a big sponge is of a similar size as the mesamphidisque of a small sponge.
• The problem of measurement:
  The work done is pattern-driven interpretation of subjective data. Thus, identification in the
  first place depends to a high degree on the available apparatus. Looking at the distribution of
  length of amphidisque, one could, for instance, come up with three different classes.
  Afterwards improved measurement may allow the discovery of a fourth class. On the other
  side, it is often not clear whether a new class has to be introduced or a new object.

• Descriptions are always incomplete:
  This leads to the strategy to acquire redundant information to enforce consistency. This also
  helps to deal with the problem of variability of sponge characteristics.

• All parameters are related to one another:
  One strategy to handle this problem is to make all the available knowledge explicit.
  For dealing with these problems, a descriptive model of sponges would be very helpful. From
  the above problem descriptions, it is also obvious that a descriptive model has to be developed
  incrementally. Interesting for the expert is to achieve a classification that is as precise as possi-
  ble. Thus, all available information has to be collected. For achieving sponge database consist-
  ency, a good questionnaire has to be provided.
  From these domain and application requirements the conclusion is that a fully structured, object-
  oriented language is necessary, allowing hierarchical descriptions involving complex sub ob-
  jects and relationships between these sub objects.

3.2 Analysing an Engineering Domain: The CNC Domain

The CNC domain is difficult to handle because of the huge amount of unknown values. In addi-
  tion, the overall number of attributes and classes is very high. This domain also illustrates the
  necessity of having seamlessly integrated systems (Pfeifer & Richter, 1993; Althoff, 1992a+b),
  even if considered as a more closed domain. However, it is not possible to view it as a static
domain (Althoff & Wess, 1991; Althoff, 1992a; de la Ossa, 1992). One reasonable approach
here is to use/view cases as exceptions (Althoff & Wess, 1991; Althoff, 1992a).

The CNC domain is a good example for the need of having a well-suited and flexible test selec-
tion component that includes, among others, the following features:
• Asking for the next symptom value.
• Accepting any symptom value at any step in the user-system interaction.
• Accepting any number of symptom values.
• Accepting user hypotheses (cf. Stadler & Wess, 1989; Althoff, 1993).

The PATDEX system (Wess, 1993) was originally designed for dealing especially with the CNC
domain. Though PATDEX's similarity measure is well-suited for it, in the similarity assessment
scenario below it will retrieve the wrong case (CaseIncorrect). However, it is able to improve
this situation by its test selection component (asking for symptom values to improve the given
information) and/or by the application of causal and/or heuristic rules that allow the derivation
of additional symptom values based on already known ones. In addition, PATDEX can use
weights for the relative importance of the given attributes for the respective classes (diagnoses).
These weights can be automatically updated to avoid misclassifications (Wess, 1993; Richter,
1992). The use of default values for symptoms and its special handling of pathologic/abnormal
symptom values also allow an improved treatment of situations similar to that given in the
similarity assessment scenario. Recent extensions of PATDEX also allow the use of a deep
model of the underlying CNC machine's behaviour to improve the similarity assessment (Pews
& Wess, 1993; Bergmann, Pews & Wilke, 1994).

Our experiences with the PATDEX system were the motivation for applying the following
similarity assessment scenario in Althoff, Auriol et al. (1995a) to the evaluated case-based
reasoning tools. Here we describe the role of PATDEX within this scenario.

There are two reference cases and one query case given from the CNC domain:
CaseCorrect CaseIncorrect Query

<table>
<thead>
<tr>
<th>CaseCorrect</th>
<th>CaseIncorrect</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>ErrorCode = i59</td>
<td>ErrorCode = i59</td>
<td>ErrorCode = i59</td>
</tr>
<tr>
<td>I/OStateOut7 = logical-1</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Valve5Y1 = switched</td>
<td>Valve5Y1 = not-switched</td>
<td>?</td>
</tr>
<tr>
<td>I/OStateOut24 = logical-0</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Valve5Y2 = not-switched</td>
<td>Valve5Y2 = not-switched</td>
<td>?</td>
</tr>
<tr>
<td>PipesClampingReleaseDevice = ok</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>I/OStateIn32 = logical-1</td>
<td>I/OStateIn32 = logical-1</td>
<td>I/OStateIn32 = logical-1</td>
</tr>
<tr>
<td>DIAGNOSIS = IOCardIN32I59Defect</td>
<td>DIAGNOSIS = MagneticSwitch5Y1Defect</td>
<td>?</td>
</tr>
<tr>
<td>SIM(Query,CaseCorrect) = $\frac{1<em>3}{1</em>3+0.5*4} = 0.6$</td>
<td>SIM(Query,CaseIncorrect) = $\frac{1<em>2}{1</em>2+0.5*2} = 0.67$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. CaseCorrect, CaseIncorrect, the Query case and the respective similarities

The underlying assumption is that IOCardIn32I59Defect is the correct diagnosis and that the symptom values of CaseCorrect reflect the current fault situation. We assume that the underlying similarity measure is the static similarity function underlying PATDEX-1 (cf. Stadler & Wess, 1989; Althoff, 1993):

$$SIM(Case1, Case2) = \frac{a*card(E)}{a*card(E)+b*card(D)+c*card(U1)+d*card(U2)}$$

- $E$ set of symptoms with the same values for Case1 and Case2
- $D$ set of symptoms with different values for Case1 and Case2
- $U1$ set of symptoms with known values for Case1 but not for Case2
- $U2$ set of symptoms with known values for Case2 but not for Case1
- $a=1$, $b=2$, $c=1/2$, $d=1/2$ (the default weights used by PATDEX-1)
- card cardinality of sets

Given the above defined Query case, PATDEX comes up with the wrong diagnosis. The reason for this is that PATDEX uses its well-informed similarity measure based on Tversky’s contrast model (Tversky, 1977) and explicitly considers unknown symptom values. However, the first wrong judgement (cf. table 1) can be improved (cf. table 2) by the use of general domain knowledge, namely the application of causal or heuristic rules like the following one:

Causal Rule R1:
IF ErrorCode=i59 & Valve5Y2=not-switched THEN I/OStateOut24=logical-0.

<table>
<thead>
<tr>
<th>CaseCorrect</th>
<th>CaseIncorrect</th>
<th>Query-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ErrorCode = i59</td>
<td>ErrorCode = i59</td>
<td>ErrorCode = i59</td>
</tr>
<tr>
<td>I/OStateOut7 = logical-1</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Valve5Y1 = switched</td>
<td>Valve5Y1 = not-switched</td>
<td>?</td>
</tr>
<tr>
<td>I/OStateOut24 = logical-0</td>
<td>?</td>
<td>I/OStateOut24 = logical-0</td>
</tr>
<tr>
<td>Valve5Y2 = not-switched</td>
<td>?</td>
<td>Valve5Y2 = not-switched</td>
</tr>
<tr>
<td>PipesClampingReleaseDevice = ok</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>I/OStateIn32 = logical-1</td>
<td>I/OStateIn32 = logical-1</td>
<td>I/OStateIn32 = logical-1</td>
</tr>
<tr>
<td>DIAGNOSIS = IOCardIN32i59Defect</td>
<td>DIAGNOSIS = MagneticSwitch5Y1Defect</td>
<td>?</td>
</tr>
<tr>
<td>SIM(Query-2,CaseCorrect) = [\frac{1<em>4}{1</em>4+0.5*3}] = 0.73</td>
<td>SIM(Query-2,CaseIncorrect) = [\frac{1<em>2}{1</em>2+0.5*3}] = 0.57</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Situation after applying rule R1**

An alternative improvement strategy (results in table 3) is the acquisition of further information using a complete test selection sub component:

Applying test selection to extend and thereby improve the available information:

**Test 5Y1: "What is the status of Valve5Y1?" ← Valve5Y1=switched.**

<table>
<thead>
<tr>
<th>CaseCorrect</th>
<th>CaseIncorrect</th>
<th>Query-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ErrorCode = i59</td>
<td>ErrorCode = i59</td>
<td>ErrorCode = i59</td>
</tr>
<tr>
<td>I/OStateOut7 = logical-1</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Valve5Y1 = switched</td>
<td>Valve5Y1 = not-switched</td>
<td>Valve5Y1 = switched</td>
</tr>
<tr>
<td>I/OStateOut24 = logical-0</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Valve5Y2 = not-switched</td>
<td>?</td>
<td>Valve5Y2 = not-switched</td>
</tr>
<tr>
<td>PipesClampingReleaseDevice = ok</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>I/OStateIn32 = logical-1</td>
<td>I/OStateIn32 = logical-1</td>
<td>I/OStateIn32 = logical-1</td>
</tr>
<tr>
<td>DIAGNOSIS = IOCardIN32i59Defect</td>
<td>DIAGNOSIS = MagneticSwitch5Y1Defect</td>
<td>?</td>
</tr>
<tr>
<td>SIM(Query-3,CaseCorrect) = [\frac{1<em>4}{1</em>4+0.5*3}] = 0.73</td>
<td>SIM(Query-3,CaseIncorrect) = [\frac{1<em>2+2</em>1+0.5<em>1}{1</em>2+0.5*3}] = 0.44</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. Situation after ascertaining status of Valve5Y2**

Important problems that need to be handled in the CNC domain are system-guided and/or user-guided completion of available information, the handling of a huge number of attributes, classes, cases and unknowns. An attribute-value based case representation using symbolic value ranges only is sufficient.

From these domain and application requirements the conclusion is that value-based indexing is possible and necessary to allow sufficiently efficient case retrieval. An explicit dealing with the high number of unknowns requires a Tversky-like similarity measure. In addition, general do-
main knowledge is necessary for supporting both the test selection and the similarity assessment component.

4 Results

The evaluation of industrial case-based reasoning tools (Althoff, Auriol et al., 1995a) had a positive feedback for the INRECA project. In several aspects the INRECA system could be improved. It also showed where the INRECA system contributes to the current state of case-based reasoning technology (Althoff, Auriol et al., 1994). One important issue here is the identification of four levels of integration between induction and case-based reasoning within one system architecture (cf. fig. 3), especially the seamless integration (cf. fig. 4) of these two techniques (Auriol, Manago et al., 1994; Wess, 1995; Althoff, Bergmann et al., 1995).

<table>
<thead>
<tr>
<th>Toolbox level</th>
<th>Induction</th>
<th>Kate</th>
<th>S3-Case</th>
<th>Case-based reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-operative level</td>
<td>Induction</td>
<td>Results in</td>
<td>CASUEL</td>
<td>Case-based reasoning</td>
</tr>
<tr>
<td>Development / Execution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Workbench level</td>
<td>Induction</td>
<td>Communication between Modules</td>
<td>Case-based reasoning</td>
<td></td>
</tr>
<tr>
<td>Development / Execution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seamless level</td>
<td>Induction</td>
<td></td>
<td>Case-based reasoning</td>
<td></td>
</tr>
<tr>
<td>Development / Execution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Levels of Integration in INRECA

The INRECA tree (an extension and modification of a k-d tree), with its associated algorithms, can be configured to be a pure decision tree or a pure indexing tree. A learning mechanism automatically extracts knowledge about the similarity of cases from a decision-tree-like INRECA tree and embeds such knowledge into the underlying similarity measure. By this learning method (that is comparable to PATDEX's adaptation method for its similarity measure, cf. Wess, 1993; Richter, 1992; Althoff, Wess et al., 1994), INRECA's k-dimensional indexing tree gradually evolves into a decision tree. Thus, on the seamless level INRECA offers a system evolution over time from pure case-based reasoning to pure induction based on a concept learning strategy (cf. Fig. 4). The theoretical background for this process is described in Wess & Globig (1994a), Wess & Globig (1994b), and Wess (1995).
For the CAR domain (cf. Althoff, Auriol et al., 1995a) Wess (1995) also shows that the seamlessly integrated INRECA system has significantly improved its performance (cf. fig. 5). Auriol, Wess et al. (1995) also show this for an additional domain.

5 Future Activities

We currently apply the set of criteria used in Althoff, Auriol et al. (1995a) to the final integrated INRECA system (Althoff, Auriol et al., 1995c) and hope to achieve valuable feedback on the usefulness of these criteria. In addition, we work on the further development of the set of domain and task criteria (Althoff & Aamodt, 1995; Weis, 1995; Althoff, 1995). This includes a thorough analysis of a set of existing case-based reasoning methods based on a defined evaluation framework, a methodology for analysing case-based reasoning methods with respect to their assumptions about application tasks and domain knowledge characteristics, and the development of a set of generic integrated case-based problem solving and learning architectures based on the above analysis (Althoff & Aamodt, 1995).
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