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1 | INTRODUCTION

Modern control systems are becoming more and more complex. Therefore, there is an increasing need to guarantee their
reliability, robustness, resilience, safety, and stability. From a control system’s perspective, faults can cause degraded per-
formance and instability.!* Hence, the fault-tolerant control (FTC) problem is becoming an essential part of modern
control system design. On the other hand, sensors are indispensable components of modern control systems, and their
resilience is vital to ensure reliable operation of the control systems. Sensor faults can lead to significant performance
degradation of the control systems.3 Therefore, the study of the sensor FTC problem is strongly motivated.*

The FTC techniques can be categorized as model-based and data-driven. In the following, we review various method-
ologies available in the literature for model-based FTC problems. An FTC method has been presented in Reference 5
for an internet-based three-tank system with sensor faults. An FTC problem for a linear system with model uncertainty
and multiplicative faults has been studied in Reference 6 via coprime factorization. A distributed integrated FTC for a
class of uncertain nonlinear multiagent systems has been investigated in Reference 7. A novel neuroadaptive FTC track-
ing controller has been designed in Reference 8 for time-delay systems subject to nonaffine uncertainties and external
disturbances to compensate actuator faults.

All of the techniques mentioned above require the system’s mathematical model for designing an FTC scheme.
However, in most industrial processes, the accurate system model is not available or is of a high-order with many
nonlinearities.® Fortunately, the industrial processes generate and store a large amount of process data that can be used
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directly for FTC purposes. These facts motivated us to consider the sensor FTC method in a data-driven setting. To this
end, we propose a new data-driven subspace predictor-based H,, approach for the FTC problem. We first formulate the
sensor fault estimation problem in a data-driven H,, set up. The estimated fault is then used for output compensation. This
compensated output and the experimental input are then utilized to achieve certain control objectives in an H,, set up.
Finally, the data-driven H,, fault estimation and control problems are solved using a subspace identification algorithm.
The subspace identification algorithm proposed in References 10,11 forecasts the future plant output by past I/O data
and decreases noise effects from data. The subspace identification algorithm assumes the availability of a large set of data
samples and that the data is ergodic, and that input and noise are independent. This property is used in the subspace
identification to reduce the effects of noise.' Our proposed methodology guarantees robustness against disturbance, and
it can eliminate false positive alarms of detecting disturbances instead of faults. We apply the proposed approach to a
remotely operated underwater vehicle (ROUV). A data-driven subspace predictor-based H,, approach for the sensor FTC
problem in the presence of a disturbance, to the best of authors’ knowledge, is not studied before.

A data-driven residual-based fault detection scheme is proposed in Reference 12, and it is applied to a wind turbine
benchmark. The residual vectors are robust to disturbances. However, in Reference 12, the focus is on fault detection prob-
lems, and the fault estimation and FTC problems are not studied therein. A data-driven sensor fault detection method is
presented in Reference 13, wherein a delay between each input/output pair is considered. Residual signals are utilized
to detect different kinds of faults such as bias, drift, and precision degradation based on closed-loop I/O measurements.
However, in comparison with our proposed method, the method presented in Reference 13 is not robust against distur-
bance, and an FTC scheme is not considered. Moreover, in our proposed methodology, fault isolation can be performed
by simply estimating the fault, and there is no need to generate a residual vector to isolate the fault. As a consequence, our
method has a less computational burden. A data-driven cooperative FTC scheme is designed in Reference 14 for multiple
quadrotors with a virtual leader. The proposed scheme is based on a reinforcement learning algorithm. However, sensor
faults are not studied therein, and the proposed method is also not robust to disturbances. A data-driven FTC problem for
PID systems has been discussed in Reference 15. For fault detection purposes, the I/O model is derived in the fault-free
case. Then an observer-based residual generator is proposed. The variance of the residual signal is then utilized for defin-
ing a threshold for fault detection purposes. When the fault is detected, a fault-tolerant compensation control scheme
based on state estimation is designed for ensuring stability and minimizing reference tracking error of the PID system.
The state is estimated directly from I/O data. The proposed method is extended to time-varying plants in Reference 16.
An integrated data-driven FTC scheme using the configuration of Youla parameterization is introduced in Reference 17.
This FTC scheme employs two observers. One of them is a scalar diagnostic observer for fault detection and isolation
(FDI) purposes, while the other is used to enhance the system’s performance when the fault occurs. There are two main
differences between our work and Reference 17. First, the method presented in Reference 17 is adaptive, and it does not
consider disturbance. Second, in Reference 17, two residuals must be designed to achieve control and fault detection
objectives. In addition, for tracking purposes, a prefilter is required therein in a fault-free case. On the contrary, there is
no need to design an observer, residuals, or a prefilter in our proposed method. As a result, our proposed method is com-
putationally efficient compared with Reference 17. A recursive algorithm is proposed in Reference 18 for updating the
subspace predictor’s matrices. There are two main differences between our work and Reference 18. First, no disturbance
is considered therein. Second, the method proposed therein neither detect nor isolate or estimate the fault, whereas our
method can detect, estimate and isolate the fault(s) in the presence of disturbance. Therefore, in contrast with Reference
18, our work not only solves the FTC problem but also solves a data-driven FDI problem.

In summary, the main contributions of our article can be enlisted as:

(i) Since only I/O data is required for fault estimation and FTC schemes, the method proposed in this article is
well-suited to various industrial processes, which are not amenable to empirical models.

(ii) In contrast with other data-driven methods,'%!718 to the best of the authors’ knowledge, for the first time, the
data-driven sensor FTC problem is formulated as an H,, control problem. Studying the data-driven FTC problem
in an H,, setup offers the plausibility of considering the £, disturbances as exogenous inputs, which guarantees
that our fault estimation and FTC schemes are robust against disturbances, and eliminates false positive alarms of
detecting disturbances instead of faults.

(iii) Designing FTC techniques with FDI capabilities is a vital and challenging task in many practical applications.'® It
is further emphasized that designing FTC schemes with FDI capabilities becomes much more challenging in the
presence of process and measurement disturbances.?’ To the best of the authors’ knowledge, existing data-driven
FTC techniques do not include FDI schemes. Nevertheless, some of them, References 15-17, employ a residual vector

85UB01T SUOWIIOD aAIERID 9|cedjdde 8y} Ag peusenob 8. Sao1Le YO ‘8sN JO S3|nJ 4oy Akeiqi]8uluQ 3|1 UO (SUOTIPUOD-PUe-SLLBI W0 A3 | 1M AJe.d 1[eu 1 [Uo//:Sdny) SUORIPUOD pue Swie | 81 89S " [#20z/70/2T] Uo Aklqiauliuo As|IM ‘Mepue-Uueinefsies e ISIBAIUN SYISIULDS | 8UdSIZ[eld-pueluyy Ag 9995°0UI/Z00T OT/I0P/LI0D A8 | 1M Afeiq Ul uo//Sdny WOy pepeojumod ‘ST ‘TZ0Z ‘6£2T660T



SALIM ET AL. W ILEY 6993

for fault detection purposes but do not provide fault isolation. Fault isolation is necessary because, in its absence,
the feedback controller may compensate the effect of faults and therefore effectively hide them Reference 21. By
contrast, we propose fault estimation that allows us to detect the fault and isolate it. Therefore, our data-driven FTC
scheme also includes FDI capabilities, which is a significant contribution.

Now, we point out that in our recent work,?? the simultaneous fault detection and control (SFDC) problem is solved in
a data-driven H, setting. The main objective of the SFDC problem is to achieve specific control objectives while fulfilling
some detection objectives simultaneously. However, the SFDC scheme does not have fault compensation capabilities,
which is a significant problem from a practical point of view. It can be seen from [ 22, figure 5] that the SFDC approach
cannot compensate the fault between samples 2000 and 2600, and the effect of the fault persists on the output. Therefore,
the FTC problem studied here is different from the SFDC problem studied in Reference 22.

The method proposed in this article, nevertheless, has some limitations. First, the input signal needs to be persistently
exciting. Second, our proposed method applies to linear time-invariant (LTT) systems. Therefore, to apply our algorithm,
a nonlinear system must be excited to validate its linearization around an operating point. Moreover, nonlinear systems,
in general, have various operating points. Therefore, the amplitude of the input signal should be small enough to ensure
that it may not change a certain chosen operating point to another. Third, the subspace identification algorithm is suitable
with an extensive dataset, which is no more a restriction nowadays with increasing computational resources.

This article unfolds as follows. In Section 2, the problem formulation is provided along with some preliminary results.
Section 3 provides the main results. In Section 4, the proposed algorithm is applied to ROUV. Concluding remarks are
given in Section 5.

The notation used in this article is standard: AT denotes the transpose of a matrix A. I denotes the identity matrix of a
compatible dimension. For two symmetric matrices A and B, A > B implies that A — B is a positive semidefinite matrix,
and A > Bimplies that A — B s a positive definite matrix. We denote the space of real rational, stable, and proper transfer
matrices by RH,,. The minimal state-space realization of a transfer function matrix Q is denoted by the bold symbol Q.
The finite-horizon H,-gain from an exogenous input a to regulated output b is denoted by || Ty, || - MOreover, we use {d} ]l
to denote

a;

Ait1

2 | PROBLEM FORMULATION AND PRELIMINARIES

Consider the LTI system described by

(€]

X[£ +1] = Ax[¢] + B ul[¢] + B d[£] + e[£]

y[£]1 = C x[£]1+ D u[£]+ D d[£] + f[£] + 9[Z],
wherex € R",u € R™,y € R",and d € R" denote the state, the input, the output, and the disturbance, respectively. The
sensor fault is denoted by f € R, and it is assumed to be unknown. The process and measurement noises are denoted
by e € R" and 9 € R, respectively. These noise sequences are assumed to be normally distributed and white. Moreover,
it is assumed that they are statistically independent of the input and the initial condition. A, B, B, C, D, and D represent
constant and unknown matrices of appropriate dimensions. We refer system G as a fault-free or healthy system if f = 0.
The pair (A4, B) is assumed to be stabilizable and the pair (C, A) is assumed to be detectable.

Defining the exogenous input w € R"™*"*" ag
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FIGURE 1 Schematic of a sensor fault-tolerant control system

the inputs u, d, and f in system G can be expressed as

u=Kmw, K= [I"u Onux(nd+nf)]
d= KzW, ]C2 = [Ondxnu Ind Ondxnf]

f=Kw, K;= [Onfx(nu+nd) Inf] .

A general schematic of the FTC system is given in Figure 1.
The purpose of fault estimation problem is to obtain an estimate f € R" fulfilling some prespecified fault detection
objectives. This objective can be captured by the detection performance measure

A

w2f-7,

Where]? = Qyf. The diagonal proper stable transfer function matrix Q captures frequency information of the fault f.?*
Given the input and output data from the healthy plant and y > 0, the data-driven sensor fault estimator problem in
an H,, set up is to select f” such that || Toplle < 7.
Note that the estimated faultf is considered as a virtual control input in the formulated H, set up, so its magnitude
should be limited. Therefore, the performance measure % is defined in order to achieve reasonable control effort for the

virtual control signal f and is given by

where the transfer function matrix Q; is assumed to be proper and stable. Then we can define the unified performance
measure z for detection purposes as
Zd
‘| ®
5

We can now formulate the fault estimation problem as a minimax H,-optimization problem in a data-driven setup
as follows:

>

Z

Problem 1. Let the input and output data of the healthy plant (i.e., plant G with f = 0) and y > 0 is available. Compute
the fault estimate f such that

min sup J(y) <0, 4)
f w
where the cost function J is defined by
p—1
J(r) 2 Y @l 210 - y*wil]"wil)), (5)
1=0

85UB01T SUOWIIOD aAIERID 9|cedjdde 8y} Ag peusenob 8. Sao1Le YO ‘8sN JO S3|nJ 4oy Akeiqi]8uluQ 3|1 UO (SUOTIPUOD-PUe-SLLBI W0 A3 | 1M AJe.d 1[eu 1 [Uo//:Sdny) SUORIPUOD pue Swie | 81 89S " [#20z/70/2T] Uo Aklqiauliuo As|IM ‘Mepue-Uueinefsies e ISIBAIUN SYISIULDS | 8UdSIZ[eld-pueluyy Ag 9995°0UI/Z00T OT/I0P/LI0D A8 | 1M Afeiq Ul uo//Sdny WOy pepeojumod ‘ST ‘TZ0Z ‘6£2T660T



SALIM ET AL. W ILEY 6995

where p denotes the finite-horizon length.

The estimated fault f is then used to generate a corrected outputy — f to compensate the effect of the sensor fault f on
the faulty output y.

The fault-tolerant controller can now be obtained by solving a data-driven H,, control design problem: given the input
data and corrected output and y. > 0, determine the control sequence u such that the || T; /||« < 7c, Wwhere r € R is the
reference signal. Solving this control problem results in a controller that achieves some predefined control objectives. We
now introduce a performance measure z, for control purposes as

A |3
e =
Zu

where Q, and Q, are appropriate proper stable transfer function matrices.
We can now formulate the sensor FTC problem as a minimax H-optimization problem in a data-driven setup as
follows:

(6)

Q.- -f)
Quu ’

Problem 2. Given input data and the corrected output data and y, > 0, find the control u such that

min sup Jo(v:) <0, 7
where the cost function J, is defined by
i1
Jere) 2 Y @l ze[l] = y2ril) " rill). ®)
1=0

Here, i, denotes the finite-horizon length.

The solutions of the Problems 1 and 2 are discussed in Section 3. These solutions are based on a subspace predictor
proposed in References 10,11. We next provide an overview of the subspace predictor-based design methodology.

2.1 | Subspace predictor-based design

The main purpose of a subspace predictor is extrapolation of future plant I/O behaviour from past I/O data to solve
Problems 1 and 2. The subspace predictor design methodology is described as follows: Let Z, 6, and ¢ represent present,
past and future time indices, respectively. If we are given with the future inputs {ﬁ}?ﬂ_1 and the past data Ay[7], then
the subspace predictor design problem is to determine Y,,, Y, to estimate the future output

FYo,r = Yuhol£1+ Yul}S, . ©)
where i is the horizon of prediction and
S f—p
u
noter 2 |Wea 10)
i

Suppose that the input-output data from the following fault-free system without disturbance

x[Z + 1] =Ax[Z] + B u[Z] + e[£] an
y[Z] = C x[£]+ D ul[£] + I[7],
is available as follows:
(@)1 Y- (12)
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In order to determine Y,,, Y,,, we arrange (12) in the form of the following Hankel matrices:
o=@, @y o @hL] ve=[me, 5 o 5]
vp=a,, @t @] = e e (13)

wherej = N — 2p + 1. We aim at finding a predictor that optimizes the j prediction problems simultaneously in the least
squares sense. The solution can be obtained by minimizing the following norm:

2
oy Ag
! AR I | §
where

Ag 2 lU"] . (14)

For finding Y,, and Y, the QR decomposition can be employed as follows. First, the following QR-decomposition is
computed:

Np Rin O 0[O
U¢ ZRTQTZ Ry Ry 0 Q2> (15)
Yy R3; Rz Ra3|| Qs
then
Ru 0]
Y=Y Y=[Rn Ry - (16)
Ry Rx

In the subspace predictor design methodology presented above, the disturbance effect is not considered, but in this
article, we assume that the data is collected from the system affected by disturbance. Then, an estimate of future output
can be modified as

{5;};+p_1 =Y, Ag[£] + Yu{ﬁ}§+p_l + Yd{d}§+p_1.

Note that we do not explicitly require to determine Y4 because the effect of Y 4{ d }? Ly CaN be attenuated by tuning a
certain transfer function matrix, which will be explained in the following section.

3 | MAIN RESULTS

This section proposes a solution to the estimation and control problems, that is, Problems 1 and 2, respectively, based
on the subspace predictor-based algorithm introduced in Section 2.1. Figure 2 shows the setup for data-driven H,, fault
estimator. The future output estimate y, in Figure 2 is generated by the subspace prediction algorithm using the input
and output data from the healthy system, whereas the signal f in Figure 2 is generated by the fault estimator unit by
minimizing the combined detection measure z. To this end, the transfer function matrices Q, Qf, and Qg are assigned
to represent the fault estimation objectives. €, is usually a low pass filter. By tuning Qg, the effect of disturbance, mod-
eled by YqDy on fault estimate f , is attenuated. The transfer function matrix Q; is usually a diagonal matrix used for
tuning the amplitude of the estimated fault. Larger Q leads to a smaller amplitude for the estimated fault and vice
versa. The transfer function matrices Qq, £, and Qf can be written in the following minimal realization state-space
form:
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FIGURE 2 Data-driven fault estimator

Q, - Xq[€ + 1] = Ag x4[£] + By d[7]
N @] = €y xg[£] + Dy di]

xf[€ +11 = Ap x¢ (€] + By ([€1 = yul£1 = d'[£])
Q1 3 fI€1 = Cr x[£]+ Dy W11 = yul£1 = d'[£])

A

zalZ]1 =f1£] - f17]

0, . 4 T+ =4 x17] +AB]; fle1
77\ g121 = G 511+ D; JI2).

WILEY—%~

a7

(18)

19

As shown in Figure 3, the output of fault estimator unit, that is, f‘ is used to correct the system’s output. The corrected
outputy — f , and the input u are then used by controller unit to generate the signal u in order to satisfy control objectives
by minimizing z.. To this end, the transfer function matrices Q, and Q, are assigned. €, is usually a low pass filter. On
the other hand, Q, is usually chosen a high pass filter. The transfer function matrices Q, and €, have following minimal

realization state space form:

A~

Q. X[¢ +11 = A, x,[£]+ B, [r[£] — G1£1 = f1£D)]
zrl€1 = Cr x:[£]+ Dy (r[€] = WI€] = fIZ]),

) xul? + 11 = Ay xu[€] + By ul?]
Zul?] = Cy x,[£] + Dy ul?].

Gathering the I/0 data from (7)-(19), we arrive at

{d'}, 1 = Taxal€] + Ha{ib},,
=7 _ Y
G prpr =Tl + Hy Af}
(2a)),,0 = Tpgl21+ Hpi9Y,, | = Hpxal£] = Ho{wY,, = HiYuho = {FY2,

12y, =Toal1+ H (7Y, — 9, — (Y,

{20y = Duxul €1+ Hu{d}, -

(20)

€3]

(22)

(23)

4

(25)

(26)
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FIGURE 3 Data-driven controller
Letting the subscript j denote f, d, f , 1, and u, I'y’s in Equations (22)-(25) are given as
G
G A
I = (27)
o pr-l
G 4

Letting the subscript o denote f, f, r, u, H,’s in Equations (22)-(25) are given as

D, 0
C, By D,
H, = Co Ao By C, B, D, 01,
CoA"?B, C,A’>B, .. CyB, D,

and the lower triangular Toeplitz matrix Hy in (22) are given as

Dd ]Cz 0
Ca Ba K Dy K, 0
Hd = Cd Ad Bd ]Cz Cd Bd ]C2 Dd ICZ

Cy Ag‘z By K, Cy A§‘3 Bi Ky ... CyByiK, Dyk,
Let us define
H, £ Hf Hy+ Hy Y, Ky,

where K, is a diagonal matrix with £; elements on its original diameter.
The following lemma will be useful in proving our main results.
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Lemmal. 24If M;!and M;l exist, then

lMl MZ] - _ l (M, — MoM; M) —(M, — MMM )‘1M2M3‘1] | 08)
M] M, —(M3 — MIM;*Mp)~'MIM;? (M3 — MIM;*M,)™!
Note that (28) can be written as
-1
[0 I] L]\\/I/[; XZ] = (M — M]M;'My)™" [—M;,FMI‘1 I] : (29)
2 3

Now we are ready to provide our main results.

Theorem 1. Let the input data u and the output data y from the healthy plant (i.e., plant G with f =0), for times
£—p,..,0—2,¢—1,areavailable. Then an H, fault estimator, satisfying (4), is given by

— - T - -
~H,(H,, Hy — y*I)""HHy + Hy y
H(HLH,, — y2 D™ HEHp Y — HiYo | | Agl£]
= Uy + Qp — Hy(HyH,y — y*D7 Hy)™ | Hw(HyHy — D HyHiTa = HTa | | x4l27 |- (30)
- W(H;,I;Hw - 721)_1HvTva + Ff Xf[l/ﬂ]
T,
| ~H J 1t
provided that
HyH, — Hy(In, + Q) 'Hy < L. (31)

Proof. Let the input and output data from the unknown healthy plant (i.e., plant G with f = 0) and y,, extrapolated by a
subspace predictor, are available. Substituting (23) and (24) into (3) yields

e lzd] ~ l—Hf Ty x4[£] + T x;[£] — Hy w—Hy Y,y Ag + Hy y— f )
% (21 + H; f
Substituting (32) into (5) results in
J=8"MSs, (33)

where

T
s=[w' FT oy AT xlel xlel xgler]

(0T H,—-y2  HT  -HTH, HIH/Y, HIH Ty -HIT} 0 |
H, Lyi+Q  —Hy Hr Y, Hy Ty Ty HfT I;
~H[ H, ~H{ Qr —-Qr Yy -Qr Ty H[ Ty 0
M2 YL HfT H, YL HfT YL YLQrYw YLQry -Y] HfT ry o0 |,
rQH Hy  TygHl -TjQ TgQY, TyjQle -TgH[Ty 0
~I{ Hy -7 fH -ITH Yy -TfHTa T[Ty 0
I 0 FfT H; 0 0 0 0 rfT I}
Q & H/Hy,
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where ¢ stands for f, d, and f’ . Therefore, the Problem 1 boils down to
min sup ST M S <0. (34)
Fow
Then f and w in (34) can be had by solving
L,

which yields

-1
lw]_lHﬂHw_sz HT ] HyHp —HLH Xy —HyHTe H{T; 0| -

fopt HW Infp + Qf” Hf _Hf Yw _Hf I_‘d Ff —HfT Ff

Next f opt €an be written as (30) using (29).
The sufficient optimality condition demands that ngp eigenvalues of the Hessian matrix

027 _ HI H, -y HI A M, M,
- lW] H, Iny + Q; M M;
v

must be positive and remaining (ny + nq + n,)p eigenvalues must be negative.!* Using Schur decomposition, the Hessian
matrix can be written as

62] = FT Ml - M2M3_1M2T 0 r
w 0 M;
92
v
where
I 0

I'= —1agT

MM, I

For maximization over w and minimization over f, nyp eigenvalues of the matrix

M, -M,M;'MI 0
0 M;

must be positive, and the remaining (n; + nq + ny)p eigenvalues must be negative. Since M3 > 0, and M; € R"”"?,
therefore, M; — M,M;'M, < 0, which gives us
Hy Hy = Hy, (I, + Q)™ Hw < 7* L.

This completes the proof. n

Theorem 2. Let the input data u and output data y from the faulty plant G, reference signal v, and the fault estimateffrom
Theorem 1 are available. Then an H, controller, satisfying (7), is given by
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aTQ, Y | [Adde)

Ut = —(Y2 Q. Yu+ Q)Y (-YI(2 Q.+ D HI TT | | x.[£] (36)
(H; Tw)” xu[£]

Q2@ -y D7

provided that

Ve > Femm 2 VJAQ7 + Yy Q71 YD) LI, 37)
where

Uopt 2 (WY, - (38)

Proof. Let the input and output data from the unknown faulty plant G and the fault estimate f” from Theorem 1 are
available. Substituting (25) and (26) into (6) yields

e 7] 2 He =H, Yy -H Y, I+ 0 (39)
Zu 0 H, 0 0 Tu

Substituting (39) into (8) results in

J=STMS, (40)
where
T
S= | wT AdeT wiel wiel]
Qr— 7’c21 -Qr Yy -Qr Yy H,T I, 0
- Yg Qr YE Qr Yu + Qu Yzf Qr Yw _YZ; H;:F Fr H]f Fu
M2|-Y{Q YiQY, Y,QY, YLH'T, 0 [
F;T Hr _FZ Hr Yu _F;T Hr Yw Qr 0
0 rl’ H, 0 0 Q.
Q; = H;Hy,

where ¢ stands for r, u. It should be noted that {y};+p—l - {f }?er_l is a new output vector that should be replaced by (9)

to obtain the result of Theorem 2. Then, the Problem 2 boils down to

minsup ST M S <0. (41)
u

r

Then u and r in (41) can be had by solving

which yields
-1 Ay[?]
r|_ Qr— yczI -Qr Yy Qr Yy —H,TF, 0 X [£] (42)
uopt _YLTt Qr Y,TJ Qr Yu + Qu _YZQrYw YZHrTFr _Hlf 1—‘u xr[f]
u
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Next u,p; can be written as (36) using (29). The sufficient optimality condition demands that mp eigenvalues of the
Hessian matrix

()2] _ Qr - chI _Qr Yu A Ml M2
- H “YEQr YL QrY,+Qu MI M
u

must be positive and remaining n,i eigenvalues must be negative.!* Using Schur decomposition, the Hessian can be written
as

0%] 1T M; —MzMs_lM; 0 r
! S

02
u

where

I 0
I'=
M;'MI T

3

For maximization over » and minimization over u, mp eigenvalues of the matrix

M, - MoM;'M; 0
0 M;

must be positive, and the remaining n,p eigenvalues must be negative. Since M3 > 0, and M; € R™"*™?  therefore,
M, — MpM;'MI < 0, which gives us
Hy Hy — Hy, (I, + Q)™ Hw < y* L.

The proof is complete. [

The Algorithm 1 sums up the suggested methodology for data-driven H, sensor FTC system.

Algorithm 1. Data-driven H,, Sensor FTC Design

Gather the input and output data from the fault-free system G.
Construct Hankel matrices Uy, Yy, Uy, Y, as in (13).
Construct Ay as in (14).
Calculate Y,, and Y, using (16).
Select the transfer function matrix Q; (j symbolizes f, d, f 7, U).
Initialize x;[#] (j symbolizes f, d, f L F, ).
Calculate ypin using (31) and select y > ymin-
Calculate y;, using (37) and select y. > ¥emin-
for/=1- pdo
Form Ay[#] using (10).
Compute f[£] using (30).
Update x;[] (j symbolizes f, d, .
Take the measurement y[£] from the system G.
Correct the current system output measurement using f" [#] and compute y[£] — f [Z].
Compute Uy, for current time instant # using (36).
Update x,[£] and x,[Z].
end for

85UB01T SUOWIIOD aAIERID 9|cedjdde 8y} Ag peusenob 8. Sao1Le YO ‘8sN JO S3|nJ 4oy Akeiqi]8uluQ 3|1 UO (SUOTIPUOD-PUe-SLLBI W0 A3 | 1M AJe.d 1[eu 1 [Uo//:Sdny) SUORIPUOD pue Swie | 81 89S " [#20z/70/2T] Uo Aklqiauliuo As|IM ‘Mepue-Uueinefsies e ISIBAIUN SYISIULDS | 8UdSIZ[eld-pueluyy Ag 9995°0UI/Z00T OT/I0P/LI0D A8 | 1M Afeiq Ul uo//Sdny WOy pepeojumod ‘ST ‘TZ0Z ‘6£2T660T



SALIM ET AL. WILEY—L7"
4 | APPLICATION TO ROUV

In this section, we provide a practical application of our proposed algorithm to a ROUV. The ROUV has recently been a
benchmark system for studying fault detection and control design; see References 25-27.

In ROUYV, faults can occur in the depth sensor, ground speed sonar, altitude and frontal sonar, global positioning
system, vision system, baseline acoustic, compass, current meter, and vision system.?® A fault-tolerant scheme is strongly
motivated to safely recover the compromised ROUV because no choice is available for turning off the power or applying
some braking mechanism in case of a fault.

Next, we apply our Algorithm 1 to the steering subsystem of an ROUV. The discretized parameters of the steering
control subsystem, taken from Reference 26, are given by

-0.71 -0.09 -0.2 -0.005 0.5 0.5
2 0 0 0 0 0.5
x[Z+1] = x[Z]+ ulZ] + d[£] + e[?],
0 0.5 0 0 0 0.5
0 0 0.12 0 0 0.5
] = [o 01 o] X[E1+fI£]+ 9121, (43)

where x = [v,r, v, 8,]7, u = 8,4,y = v; v is the absolute position in Y plane, r is the angular velocity in Z plane, y is the
orientation with respect to Z plane, §, and §,4 are the actual and demanded deflection of the rudder in degrees, respectively.
The I/0 measurement data is obtained from the fault free systems (i.e., system (43) with f = 0) with sampling rate 100 Hz,
i =30,and N = 1059. We choose the transfer function matrices as

Qq=—1 _ o=
(0.1s + 30) (0.65 + 10)
Q=1 Q=—9 o -0%Is+005
/ 10s + 0.01 55+ 250

which are discretized when applying Algorithm 4.1.

Figure 4(A) shows that the fault f happens between the samples 2000 and 2600, and the disturbance, d, occurs between
the samples 1000 and 1300. Equation (31) is satisfied for y > 0.2. Therefore, we choose y = 0.7 to achieve the fault detec-
tion objectives. Equation (37) is satisfied for y. > 0.5. Therefore, we choose y. = 0.8 is to achieve control objectives. We
choose a step function as a reference input. Figure 4(B) shows the fault estimate. As shown in Figure 4(B), the estimated
fault is in good agreement with the fault that occurred.

5r » . 5
(A) (B)
4t 4r
!
- = -disturbance
3r |
2
2 |
1r ]
1 L R 4
Lo 0 L-uwm
1 1
1 1
O | 1 n _l L ! L 1 i
0 1000 2000 3000 4000 0 1000 2000 3000 4000
sample sample

FIGURE 4 (A)Fault and disturbance signals and (B) the estimated fault f
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3r T : -
(B)
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0 1000 2000 3000 4000 0 1000 2000 3000 4000
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FIGURE 5 (A) The faulty system output and (B) the fault-tolerant control system output
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FIGURE 6 (A)Reference tracking error and (B) the control input u

Figure 5(A) shows the output of the faulty system. It can be observed in Figure 5(A) that the effect of disturbance and
fault persists on the output. Figure 5(B) shows the output of our proposed FTC system. It is evident from Figure 5(B) that
the effect of disturbance and fault on the output is almost eliminated and good reference input tracking is obtained.

In Figure 6(A), the tracking performance and robustness of the FTC system against fault and disturbance are demon-
strated. As evident from Figure 6(A), the error is approximately equal to zero most of the time; its amount is limited when
the fault and disturbance occur. Figure 6(B) shows the control effort. It can be observed in Figure 6(B) that the control
effort is reasonable.

Figure 7 shows the effect of choosing €, on the output of our proposed FTC system. In this figure, the output of the

FTC system is plotted for three different choices of g, that is, Q4 = Qiz = 10 As shown in

(0.15+100)° Qq; = 1)’ = 10s+1)

Figure 7, Q4 can be tuned effectively to reduce the effect of disturbances on the output.

Model-based fault estimation and accommodation of ROUV subject to sensor faults have been studied in Reference
26. However, the complex modeling process poses difficulty in accurately determining the system parameters, or find-
ing them may be expensive. By contrast, our method is data-driven and it does not require information about the system
parameters. Moreover, our application also covers reference tracking and reasonable control effort that were not consid-
ered in Reference 26. It can also be observed from [ 22, figure 5] that between samples 2000 and 2600, the SFDC approach
based on subspace identification proposed in our recent work is not tolerant to faults. However, it can be seen from
Figure 5(B) that the effect of fault is eliminated. Therefore, the FTC problem proposed here is robust against sensor faults.
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0 1000 2000 3000 4000
sample

FIGURE 7 The effect of Q; on the fault-tolerant control system output

Note that our method is based on the subspace identification algorithm, which requires a large set of data samples. It
also requires the data to be ergodic, and input and noise to be independent to remove the effects of noise; as evident from
Figures 4(B), 5(B), and 6(A) that the effect of noise is attenuated on the estimated fault, the FTC output, and tracking
error, effectively. Fortunately, in modern practical systems, a large amount of data is usually available due to increasing
computational resources, so obtaining a large dataset is not a hurdle. For applying our algorithm to practical applications,
it is also required that the input signal is persistently exciting.

5 | CONCLUDING REMARKS

The article proposes a data-driven sensor FTC system using linear subspace predictors. The sensor fault estimation
problem is formulated in an H,, setting, where the fault estimate is considered a virtual control input. The subspace
predictor estimates the healthy plant output from experimental I/O data to solve the fault estimation problem. The sen-
sor fault estimate is then used to generate a corrected output for FTC purposes. The FTC output is obtained using the
corrected output and satisfying some control objective in an H,, based control setup.

Since the data-driven FTC problem is formulated as an H,, control problem, the proposed fault estimation and FTC
schemes guarantee robustness against disturbances, and they can eliminate false positive alarms of detecting distur-
bances instead of faults. The proposed method has less overall complexity than other data-driven methods because it
does not require generating a residual for fault detection and provides a simpler algorithm that is easy to implement.
Therefore, our proposed method is better suited for practical applications in terms of implementation and robustness
guarantees.

The methodology proposed in this article, nevertheless, has some limitations. First, the input signal needs to be persis-
tently exciting. Second, the proposed method applies only to LTI systems. Therefore, a nonlinear system must be excited
so that its linearization is valid around an operating point, and the amplitude of the input signal should be small enough
to ensure that it may not change a certain chosen operating point to another.

We plan to extend the proposed data-driven FTC problem to cover the actuator and component faults. Extending the
proposed method for nonlinear systems also seems an interesting future research direction to explore. We also aim at for-
mulating the data-driven fault estimation and fault-tolerant problems in a mixed H,/H, setting to guarantee robustness
against both disturbance and noise.

CONFLICT OF INTEREST
The authors declare that they have no conflicts of interest to this work.

DATA AVAILABILITY STATEMENT
No data is available.

ORCID
Saeed Ahmed ©© https://orcid.org/0000-0001-9545-9313

85UB01T SUOWIIOD aAIERID 9|cedjdde 8y} Ag peusenob 8. Sao1Le YO ‘8sN JO S3|nJ 4oy Akeiqi]8uluQ 3|1 UO (SUOTIPUOD-PUe-SLLBI W0 A3 | 1M AJe.d 1[eu 1 [Uo//:Sdny) SUORIPUOD pue Swie | 81 89S " [#20z/70/2T] Uo Aklqiauliuo As|IM ‘Mepue-Uueinefsies e ISIBAIUN SYISIULDS | 8UdSIZ[eld-pueluyy Ag 9995°0UI/Z00T OT/I0P/LI0D A8 | 1M Afeiq Ul uo//Sdny WOy pepeojumod ‘ST ‘TZ0Z ‘6£2T660T


https://orcid.org/0000-0001-9545-9313
https://orcid.org/0000-0001-9545-9313

7006 Wl LEY SALIM ET AL.

REFERENCES

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Khosrowjerdi MJ, Barzegary S. Fault tolerant control using virtual actuator for continuous-time Lipschitz nonlinear systems. IntJ Robust
Nonlinear Control. 2014;24(16):2597-2607.

Jin X. Adaptive fault tolerant control for a class of input and state constrained MIMO nonlinear systems. Int J Robust Nonlinear Control.
2016;26(2):286-302.

Ichalal D, Marx B, Ragot J, Mammar S, Maquin D. Sensor fault tolerant control of nonlinear Takagi-Sugeno systems. application to vehicle
lateral dynamics. Int J Robust Nonlinear Control. 2016;26(7):1376-1394.

Mhaskar P, Gani A, Christofides PD. Fault-tolerant control of nonlinear processes: performance-based reconfiguration and robustness.
Int J Robust Nonlinear Control. 2006;16(3):91-111.

He X, Wang Z, Liu Y, Qin L, Zhou D. Fault-tolerant control for an internet-based three-tank system: accommodation to sensor bias faults.
IEEE Trans Ind Electron. 2017;64(3):2266-2275.

Zhao Z, Yang Y, Ding SX, Li L. Fault-tolerant control for systems with model uncertainty and multiplicative faults. IEEE Trans Syst Man
Cybern Syst. 2020;50(2):514-524.

Khalili M, Zhang X, Polycarpou MM, Parisini T, Cao Y. Distributed adaptive fault-tolerant control of uncertain multi-agent systems.
Automatica. 2018;87:142-151.

Zhao K, Song Y, Shen Z. Neuroadaptive fault-tolerant control of nonlinear systems under output constraints and actuation faults. IEEE
Trans Neural Netw Learn Syst. 2018;29(2):286-298.

De Persis C, Tesi P. Formulas for data-driven control: stabilization, optimality, and robustness. IEEE Trans Autom Control.
2020;65(3):909-924.

van Overschee P, de Moor BL. Subspace Identification for Linear Systems: Theory Implementation Applications. New York, NY: Springer;
2012.

Woodley BR, How JP, Kosut RL. Subspace based direct adaptive H , control. Int J Adapt Control Signal Process. 2001;15(5):535-561.

Yin S, Wang G, Karimi HR. Data-driven design of robust fault detection system for wind turbines. Mechatronics. 2014;24(4):298-306.
Wang K, Chen J, Song Z. Data-driven sensor fault diagnosis systems for linear feedback control loops. J Process Control. 2017;54:152-171.
Zhao W, Liu H, Lewis FL. Data-driven fault-tolerant control for attitude synchronization of nonlinear quadrotors. IEEE Trans Autom
Control. 2021. https://doi.org/10.1109/TAC.2021.3053194

Wang J-S, Yang G-H. Data-driven output-feedback fault-tolerant compensation control for digital PID control systems with unknown
dynamics. IEEE Trans Ind Electron. 2016;63(11):7029-7039.

Wang J-S, Yang G-H. Data-driven output-feedback fault-tolerant control for unknown dynamic systems with faults changing system
dynamics. J Process Control. 2016;43:10-23.

Li Z, Yang G-H. A data-driven fault-tolerant control design of linear multivariable systems with performance optimization. ISA Trans.
2017;70:200-208.

Gao J, Yang X, Li L, et al. Recursive subspace-based predictive control and its application to fault-tolerant control. IFAC-PapersOnLine.
2018;51(24):696-702.

Wang X. Active fault tolerant control for unmanned underwater vehicle with sensor faults. IEEE Trans Instrum Meas.
2020;69(12):9485-9495.

Boem F, Gallo AJ, Raimondo DM, Parisini T. Distributed fault-tolerant control of large-scale systems: an active fault diagnosis approach.
IEEE Trans Control Netw Syst. 2020;7(1):288-301.

Riverso S, Boem F, Ferrari-Trecate G, Parisini T. Plug-and-play fault detection and control-reconfiguration for a class of nonlinear
large-scale constrained systems. IEEE Trans Autom Control. 2016;61(12):3963-3978.

Salim M, Khosrowjerdi MJ. An H,, approach to data-driven simultaneous fault detection and control. IMA J Math Control Inf.
2016;34(4):1195-1213.

Chen J, Patton RJ. Robust Model-Based Fault Diagnosis for Dynamic Systems. New York, NY: Springer; 1999.

Ding SX. Integrated design of feedback controllers and fault detectors. Annu Rev Control. 2009;33(2):124-135.

Dyda AA, Oskin D, Longhi S, Monterit A. A variable structure system control and its application in underwater vehicles.
IFAC-PapersOnlLine. 2017;50(1):7019-7026.

Du D, Cocquempot V. Fault diagnosis and fault tolerant control for discrete-time linear systems with sensor fault. IFAC-PapersOnLine.
2017;50(1):15754-15759.

YanJ, GaoJ, Yang X, Luo X, Guan X. Tracking control of a remotely operated underwater vehicle with time delay and actuator saturation.
Ocean Eng. 2019;184:299-310.

Antonelli G. A survey of fault detection/tolerance strategies for AUVs and ROVs. Springer Tracts in Advanced Robotics. Berlin/Heidelberg,
Germany: Springer; 2007:109-127.

How to cite this article: Salim M, Ahmed S, Khosrowjerdi MJ. A data-driven sensor fault-tolerant control
scheme based on subspace identification. Int J Robust Nonlinear Control. 2021;31:6991-7006. https://doi.org/10.
1002/rnc.5666

85UB01T SUOWIIOD aAIERID 9|cedjdde 8y} Ag peusenob 8. Sao1Le YO ‘8sN JO S3|nJ 4oy Akeiqi]8uluQ 3|1 UO (SUOTIPUOD-PUe-SLLBI W0 A3 | 1M AJe.d 1[eu 1 [Uo//:Sdny) SUORIPUOD pue Swie | 81 89S " [#20z/70/2T] Uo Aklqiauliuo As|IM ‘Mepue-Uueinefsies e ISIBAIUN SYISIULDS | 8UdSIZ[eld-pueluyy Ag 9995°0UI/Z00T OT/I0P/LI0D A8 | 1M Afeiq Ul uo//Sdny WOy pepeojumod ‘ST ‘TZ0Z ‘6£2T660T


https://doi.org/10.1109/TAC.2021.3053194

