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“The reasonable man adapts himself to the world. The 

unreasonable one persists in trying to adapt the world to himself. 

Therefore, all progress depends on the unreasonable man.” 

George Bernard Shaw (Aphorisms to Man and Superman) 

 

 

 

 

 

“Maybe it's a dream, maybe nothing else is real 

But it wouldn't mean a thing if I told you how I feel.” 

Lyrics, “Bad Apple!!” by Masayoshi Minoshima 
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Chapter 1: General Introduction 

Following the roots of their discipline, psychologists have been intrigued by 

the way humans perceive and interact with the world around them. The field has 

been trying to understand and classify human behaviour since its inception around 

150 years ago. From the beginning, psychological experiments relied on technology 

to present stimuli and measure reaction times, such as the tachistoscope and 

myographs employed by Wilhelm Wundt’s laboratory of experimental psychology in 

the second half of the 19th century (see Mandler, 2011, for a detailed overview). 

Briefly after, scientists began trying to measure eye movements, first with invasive 

mechanical setups, which were slowly replaced in the late 1940s with the first 

head-mounted eye-trackers (Cognolato, Atzori, & Müller, 2018).  Since these 

humble beginnings, experimental psychologists and behavioural scientists have 

worked with increasingly complex devices on their quest to better understand the 

human behaviour and human cognition. Over time not only have the experimental 

settings grown more sophisticated (Brown, Reeves, & Sherwood, 2011), the speed 

with which technological advancements have been invented and adapted has been 

increasing. Gordon Moore predicted in 1965 that the number of components in an 

integrated circuit doubles roughly every two years (Moore, 1965; 1998). In what is 

often referred to as “Moore’s Law” the number of components per circuit, which is 

closely related to the computing power, doubles every two years – in common 

understanding the assumption is that computers become twice as powerful every 

two years. Over the last 60 years since Moore’s prediction technology has advanced 

in many ways with devices becoming smaller and more powerful, leading to 

wearable electronics in the modern age. For scientific research this progress has 

allowed experimenters to not only collect data such as skin conductance using 

small or even remote devices (Hoogeboom, Saeed, Noordzij, & Wilderom, 2021) but 

in some cases to leave lab settings behind and expand studies to the outside world, 

for example to investigate natural gaze behaviour in crowds (Hessels et al., 2022). 

The technological progress has not halted and at the time of writing virtual reality, 

augmented reality and mixed reality are all used in educational research, while still 

considered emerging technologies (Xiong, Hsiang, He, Zhan, & Wu, 2021) – which 

they have been for a long time. This stands in contrast to other emerging 

technologies such as mobile phones and home computers which became everyday 

utility devices.  
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The technological progress has become nigh omnipresent in our daily lives 

over the last 20-30 years. With the rise of the internet and the ever-increasing 

connectivity of humans not only with each other, but also with machines and 

devices. Machines have a previously rarely seen capability to influence behaviour 

and create entire careers and lifestyles - not just for a select few, but for the 

majority of the global population. In 2022, around 88,1% of households in Germany 

had access to at least one smartphone and 92% of households at least one 

computer (Federal Statistical Office, 2022), making these devices near ubiquitous 

for many people.  

Can these devices be used to facilitate our ability to interact with and learn 

in an increasingly complex world? Young people who are trying to find their place in 

this world often feel overwhelmed by the sheer number of choices to make – which 

school to pick, which careers are there, which job do I want to learn – these are but 

some of the crucial questions which can lead to a lot of pressure on the individual 

(Lüdtke, Roberts, Trautwein, & Nagy, 2011; Chen, Liu, & Wen, 2023).  

Information technology such as computer-based learning and, by an extend, 

social media often played and plays a role in different aspects of people’s lives, 

including education. Research into social media has shown that it can be used to 

increase the connectedness and engagement as well as reduce isolation (Lee, Jang, 

Pena-y-Lillo, & Wang, 2020). For university students, there has been evidence by 

Phuthong (2021) that the capability for collaboration and perceived enjoyment can 

predict the use of social media as learning platforms. Freina and Ott (2015) see 

potential for integrating modern technology such as virtual reality into traditional 

education settings, a sentiment with has been by other work groups, especially in 

combination as a form of blended learning (Dziuban, Graham, Moskal, Norberg, & 

Sicilia, 2018). On the less positive side, a meta-analysis by Marino and colleagues 

(2018) compiled evidence for a significant correlation between social media use and 

personal distress. Social media is also used for educational purposes, where it 

provides learners with additional opportunities through courses and materials 

(Huang, Spector, & Yang, 2019) and prepares learners by training them in skills 

such as remote collaboration and effective communication which became a 

necessity through the Covid-19 pandemic (Bonsu, Bervell, Armah, Aheto, & 

Arkorful, 2021). The educational potential for virtual reality lies more with the 

possibility to individualize learning experiences for each learner as well as engaging 

them more in the learning process (Bacca, Baldiris, Fabregat, Kinshuk, & Graf, 

2015). While information technology has revolutionized the way learners can access 
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and interact with educational material, it has also become clear that teachers and 

educators need to be trained to deal with these changes in the educational 

landscape (Burbules, 2016; Ichou, 2018).  

With an increasingly technology-driven world, educational institutions are 

also confronted with several major challenges. Over the last decades the number of 

children who got diagnosed with learning disabilities has increased dramatically, 

which led to a greatly increased demand for individual care and support in the 

school system (Grigorenko et al., 2020). In the same timeframe, most countries in 

Europe have seen a shift in the educational preferences of young people with less 

people pursuing a vocational career and more young students enrolling in 

universities. In Germany, the number of young people in vocational education 

program decreased by nearly 15% over the last decade (Statistisches Bundesamt, 

2023a) while number of students enrolling in university has increased from 230000 

in 1998 to 398000 in 2022 (Statistisches Bundesamt, 2023b).  Along this shift there 

has been growing need from the job market for highly specialized and well-trained 

students, which led to increased social inequality in education (Kromydas, 2017). At 

the same time, technology also holds the promise of opportunity, potentially also to 

decrease this inequality - if embedded properly within the educational system for 

everyone (Ichou, 2018). In some areas of education, virtual reality has begun to 

transform the educational process of vocational students (Freina & Ott, 2015) and 

medical students (Ekstrand, Jamal, Ngyuen, Kudryk, Mann, & Mendet, 2018), while 

some areas such as collaborative learning is still in its infancy (Bower, Lee, & 

Dalgarno, 2016). Martín-Gutiérrez and colleagues (2017) described virtual reality’s 

high potential for inclusiveness of people with disabilities by creating accessible 

experiences. However, VR also still has shortcomings such as the lack of specialized 

educational content in many fields (Jensen & Konradsen, 2018) and availability 

issues due to the cost of acquisition and maintenance of the equipment (Martín-

Gutiérrez, Mora, Añorbe-Díaz, & González-Marrero, 2017).  

In front of this challenging landscape, the present work seeks to investigate 

ways to utilize emerging technology, mostly in form of virtual reality for their use in 

vocational educational contexts to enable as many people as possible to develop 

their potential. Since the technology is still in its infancy, a multi-angle approach 

was used: To start, different input methods will be compared in a classic lab-based 

study using a tablet with different input methods (Rodriguez et al., 2019). In recent 

years, there has been an increased focus on input methods especially in the field of 

human-computer interaction, and VR offers a particular range of interaction 
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through stimulating different sensory modalities (Dede, 2009). Study 1 aimed to lay 

the foundation for further research in the working group by investigating multiple 

modalities and placed the focus on the issue of comparability, which is often raised 

as shortcoming in educational research (Rickinson, 2001; Göransson & Nilholm, 

2014; Buchner, Buntins, & Kerres, 2022). 

The next two papers discussed in the present work are focussing on 

vocational education. In order to design adequate educational content, it is 

important to first understand the needs of the learners, e.g. by mapping their daily 

work demands to tailor educational content towards the learner. Study 2 aimed to 

investigate the demands construction workers face in their vocation via interviews 

and surveys (Rodriguez, Spilski, Hekele, Beese, & Lachmann, 2020). Construction 

work involves heavy physical labour as well as cognitive demands, and those 

demands need to be adequately represented and addressed in the development of 

suitable educational material (Kim et al., 2020). Study 3 takes a different approach 

to investigate the vocational education of car mechanics. Instead of interviews 

however, the aim of study 3 was the comparison of different presentation modalities 

for educational material (Hekele, Spilski, Bender, & Lachmann, 2022). As one of two 

virtual reality papers included in the present work it utilized instructional videos as 

a method to convey knowledge in either a 2D or 3D space with the goal to 

investigate the potential added value of virtual reality to video-based education. 

The last study which is part of this work was fully based within a virtual 

environment. In study 4 the focus was put on the effect of audio cues and noise in 

virtual reality and its suspected impact on correlates of task performance 

(Meghanathan, Ruediger-Flore, Hekele, Spilski, Ebert, & Lachmann, 2021). The 

underlying goal was related to study 1 and 3, but instead of comparing different 

input or presentation modalities, study 4 investigated differences in task 

performance based on the amount of distraction within the virtual environment. 

The control over the visual and auditive input which VR-based technology can 

provide is seen as a major advantage of the technology in both experimental 

(Blascovich et al., 2002) and educational settings (Dede, 2009), but in future VR 

applications such as collaborative learning environments (Bujdosó, Novac, & 

Szimkovics, 2017) noise and other distractors are predicted to play a similarly 

major role to noisy learning environments in the “real” world (Ruotolo et al., 2013). 

After each paper is discussed individually, a larger picture of the overall research 

will be drawn and discussed in conjunction with an outlook for future prospects of 

VR applications in educational research.  
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Chapter 2: Literature Review 

 2.1. Demands in learning and work environments 

  2.1.1 Task-specific demands and cognitive load 

Since the early days of the 20th century, researchers have been interested 

into factors which determine learning outcomes as well as factors which influence 

individual task performance (Taylor, 1911). Research into working memory and by 

extension cognitive load as a road to predict task performance has been a focal 

point of as a route to understand human behaviour especially in a learning context 

for decades (Sweller, 1988). In more recent times it also seems to have taken a 

centre stage in behavioural research, with over 10000 papers published within the 

last five years (Retrieved August 7, 2023, from https://www.scopus.com/). The 

causes for this strong focus are diverse but can at least partially be attributed in 

the scientific endeavour to better understand what type of stimuli are impacting 

human performance and then designing e.g. learning material which is better 

suited for humans (Buchner, Buntins, & Kerres, 2022; Skulmowski & Xu, 2022).  

Buchner and colleagues (2022) gave a recent overview over the field of 

augmented reality research and concluded that the field suffers from several 

shortcomings. While there has been an increase in comparative research which 

compared the impact of different presentation media on learning outcome, the 

research is often focussed on the question whether AR works conceptually and 

therefore can more than not not applied to educational settings or replicated in 

general (Buchner, Buntins, & Kerres, 2022). For the field of virtual reality research 

in education, a review by Kavanagh and colleagues (2017) provided additional 

insights. They found similar issues for VR research and noted that many studies 

failed to build on pedagogical principles or by taking the needs of the learners into 

adequate account. Another shortcoming was the assumption of many reviewed 

articles that the mere inclusion of VR would increase learner motivation without 

additional work to ensure a better fit between the technology and the learner or the 

learning material (Kavanagh, Luxton, Reilly, Wuensche, & Plimmer, 2017). Without 

considering the needs of the many, the mere inclusion of additional technology 

doesn’t have the impact on learning which people have come to expect from new 

technology (Ichou, 2018; Buchner, Buntins, & Kerres, 2022). One way to investigate 

the effectiveness of educational material is investigating the task-specific demands 

in work environments (Fleishman & Reilly, 1995) or by measuring and 

understanding the mental workload on the individual learner (Sweller, 2020). 
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In educational research, mental workload or cognitive load is traditionally 

measured either through behavioural measures such as task accuracy or error 

rates (Sweller et al., 2011) or a variety of physiological measures, most prominently 

eye-tracking for continuous pupillometry (Krejtz, Duchowski, Niedzielska, Biele, & 

Krejtz, 2018) or fixations on relevant learning objects (Korbach, Brünken, & Park, 

2017). Additionally, questionnaires and interviews are often used to investigate the 

closely related concept of task complexity, such as the NASA Task Load Index (TLX, 

Hart & Steveland, 1988) or the Fleishman Job Analysis System (Fleishman & Reilly, 

1995; Kleinmann, Manzey, Schumacher, & Fleishman 2010). The goal of estimating 

task complexity and the resulting load on the individual has been of major concern 

for the design of educational material. The advent of virtual and augmented reality 

and with it the creation of virtual 3D learning environments are seen as a major 

step forward in engaging students in novel ways to boost motivation and learning 

outcomes (Rosedale, 2017). Another potential for VR-based education materials is 

its ability to break down visual concepts in new ways which will enable educators to 

creative more accessible and inclusive learning materials for students (Martín-

Gutiérrez, Mora, Añorbe-Díaz, & González-Marrero, 2017). 

In the present work the term “cognitive load” will be used along related terms 

such as task-specific effort, mental effort and mental workload to reflect the 

wording used in the papers which the present works aims to integrate. Since the 

overarching goal of this work is the investigation of technology on learning in 

vocational education partially on learning, it will broadly define cognitive load in 

accordance with the work of Sweller (1988) and colleagues (2011). At the very basis, 

the term refers to the mental effort and resources required to process information 

during a particular task (Sweller, 1988). Furthering our understanding of cognitive 

load processes is crucial as it can affect task performance, problem-solving and 

thus learning outcomes in both experimental and real-world settings. The existence 

of a theoretical framework of human cognitive processes could guide the design of 

instructional materials and improve the ability to learn (Sweller, Ayres, & Kalyuga, 

2011). In Sweller and colleagues’ (1998) cognitive load theory (CLT), the cognitive 

load of a task is viewed as a multi-faceted construct, out of which two will be 

introduced here. There is a source-specific component inherent to any task or 

material which is based on the complexity of the task’s information content as well 

as the interconnectivity of the information. This is referred to as intrinsic cognitive 

load and cannot easily be increased or decreased through external means such as 

different presentation modi (Sweller, 1988), but is dependent on the learner’s pre-
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existing knowledge. Intrinsic load will be lower for experienced learners compared to 

novices (Kalyuga, 2005) since conceptually, the more organized knowledge or 

expertise a learner holds over a chunk of new information or the more 

straightforward a learning task is presented, the less intrinsic load they should 

experience (Kalyuga, 2011). Learning materials, or any form of information, can be 

presented in different ways which will affect the learner’s performance – if the 

presented material is not explained properly, contains irrelevant information 

(Sweller, van Merriënboer, & Paas, 1998) or there are external distractors such as 

noise or other people speaking in the background (Choi, van Merriënboer, & Paas, 

2014), the extraneous cognitive load increases. From a practical point of view 

extraneous load should be minimized or at least reduced as much as feasible to 

ensure a smooth learning experience (Kalyuga, 2011). The present work is primarily 

concerned with different forms of presentation to understand the demands work 

tasks and educational materials have on workers’ and learners’ respective task 

performance. Therefore, while the framework by Sweller and colleagues (1998) is 

used as foundation, study 1-4 will refer to either “workload”, “demand”, or “load” 

which each mostly correspond to the construct of extraneous load or more directly 

to physiological measures such as pupil size or attention-based fixation. 

 

  2.1.2. Task performance in the context of learning and working 

From an early point in time, working memory research has shown that high 

cognitive load can result in lower task performance (see Baddeley & Hitch, 1974 for 

an overview). In Baddeley’s original theory of mental workload (Baddeley, 1983) this 

reduction in performance is mostly attributed to attentional limitations in the 

working memory which can be caused by a variety of factors, such as stress 

(Stawski, Sliwinksy, & Smyth, 2006), different facets of individual differences such 

as learning preferences or motivation (Plass, Kalyuga, & Leutner, 2010) or task 

difficulty (see Duchowski et al., 2018; 2020). The presence of multiple tasks (Croizet 

et al., 2004) or high perceptual load (Greene, Maloney-Derham, & Mulligan, 2020) 

can also result in lower performance when limitations of cognitive resources are 

reached. It should however be noted that a low task-intrinsic load does not equal a 

low task difficulty by itself, for example a simple mathematical task in a language 

the participant is not fully fluent in, while conceptually simple, will still lead to high 

cognitive load (Sweller, Ayres, & Kalyuga, 2011). The last point is important to keep 

in mind, especially for the presentation and creation of educational content and 
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tasks – while the learner’s attention might be captured by presenting information in 

novel ways such as displaying it in virtual reality, the content might get more 

difficult to process and thus lead to a higher (extraneous) workload and potentially 

worse learning outcomes (Croizet et al., 2004). Reversely, it also has been assumed 

that extraneous load can be reduced and learning outcome improved when task-

relevant information is gathered from collaborators instead of other sources 

(Kirschner et al., 2018). Virtual reality environments could allow researchers to 

control for differences in the lab environment by maintaining comparable 

experiment conditions independent from the location or research group, which 

should foster the establishment of standardized, beneficial learning environments 

(Armougum, Orriols, Gaston-Bellegarde, Joie-La Marle, & Piolino, 2019). In recent 

reviews, educational research using AR (Buchner, Buntins, & Kerres, 2022) or VR 

(Kavanagh, Luxton, Reilly, Wuensche, & Plimmer, 2017) currently falls short of this 

expectation for standardisation, but progress in more specialized fields is made.  

Ferdous and colleagues (2019) reported significantly higher learning outcomes in 

physiotherapy students who used augmented reality in conjunction with a learning 

strategy, compared to students who only learned using AR objects. In the same 

paper, the authors also conducted a comparative usability analysis between 

traditional teaching and a tablet-based visualisation learning intervention. This 

analysis revealed that, while participants preferred the tablet condition and believed 

it had a positive impact on their learning outcomes, it rather increased their 

cognitive load (Ferdous et al., 2019). The authors assume that this increased load 

might be due to an unexpected usability issue while using the tablet. This also 

highlights one of the difficulties many studies utilizing emerging technologies such 

as VR and AR face – due to their still “emerging” status there are no widely accepted 

standard formats yet and educators and researchers often have to rely on custom 

software. This problem spans across most sections of educational technology and 

was for example also identified for virtual reality by Jensen and Konradsen (2018), 

which will be discussed in more detail in chapter 3 and 5.  

Kirschner and colleagues (2018) bring a group aspect into cognitive load 

theory to bridge the gap from individual learning to collaborative learning. While 

learning traditionally includes several actors, such as an instructor or teacher and 

a learner, the authors pose that there is a necessary differentiation between non-

collaborative instruction and collaborative learning. Due to the resulting 

interdependence (Tomasello & Gonzalez-Cabrera, 2017) between the learners the 

influence of the instructor but also instructional environment becomes more 
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important. Research has highlighted some advantages, but also shortcomings in 

computer-based learning environments, such as difficulties to communicate with 

other learners (Kirschner et al., 2018) and lack of realism and limited interactivity 

(Zizza et al., 2018). Due to technological advances in virtual reality, fully virtual 

environments have become feasible also for educational uses. These environments 

allow for extensive customization and manipulation of both the world features as 

well as the avatar which represents the learner while they are immersed in virtual 

reality (Blascovich et al., 2002; Zizza et al., 2018). A big advantage of virtual 

environment is their customization which enables educators to better suit 

individual learners’ needs and ensure a good fit between learner and environment 

which in turn could improve learning outcomes. Newer models of virtual reality-

based learning such as the cognitive affective model of immersive learning (CAMIL) 

by Makransky and Peterson (2021) predict that higher levels of immersion, such as 

those commonly found in immersive virtual reality, should lead to improved 

learning outcomes compared to other forms of education.  

 

 2.2. Virtual Reality 

  2.2.1. Psychological Research in Virtual Reality 

Virtual reality has been described as the next disruptive technology as it has 

both technological impact and increasingly widespread availability to transform 

cultural and social activities as well as education (Freina & Ott, 2015; Rosedale, 

2017). The potential it holds for psychological research is also seen as very high as 

it enables educators and scientists to alter concepts by bringing them from “the 

abstract into the tangible” (p.14, Slater & Sanchez-Vives, 2016) 

One of the earlier, yet most influential research papers would be the work of 

Blascovich and collegues (2002). Two decades ago, they laid out an overview and 

potential use cases for immersive virtual reality for psychological research, 

discussing the impact of immersive virtual reality for social interaction and 

experimental setups set in virtual environments. The authors proposed a paradigm 

to use immersive virtual reality as a tool to reduce the trade-off between 

experimental control and realism (Blascovich et al., 2002). This trade-off has long 

been seen as a problem in the investigation of human behaviour since lab studies 

tend to place human subjects in highly controlled and thus artificial scenarios – 

whereas virtual reality allows for the same or even higher experimental control but 

combines it with higher ecological validity. Ex sito studies, which take place in the 
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“real world” are increasingly common in some fields of study with the advances in 

mobile technology, but often come with their own sets of drawbacks such as less 

experimental control (Hessels et al., 2022) and reduced validity and thus difficulties 

in replication (Brown, Reeves, & Sherwood, 2011). Blascovich and colleagues (2002) 

saw virtual reality as a solution to this trade-off as it allows researchers to maintain 

experimental control by controlling all aspects of the virtual environment.  

Simultaneously VR can allow more natural user behaviour (Piumsomboon, 

Lee, Lindeman, & Billinghurst, 2017) or can even go beyond what would be 

commonly accepted in reality (Kyriakou & Hermon, 2019). In the last five years, 

several additional sensors have been integrated into virtual reality HMDs, allowing 

for the simultaneous collection of eye-tracking data including fixation and 

pupillometry data (Clay, König, & König, 2019) as well as extensive movement data 

such as trajectories (Haar, Sundar, & Faisal, 2021). Furthermore, researchers have 

begun to combine VR setups with electroencephalography (Baceviciute, Terkildsen, 

& Makransky, 2021) and electromyography (Blana, Kyriacou, Lambrecht, & 

Chadwick, 2016) for both research and medical purposes. At the time of writing, 

most of these multimodal approaches rely on custom setups and are not 

commercially available. The exception is eye-tracking, which not only has a high 

relevance for scientific research as will be highlighted in the present work, but also 

became a crucial technological component for the rendering of virtual 

environments. Without going into too many details, accurate gaze-tracking allows 

developers to create virtual environments which utilizes foveated rendering: a 

technique where instead of fully processing the entire environment, only the part 

where users fixate on is rendered, similar to how the brain processes the human 

visual field (see Patney et al., 2016 for a technical deep dive). For the research use 

case, foveated rendering reduces the cost of using virtual reality HMDs, since less 

powerful computers are necessary to run a virtual environment on an HMD with 

built-in eye-tracking. This was utilized in some explorative studies in the author’s 

workgroup, and implications for further research will be discussed at a later stage.  

Since the first forays into the potential of virtual reality, a variety of research 

has tried to define scenarios and experimental setups for the study of human 

behaviour. There are a few fields of VR research in psychology and cognitive science 

which will be briefly discussed here: The first methodology which is often used are 

comparative studies between virtual reality and other presentation forms such as 

videos or real-world interventions. This is commonly seen in educational research 

as virtual reality (and augmented reality) has been established as an effective 
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educational method which can enhance individual learning experience and increase 

learning outcomes compared to traditional learning methods (Dhimolea, Kaplan-

Rakowski, & Lin, 2022; Esteves, Cardoso, & Gonçalves, 2023). Bahari (2021) 

identified increased immersion, higher engagement as well as the ability to create 

collaborative learning environments as key features for educational virtual reality 

research. In a L2 language acquisition paradigm, Legault and colleagues (2019) 

reported that virtual learning environments facilitated especially weaker L2 

learners, resulting in higher learning outcomes compared to traditional word-pair 

learning. Zhang and Sternad (2021) compared learning in virtual reality and the 

real world with a physical throwing task and noted that participants’ performance 

improved over time in both training conditions. However, performance in virtual 

reality started at a lower level, possibly due to the unfamiliarity of throwing an 

object in virtual reality but improved over the course of three training days to 

comparable success rates and degrees of errors to the real-world training group. 

The authors suspect that increasing the pre-task instructions in the virtual training 

condition could reduce this gap potentially (Zhang & Sternad, 2021), this would 

however decrease the comparability of the two conditions. Other literature suggests 

that differences between training modalities could decrease with a longer training 

period (see e.g. Hasson, Zhang, Abe, & Sternad, 2016) which might not be as 

practical for experimental research but yields promise for educational purposes. In 

other educational fields, the evidence about the effectiveness of virtual reality-based 

trainings and learning interventions is inconclusive with some researchers finding 

comparable effects or no difference between VR-based and traditional learning 

(Jensen & Konradsen, 2018; Moro et al., 2021) while others reported improvements 

in learning outcomes with virtual reality over traditional learning in the automotive 

sector (Chen, Luo, Fang, & Shieh, 2018). On the other hand, several reviews also 

see major disadvantages for VR applications in education. According to Buchner 

and colleagues (2022) the concerns with the use of augmented and virtual reality in 

the context of education are two-fold: From a usability perspective, the scalability is 

still highly problematic and most environments are created for very specific use 

cases, a conclusion also shared by Jensen and Konradsen (2018). The other 

concern lies in fear of cognitive overload of the participants if they are not familiar 

with the technology, which has also been reported by Albus and colleagues (2021). 

The research included in the present work has therefore taken as much care as 

possible to minimize the strain on the participant. 
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2.2.2. Presence and Immersion  

Modern virtual reality setups utilizing head-mounted displays (HMD) are 

often referred to as “Immersive virtual reality” (IVR), to distinguish the concept more 

clearly from other virtual reality constellations such as Augmented reality (AR) and 

mixed reality (MR/XR) which is closer to the real world in the reality-virtuality 

continuum (Milgram, Takemura, Utsumi, & Kishino, 1995). Milgram and colleagues 

(1995) viewed the real world and virtual reality not as opposites, but as a 

continuum with AR sitting in between, as it enriches reality with additional 

information. Enriching the real world with additional information, overlays or other 

visual or auditive inputs is often also referred to as mixed reality, with augmented 

reality being seen as a subcategory of the same (Hönig, Milanes, Scaria, Phan, 

Bolas, & Ayanian, 2015). In contrast, virtual reality features an artificially 

generated, interactable environment which may or may not share the same 

characters as the real world (Milgram, Takemura, Utsumi, & Kishino, 1995). In a 

recent revisitation of this reality-virtuality continuum Skarbez and colleagues 

(2021) disagreed with the previously established definition and argued that, at the 

current technological level, virtual reality systems should be seen as mixed reality 

as the presenting device is still situated in the real world. In their definition, virtual 

environments are still real environments with virtual objects embedded in them 

(Skarbez, Smith, & Whitton, 2021), since the wearer is still aware of their 

surroundings to a certain amount. Conceptually participants are, at all times, both 

in the virtual world and the real world. Even if users feel completely immersed in a 

virtual world, they are still physically located in “our” shared reality. Mitzner and 

colleagues (2021) highlighted the possibility of conflicts between the real and virtual 

world, which could reduce presence if certain events were to happen such as a loud 

noise from “outside” the virtual environment. This does however not necessarily 

mean that experimental manipulations will not work, as showcased by clinical 

research into exposure therapy, where Ling and colleagues (2014) conclude in their 

meta-analysis that presence is an essential predictor for treatment success with an 

overall medium effect size across 33 studies.   

While these definitions are more concerned with technical aspects, it is also 

important to consider the user’s perspective – do they perceive the real world or are 

their senses focussed on the virtual world around them? The field of virtual reality 

research introduced two concepts which can be used to evaluate the quality of VR 

environments - Immersion and presence. Immersion is a widely used term, so 

widely in fact that VR environments are often described as “immersive virtual 
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reality” (IVR; see Slater & Wilbur, 1997). Despite this common use, immersion 

proves harder to measure scientifically since there is an ongoing discussion about a 

commonly accepted definition of the construct (Slater & Wilbur, 1997; Grabarczyk 

& Pokropski, 2016). In general, immersive virtual reality experiences are defined by 

coherent mapping and design of the environment, feedback mechanisms to user 

actions as well as the rather diffuse notion of being part (“immersed in”) of the VR 

environment (for a deeper discussion, see Grabarczyk, & Pokropski, 2016). 

Irrespective of a clear definition, we believe the notion of immersion is key in a 

vocational education context, since learners interacting with the environment 

should later on translate their virtually acquired skills into the “real” world (Kahlert, 

van de Camp, & Stiefelhagen, 2015). Presence on the other hand is commonly 

defined as the feeling of “being there” (Slater, Usoh, & Steed, 1994), indicating a 

subjective impression of being in the virtual world; whereas immersion describes 

the technology-related aspects which contribute to a particular VR environment, 

such as the resolution and vividness of visualization, sensory experiences and 

plausibility (Schubert, Friedman, & Regenbrecht, 2001). Presence can be measured 

using different types of instruments. A direct method of measurement is to ask 

participants to assess presented stimuli, scenarios or systems in 

hindsight, either qualitatively-verbally (e.g. structured interviews) or by means of 

questionnaires such as the iGroup presence questionnaire (IPQ; Schubert, 

Friedman, & Regenbrecht, 2001) or the Immersive Experience Questionnaire (IEQ; 

Rigby, Brumby, Gould, & Cox, 2019). Other, more indirect methods 

include behavioural measures (e.g. reaction times or task performance; see Agrewal, 

Simon, Bech, Baerentsen, & Forchammer, 2020) as well as physiological measures 

such as eye movement patterns (Wissmath, Stricker, Weibel, Siegenthaler, & Mast, 

2010). A recent study by Hammond and colleagues (2023) tested levels of 

immersion using both self-report and behavioural measures and found that 

participants who reported higher levels of immersion had on average slower 

reaction times. In the present work, presence and immersion will be used not 

interchangeably but usually alongside one another. 
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Chapter 3: Task Performance and Demands Research 

In this chapter, the research investigating primarily task performance will be 

described and discussed. Both of the main studies have been published as papers 

in 2019 and 2020, respectively. Study 1 aimed to investigate whether different 

stimuli assessment modes of an established behavioural measure in form of the 

trail making test are leading to comparable results. 

Study 2 tried to assess demands on individual cognitive load via interviews 

and surveys in the context of modern work environments in three German 

companies and used the aggregated data to formulate suggestions for the design of 

construction work in the future. 

Afterwards, related early-stage or otherwise unpublished research into 

mental workload and task performance from our work group will be described in 

some detail. 

 

 3.1.  Relevance of the assessment mode in the digital assessment of   

         processing speed (Study 1) 

  3.1.1. Introduction 

Technological innovations and the increasing availability of online services 

are changing the world. This includes epidemiologic and psychometric assessments. 

Many medical facilities and research institutes started using digital assessment 

methods to assess cognitive abilities, such as processing speed, instead of the 

traditional paper and pencil versions. However, digital assessment methods 

may not necessarily lead to the same performance scores as the traditional paper 

and pencil assessments. Previously established norms may not be applicable and 

validity and reliability may differ.  

The visual input of a digital display requires more perceptual and executive 

cognitive resources compared to paper, which strain working memory resources 

and can alter response accuracy (Noyes & Garland, 2008). Reading speed on digital 

displays is also slower and reading accuracy is sensitive to the visual context (Noyes 

& Garland, 2008). Even though studies and meta-analysis report strong 

correlations between paper and pencil and computer versions of psychometric 

assessments (Gwaltney, Shields, & Shiffman, 2008; Muehlhausen et al., 2015; Riva, 

Teruzzi, & Anolli, 2003; van Ballegooijen, Riper, Cuijpers, van Oppen, & Smit, 

2016), some instruments show low inter-format reliability (Alfonsson, Maathz, 
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Hursti, & Eysenbach, 2014). For most of the digitized adaptations, there are no 

psychometric norms reported and concurrent validity with the original paper and 

pencil version is not established (Gates & Kochan, 2015; Zygouris & Tsolaki, 2014). 

Vora and colleagues (2016) investigated differences between computerized 

neurological testing and the respective paper and pencil tests in young adults and 

came to the conclusion that the computerized neurological tests are valid but 

research teams do not compare the performance scores to the norms of the paper 

and pencil version (Vora, Varghese, Weisenbach, & Bhatt, 2016). Hence, the 

comparability of performance score across modes is often unclear. Assessment 

mode may considerably alter performance scores in tests that aim to assess 

processing speed. Processing speed is an important clinical marker, for instance, for 

brain infarcts and generalized brain atrophy (Prins et al., 2005). Processing speed is 

also used as an indicator for disease severity in multiple sclerosis (Demaree, 

DeLuca, Gaudino, & Diamond, 1999), reading disability and Attention 

Deficit/Hyperactivity Disorder (Shanahan et al., 2006). Yet, assessing processing 

speed may be confounded by the assessment mode. Instruction wording and 

format, stimuli presentation, and response methods can cause differences between 

responses (Zygouris & Tsolaki, 2014). Digital assessments, for instance, may come 

with an increased perceptual load (Carpenter & Alloway, 2018). Bando, Asano, and 

Nozawa (2017) observed that reading from digital devices activates the 

parasympathetic nervous system more than reading from paper (Bando et al., 

2017). Responses on digital versus paper versions differ also with regard to other 

factors such as individual response strategies (i.e., gaming effects), user 

expectations, use of one or more fingers, feedback on errors, and physical 

challenges (Jenkins, Lindsay, Eslambolchilar, Thornton, & Tales, 2016). Therefore, 

it is necessary to re-evaluate psychometric properties when developing a new, 

digital version of an assessment (Meade, Michels, & Lautenschlager, 2007).  

An instrument that is widely used to assess processing speed is the Trail 

Making Test (TMT), in particular, the version in which participants have to connect 

numbers in ascending order as fast as possible (Misdraji & Gass, 2010). The TMT 

was originally developed for the Army Individual Test of General Ability to assess 

intelligence (Tombaugh, 2004) and was later adopted to be used in clinical settings 

(Reitan, 1958). Given its usability as a clinical screening tool (Martin, Hoffman, & 

Donders, 2003), it is important to ensure the validity of the TMT. The TMT, in which 

participants connect numbers in ascending order, requires mainly visuoperceptual 

abilities (Sanchez-Cubillo et al., 2009). Therefore, it may be sensitive to simple 
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aspects of the assessment mode. Previous studies tested digital versions of the TMT. 

In 1995, Salthouse and Fristoe developed a digital version of the TMT in which 

participants used the arrow keys on the keyboard to move the cursor. They 

observed that a longer completion time in the digital version that was attributable 

to the greater number of keystrokes (Salthouse & Fristoe, 1995). A study by 

Fellows, Dahmen, Cook, and Schmitter-Edgecombe (2016), on the other hand, 

reported moderate correlations between a tablet-based TMT with a pen and a paper 

and pencil version. The input method may play an important role, as another study 

that used the mouse as input device did not observe significantly different 

performance scores (Drapeau, Bastien- Toniazzo, Rous, & Carlier, 2007). These 

observations suggest that motor components of the digital TMT – such as the use of 

the finger or of a pen – may influence performance scores. Moreover, the different 

versions of the TMT differed in their design. For instance, the tablet-based TMT 

contained 20 number-circles whereas their paper and pencil version of the TMT 

contained 26 number-circles (Fellows et al., 2016). Differences in the design of 

those studies do not allow us to draw any conclusions on assessment mode effects. 

For that reason, it is essential to investigate to what extent the assessment mode 

affects validity of the TMT, especially when there are alterations in the design such 

as the visual stimuli or the handling of errors. If performance differs systematically 

between assessment modes, then the digital version needs its own psychometrics 

and validity testing.  

Aim of our study was, therefore, to test for assessment mode effects within 

subjects while keeping the design of the TMT the same. We investigated whether 

results for assessing processing speed via (i) the paper and pencil version of the 

TMT, (ii) a tablet and pen version of the TMT, and (iii) a tablet and finger version of 

the TMT are comparable. For this purpose, we used the TMT developed by Oswald 

that contains the numbers 1 to 90 in a systematic 9 × 10 grid (Oswald & Roth, 

1987) because it had four different versions available in which the respective 

numbers are at different locations and could thus systematically be tested on the 

tablet. This version differs from the version in the Army Individual Test Battery from 

1944 in which 25 numbers are randomly distributed over the paper (Tombaugh, 

2004) but is comparable to a version that Salthouse and his colleagues used with 

49 numbers in a 7 × 7 grid (Salthouse et al., 2000). Our study investigated how 

performance in the three different assessment modes of the 90 number version of 

the TMT differed within-subjects by (a) having participants complete four versions 
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in each assessment mode and (b) counterbalancing the order of the assessment 

mode. In this way, the study also presents findings on the order 

of the assessment modes, learning effects over time, and the role of subjective 

preferences. 

 

  3.1.2. Methods 
 
   3.1.2.1. Study design 
 

The study was approved by the ethics committee of the Department of Social 

Science of the University of Kaiserslautern and was carried out in conformity with 

the principles embodied in the Declaration of Helsinki. The study employed a 3 × 4 

within-subject design that included three different assessment modes with four 

TMT versions each. A total of 30 students (73% male) from the University of 

Kaiserslautern participated in this study. Information about the study was 

communicated verbally in meetings, courses, and occasional encounters on the 

university campus. If someone was interested in participating, we gave him or her a 

date and time. All participants had a high level of education, as all of them were 

actively enrolled at the university. Of the participants, n = 22 were male and 8 were 

female. A total of 10 participants were 22–25 years old, 14 participants were 26–29 

years old, 4 participants were 30–34 years old, and 2 participants were 34 years 

or older. All but one participant reported to be familiar with tablets. 

 
   3.1.2.2. Trail making test (TMT) 
 

We used the TMT by Oswald and Roth (1987), which was developed as an 

alternative method for assessing intelligence assuming that perceptual information 

processing is a good indicator of intelligence (Oswald & Roth, 1987). This TMT 

contains 90 numbers that are systematically ordered in horizontal and vertical lines 

(9 × 10 grid, dimensions 19.5 × 22 cm). The task is to connect the 90 numbers as 

fast as possible in ascending order. The next number to be connected is always 

one of the eight adjacent numbers. There are four different versions (a, b, c, d) of 

this TMT. The difference between versions a, b, c, and d is the order of the 

numbers. The tablet version of the TMT was developed using HTML and JavaScript 

as a web-based application. It is therefore platform-independent and can be 

employed on every browser-enabled device. In our study, the application was 

running on an 8-in. screen of a Samsung Galaxy A touchscreen tablet. The tablet 

and the paper and pencil version of the TMT were scaled to 13 × 13 cm (that is 

almost 50% of original size) for them to be exactly the same size. The screen of the 
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tablet contained 90 empty circles that were filled with numbers corresponding to 

one of the four versions as soon as the participants pressed “Start”. A timer started 

from exactly that moment. To guarantee the comparability of the tablet version and 

the paper version, the participants always had to press a “stop” button as soon as 

they finished the task. A screenshot of the completed TMT was either saved on the 

tablet or collected by the investigator. We prepared three different setups each 

using versions a, b, c, and d: (i) the traditional paper and pencil version, (ii) a tablet 

and pencil version, and (iii) a tablet and finger version (3 × 4 design). Accordingly, 

each of the 30 participants completed the TMT 12 times in counterbalanced order. 

 
   3.1.2.3. Procedure 
 

Participants who were interested in taking part in our experiment were 

invited to a testing session at our institute. Each session started with information 

about the study and the opportunity to ask questions. Participants then received 

instructions about the task. The instructions included the information to correct 

any error immediately by returning to the last correctly connected number. During 

the study, participants were sitting at a desk with a tablet lying flat on the table’s 

surface. A regular pen and a special pen for the tablet were placed next to the 

tablet. The participants were informed beforehand about which setup they had to 

complete. For the paper version, the TMT was placed in front of the participant and 

the participant immediately pressed “Start” on the tablet timer and began 

completing the TMT. For both tablet versions, the participants had to press “Start” 

to start the timer and to begin completing the TMT. The time that the tablet screen 

took to refresh after pressing the “Start” button was comparable to the time that the 

participants needed to move their hand from the tablet after pressing the “Start” 

button to the paper. For every version, the participant had to press “Stop” as soon 

as he or she finished the task. The tablet-based TMT picture was then saved on the 

tablet and the paper TMT picture was handed to the investigator. This process was 

repeated 12 times in a predetermined, counterbalanced order of assessment mode 

and TMT version. After the last TMT, participants were asked to fill out a short 

questionnaire on paper that included questions on age, gender, familiarity with 

tablets, perceived ease/control/comfort (from 1 = low to 5 = high) in completing the 

different setups, and setup preference. Following the testing sessions, the 

investigators counted the errors on the TMT pictures. When a participant skipped a 

number or connected the wrong number without a visible trace of him or her going 

back to the correct number, then the investigator marked an error. As the study 
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investigated within-subject effects, the order in which the participants completed 

the three different setups of the TMT – (i) paper and pencil version, (ii) tablet and 

pen version, (iii) tablet and finger version – was counterbalanced between 

participants. To guarantee that throughout the entire study, each setup was 

completed as first, second, or third by the same number of participants, we 

predetermined the following order: 10 participants doing (i), (iii), (ii); 10 participants 

doing (iii), (ii), (i); and 10 participants doing (ii), (i), (iii). Each participant completed 

each setup of the TMT four times (e.g., four times (i), four times (iii), and four times 

(ii)). The reason for this procedure was to make sure that every participant 

completed all of the TMT versions a, b, c, and d for each setup. We counterbalanced 

the order of these versions between the setups and between the participants. 

In this way, we can test whether the assessment mode effects are stable across 

different versions. 

 
   3.1.2.4. Statistical analysis 
 

Statistical analyses were performed using STATA 15 and employed an alpha 

level for statistical significance of .05 (two-tailed). Power was estimated 

retrospectively using means via the Stata command “power repeated” specifying 

between- and within-effect calculation for 30 participants over three conditions that 

are each 

repeated each four times. Results indicated a power of 1.000 when alpha is 0.05. 

TMT completion times were normally distributed and there were no missings. With 

respect to errors, we had three missings out of 357 TMT tests because the 

screenshots of the respective TMTs did not allow us to draw firm conclusions on the 

number of errors that were made. Comparisons between assessment modes and the 

different versions of the TMT (a, b, c, and d) were carried out using Analyses of 

Variance (ANOVA). As errors were not normally distributed, we repeated the 

analysis using Pearson’s Chi-square test. To test for the influence of age, gender, 

setup order, number of errors, and number of uncorrected errors on performance in 

the TMT, linear regression analyses were used. Within-subject effects of assessment 

mode were analyzed using repeated measures ANOVA as well as mixed-model 

analyses. We chose to calculate mixed-models because it allows us to model 

performance in the TMT in the different assessment modes over time. The mixed-

models included, in Model 1, fixed effects for a trial number for each participant 

and random effects for age and gender and, in Model 2, in addition, nested effects 
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for assessment mode. Random effects for age and gender were included to adjust 

for variances in performance caused by age and gender. For errors, we used mixed-

effects ordered logistic regression analysis as errors were not normally distributed. 

In the last step, we analyzed the responses on the questionnaires by calculating 

means. We created a binary variable (yes/no) representing whether the trial was 

completed in the preferred assessment mode or not. In this way, we were able to 

analyze differences in performance in the TMT with respect to preference for a 

specific assessment mode (using ANOVA). 

 

  3.1.3. Results 
 
   3.1.3.1. Average completion times 
 

The average time to complete the TMT was 62.59s (SD = 9.14s). The 

completion time did not differ significantly between the different versions a, b, c, 

and d of the TMT (ANOVA F(3,356) = 0.64, p = .592, see also Figure 1). However, 

participants completed the TMT significantly faster in the tablet and pen version (M 

= 59.07s, SD = 10.88s) than in the paper and pencil (M = 64.16s, SD = 13.10s) or 

the tablet and finger version (M = 64.57s, SD = 13.87s; ANOVA F (2,357) = 7.01, p = 

.001, Bonferroni comparison: Tablet and pen vs. Paper and pencil −5.092, p = .006, 

Tablet and pen vs. Tablet and finger 5.500, p = .003, Paper and pencil vs. Tablet 

and finger 0.408, p = 1.000). 

 
   3.1.3.2. Average number of errors 
 

The overall mean error was 0.62 (SD = 0.58). Out of the 357 valid trials, 215 

trials (60.22%) did not contain any errors, 95 trials (26.61%) contained one error, 

27 trials contained two errors (7.56%), 11 trials (3.08%) contained three errors, five 

trials (1.40%) contained four errors, and four trials (1.12%) contained five errors. 

The mean number of uncorrected errors (i.e., the participant did not go back to the 

last correct number) was 0.09 (SD = 0.15). Out of the 357 valid trials, 29 trials 

(8.12%) contained uncorrected errors of which 25 trials (7.00%) had one 

uncorrected error, three trials (0.84%) had two uncorrected errors, and one trial 

(0.28%) had four uncorrected errors. All the other errors reported before were self-

corrected. Participants made a similar amount of errors across assessment modes 

(ANOVA F(2, 354) = 1.31, p = .270; Pearson’s χ² = 15.47, p =.116) and TMT versions 

a, b, c, and d (ANOVA F(3,353) = 0.08, p = .972; Pearson’s χ² = 20.26, p = .162). 
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   3.1.3.3. Order of assessments on completion times and errors 

 
The order of the assessment modes did not lead to significant different 

completion times (ANOVA F(2, 357) = 2.56, p = .079) but possibly to significantly 

different 

errors (ANOVA F(2, 354) = 5.55, p = .004; Pearson’s χ² = 17.31, p = 0.068). 

Descriptive inspection of the data suggested that if participants completed the 

tablet and finger version first, they had more errors on average (M = 0.80, SD = 

1.18) than if they completed the paper and pencil version (M = 0.67, SD = 0.99) or 

the tablet and pen version (M = 0.39, SD = 0.67) first. Statistical analysis of the 

errors in the first trial only revealed no significance (ANOVA F(2, 27) = 0.63, p = 

.539; Pearson’s χ² = 4.70, p = 0.319).  

 
Figure 1: Mean completion time by assessment mode in the four different versions a, b, c, and d of the Trail-Making Test 
(TMT), separated by the three assessment modes paper and pencil version, tablet and pen version, and tablet and finger 

version (N = 30). Error bars reflect the standard error. 

   3.1.3.4. Multivariate influence on completion time 
 
Age, gender, setup order, and errors on completion times 
 

The influence of age, gender, setup order, number of errors, and number of 

uncorrected errors was analyzed using linear regression analyses. Results with 

respect to each person’s average TMT completion time indicated no significant 

effects (p > .20, see Table 1). Linear regression analyses on each trial’s completion 

time indicated that older age (e.g., participants in their 30s), fewer errors, and the 

assessment mode tablet and pen were associated with significantly faster per 

completion times (see Table 1). Whether somebody corrected the error did 

not significantly alter completion time. 
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Within- and between-subject effects of assessment mode on completion times 
via repeated measures ANOVA 
 

Repeated measures ANOVA revealed significant between-subject effects as 

well as significant within-subject effects for the trial number indicating a learning 

effect (model 1, see Table 2). With each participant having completed the TMT 12 

times, the trial number (from one to twelve) refers to the first, second, third, etc., 

time that the participant completed the TMT during the experiment. Including 

nested effects for the assessment mode in the model (model 2) revealed significant 

main effects for the assessment mode and the trial number, indicating that 

participants were able to complete the tablet and pen version faster and that the 

completion time varies 

between assessment 

modes depending on the 

trial number (see Table 

2). Eta-squared was 

0.889 (df 116) for the 

model, 0.064 (df 2) for 

the assessment mode, 

0.558 (df 11) for the trial 

number, and 0.180 (df 

18) for the interaction 

effect 

between assessment 

mode and trial number. 

Pairwise comparison of 

the estimates suggests 

the following contrasts: 

Tablet and pen vs. Paper 

and pencil −5.092, 

95% CI [−6.419, −3.764], Tablet and pen vs. Tablet and finger 5.500, 95% CI [4.172, 

6.828], Paper and pencil vs. Tablet and finger 0.408, 95% CI [−0.919, 1.736]. 

 
 
 
 
 
 

Table 1: Linear regression analyses for the impact of age, gender, order of 
assessment modes, errors, and uncorrected errors on each person’s average 
Trail-Making Test (TMT) completion time and per trial completion time (N = 30). 
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Within- and between-subject effects of assessment mode on completion times 
via mixed-models 
 

We analyzed the effect of assessment mode over the trials in more detail 

using mixed-effects models (with random effects for age and gender). Results 

indicated that TMT completion times were always significantly faster in the tablet 

and pen version than in the paper and pencil version (see Table 3). Learning effects 

disappeared after trial eight, and completion time in the tablet and finger version 

were not significantly different from the paper and pencil version (see Table 4). The 

predicted mean completion times from the mixed-effect models were M = 65.15s (SE 

= 1.33) in the paper and pencil version, M = 65.55 s (SE = 1.33) in the tablet and 

finger version, and M = 60.05s (SE = 1.33) in the tablet and pen version; confirming 

that participants completed the tablet and pen version about 5s faster than the 

other versions. 

Analyses with respect 

to the number of 

errors indicated 

significant between-

subject effects but no 

effects for trial 

number or 

assessment mode in 

a repeated measures 

ANOVA (see Table 4) 

and mixed-effects 

ordered logistic regression analysis (results not shown). 

 
   3.1.3.5. Subjective preferences of the assessment modes 
 

The responses on the questionnaires indicated that 70.0% (n = 21) of the 

participants preferred the tablet and pen version, while three participants preferred 

the paper and pencil version, three participants the tablet and finger version, and 

three participants had no preference. Similarly, n = 20 participants (68.9%) felt that 

they had a better performance in the tablet and pen version than in the other 

versions. However, participants reported slightly higher levels of control in the 

traditional paper and pencil version (M = 4.30, SD = 0.88) compared to (M = 4.00, 

SD = 0.98) in the tablet and pen version and (M = 3.97, SD = 1.22) in the tablet and 

finger version (p > .05). Even though not significantly different, there was a trend of 

Table 2: Repeated measures analysis of variance (ANOVA) on the impact of trial number 
and assessment mode on Trail-Making Test (TMT) completion time (N = 30). 
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participants 

reporting 

more comfort 

in the paper 

and pencil 

version (M = 

4.03, SD = 

0.85) 

compared to 

the tablet and 

pen version (M 

= 3.57, SD = 

1.19) and the 

tablet and 

finger version 

(M = 3.90, SD 

= 1.21) and 

more ease of 

performance in the paper and pencil version (M = 4.30, SD = 0.84) compared to the 

tablet and pen version (M = 4.07, SD = 1.01) and the tablet and finger version (M = 

4.00, = 1.02, p > .05). The TMT completion time was significantly faster in the 

assessment mode that the participant preferred (M = 58.81 s, SD = 13.75 vs. M = 

64.22s, SD = 9.69, ANOVA F(1, 358) = 13.75, p < .001). 

 
  3.1.4. Discussion 
 

The study 

investigated whether 

results for assessing 

processing speed via 

(i) the traditional 

paper and pencil 

version of the TMT, 

(ii) a tablet and pen 

version of the TMT, 

and (iii) a tablet and 

finger version of the 
Table 4: Repeated measures analysis of variance (ANOVA) on the impact of trial number 
and assessment mode on errors in the TMT (N = 30). 

Table 3: Fixed effects estimates of the mixed-effects model on the impact of assessment mode on 
Trail-making Test (TMT) completion times (N = 30). 
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TMT are comparable. The three versions were counterbalanced in a within-subject 

study design. Results indicate that performance in the tablet and pen version was 

significantly faster (by about 5 s) compared to the tablet and finger version and 

compared to the traditional paper and pencil version. Participants did not only 

perform best with the tablet and pen version but they also subjectively preferred 

this version. Only one previous study seems to have compared different digital 

modes of the TMT: Performance on the touch screen did not differ significantly from 

performance with the mouse (Canini et al., 2014). Accordingly, the superior 

performance that we observed in our study appears to be related to the use of the 

pen on the touch screen. It is surprising that the tablet and pen version resulted in 

faster completion of the TMT than either using the tablet and finger or the 

traditional paper version. With regard to the finger, this observation is unexpected 

because a study that compared shape tracing by pen and by finger on a tablet has 

shown that using the finger was fastest (Zabramski, 2011).Maybe the faster 

reaction times that Zabramski (2011) observed with the finger compared to the pen 

on the tablet have to do with the nature of the task, which was a shape-tracing 

task. As performance on the TMT is attributable to visual search and motor speed 

together (Crowe, 1998), using the finger may severely hinder the visual search. 

Holding the hand right in front of the display makes it difficult to see the next 

number that has to be connected and, hence, slows down the overall performance 

in the TMT. Moreover, Zambramski and Stuerzlinger (2012) have shown that the 

pen is the least and the finger is the most error-prone entry method, which could 

contribute to faster completion times. With regard to the traditional paper version, 

however, it is unclear how the tablet surface facilitates performance compared to 

completing the TMT on paper. Nonetheless, this is not a new finding: Gerth and 

colleagues investigated handwriting performance in children and observed faster 

writing velocity on tablets on all tasks (Gerth et al., 2016b). Their findings suggest 

that the pen is sliding more on the smoother surface of the tablet than on the paper 

(Gerth et al., 2016a). However, differences in the pen itself such as material and 

flexibility of the top as well as characteristics of the tablet such as pressure 

sensitivity and operating system may affect performance in the tablet and pen 

version to an extent that is not yet known.  

Further, our results suggest that errors increased the completion time 

irrespective of whether the participants corrected the errors. Usually one would 

expect that the simple action of correcting an error would also slow completion 

time. It is possible that the awareness of having made a mistake affected the 
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participant and thus slowed down performance. Making errors are associated with 

an increase in skin conductance and a heart rate deceleration, which is correlated 

with a post-error slowing of performance (Hajcak,McDonald, & Simons, 2003). It 

seems as if the fact that the brain recognizes an error evokes a physical reaction 

that slows subsequent performance. The brain area dealing with error processing is 

the anterior cingulate cortex (ACC) and increased ACC activity has shown to 

influence reaction time in face of errors (Mulert, Gallinat, Dorn, Herrmann, & 

Winterer, 2003). Holroyd and Coles (2002) emphasize the relevance of error 

processing by the dorsal anterior cingulate in the early stages of learning (Holroyd & 

Coles, 2002). Error information processing can thus influence decision-making of 

further actions independently of whether the error was actually corrected. Our 

results suggest that this error processing then leads to TMT completion time that 

are similar whether the error was corrected or not.  

Another important finding of our study is learning effects. We observed 

learning effects until trial eight, suggesting that the threshold for arriving at the 

best performance levels occur after the eighth trial. Previous studies already 

reported practice effects in variants of the Trail Making Test during serial 

assessment (Buck, Atkinson, & Ryan, 2008). Interestingly, we observed that 

learning effects were less pronounced in the tablet and finger version. Whether this 

has to do with the restrictions to the visual field is unclear. The lack of familiarity of 

using a finger to draw instead of a pen might have also hampered the learning 

process. Habits of using the wrist, hand, and fingers determine learning speed 

(Krakauer, Mazzoni, Ghazizadeh, Ravindran, & Shadmehr, 2006). Researchers and 

practitioners should keep that in mind when applying digital versions of 

psychometric tests because the input method (mouse, keyboard, pen, finger, laser 

pointer, etc.) of the digital version might influence the psychometric 

results.  

Despite the counterbalanced within-subject design, our study is subject to 

some limitations. First, our sample comprised young, healthy participants. We 

cannot draw any conclusions on clinical populations and older individuals. Second, 

we reduced the size of the paper version of the TMT to make it the same size of the 

digital version. Hence, we were not able to compare the originally sized version with 

the digital version. Reducing the size of the TMT also reduced the size of the circle 

around the numbers, which may then have contributed to more errors and slower 

completion times in the tablet and finger version. Third, we do not know whether 

other factors such as light or physical strength may have affected our results. 
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Fourth, we are not sure to what extent the fact that the participants had to press 

the “Start” button might have affected the cognitive processes related to completing 

either version of the test.  

Digitalizing psychometric assessment tools, also referred to as 

psychoinformatics, is a new, very useful trend in the medical field, cognitive 

science, and psychology. However, to ensure that data are comparable to traditional 

assessment methods, the administration of digital tests has to be validated, and 

standardized psychometric data have to be obtained (Gates & Kochan, 2015). 

Currently, there is not sufficient data on validity available (Zygouris & Tsolaki, 

2014). The results of our study point out how trivial it is to test even small 

alterations in the design like the use of a pen instead of the finger. Other factors, 

such as the operating system level, are also crucial (Montag, Duke, & Markowetz, 

2016) and more research are necessary to identify critical aspect of digital design in 

psychoinformatics. This is important for digital tests are to be used in the clinical 

setting. Moreover, the clinical use of new digital tests should also encompass the 

development of their own set of norms. 
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3.2. Physical and cognitive demands of work in building 

construction (Study 2) 

 3.2.1. Introduction 

  3.2.1.1. Context of the Study  

Construction work is an essential component of our society, providing us 

with houses and apartments, school buildings and hospitals, roads, airports and 

other important infrastructure. In that respect, the construction industry makes up 

an ever-increasing amount of the gross domestic product (GDP). In Germany, the 

contribution of the construction sector to the GDP increased from €26bn in 1991 to 

almost €44bn in 2018 (Trading Economics, 2019). In the USA, the amount 

increased from US$440bn in 2002 to US$740bn in 2017 (Federal Reserve Bank of 

St Louis, 2018). With a current total return of €125bn in Germany (Statista, 2018) 

and a total revenue of US$129bn in the USA (Statista, 2019), the growth of the total 

factor productivity in the construction industry worldwide has been extremely slow 

(Abdel-Wahab and Vogl, 2011). One factor that contributes to a limited productivity 

growth is that workers can face only a certain quantity of demands in a single 

workday. 

Workers in the construction industry face high physical demands at work 

(Eaves et al., 2016). Apart from physical demands, there are five other types of 

demands at work such as the cognitive, psychomotor, sensory/perceptual and 

social/interpersonal demands (Fleishman and Mumford, 1991). However, less 

research has been done on them so that it is difficult to identify any information on 

the extent and the causes of these types of demands (see Section 1.3 for more 

details). Nonetheless, it is important to know about these types of demands in 

construction work because, in consequence, they can affect workers’ health. The 

health of construction workers is sensitive to their work context. A study of 4,958 

German construction workers used data from occupational health examinations in 

1986 and 1992 and observed a threefold increase in disability over this period 

(Arndt et al., 1996). In fact, construction workers of all age groups exhibit 

symptoms of musculoskeletal health conditions and the length of time in the job 

ultimately increases the risk for such symptoms (Eaves et al., 2016). Compared to 

white-collar workers, construction workers are more likely to have hearing 

deficiencies, obstructive lung diseases, increased body mass index and 

musculoskeletal abnormalities (Arndt et al., 1996). Already 54 percent of the young 

apprentice construction workers report job-related health symptoms; a longer time 

in the construction industry was then additionally associated with knee and wrist 
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symptoms (Merlino et al., 2003). Health problems can be triggered by physical 

demands in the construction industry, as a number of studies have observed, but 

they can also be trigged by cognitive demands. 

Globally, the most debatable issue with regard to work demands is that 

besides physical demands other types of demands (e.g. psychosocial demands) are 

relevant for health and wellbeing. Evidence from office workers has shown that high 

demands such as time pressure and high workload, especially in the context of low 

control (job demand-control theory (Karasek et al., 1981)) or low resources (job 

demands-resources model (Bakker et al., 2010)), affect health in a negative way. 

These types of studies also revealed that high cognitive and psychosocial demands 

at work come with a greater risk for mental health problems (Then et al., 2014; 

Seidler et al., 2014), such as symptoms of depression and burnout (Hakanen et al., 

2008; Nahrgang et al., 2011). Increased demands sometimes also lead to physical 

symptoms without that the person actually having an underlying disease (somatic 

symptoms; Nomura et al., 2007). We are not able to identify any evidence with 

regard to construction workers. Hence, at this point, it is not possible to draw any 

conclusion on these demands compared to other industries. To estimate the actual 

risk among construction workers, we first need to gain a better understanding of 

the types of demands that construction workers are faced with on a daily basis. 

Learning more about the level of cognitive demands in construction work is 

important for another reason. New digital technologies in construction work such as 

building information modelling, digital time schedules, digitization of services, 

workflows and construction planning promise technical and economic benefits for 

stakeholders in the construction industry (Rüßmann et al., 2015) but comes with 

completely new demands for construction workers. Technical requirements, 

building regulations and administrative procedures are frequently extended and 

updated (Visscher and Meijer, 2007), which ultimately requires workers to 

constantly develop new skills to meet the new demands in the industry 

(Pichyangkul et al., 2015; Thayaparan et al., 2010). These structural changes pose 

additional cognitive demands on the construction worker. It is possible, but not yet 

known, that compared to other types of jobs, an increase in cognitive demands may 

lead to a significant deterioration in health as construction workers face already 

high demands in the physical domains. Whereas big construction companies have 

the resources to provide adequate training for their workforce, little attention has 

been paid to smaller firms that employ the majority of the construction workers 

(Dainty et al., 2005). For instance in Germany, 89 percent of construction 
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companies have less than 20 employees (Federation of the German Construction 

Industry (Hauptverband der Deutschen Bauindustrie, 2019). Given the digital 

changes in the work environment, it is likely that these new demands are relevant 

for construction workers in small companies as well, but the extent is unknown so 

far. Our goal was to record explicitly the requirements of construction workers in 

smaller companies, as they employ significantly the majority of people in Germany. 

 

  3.2.1.2. Aim of the Study  

As it is unclear what demands, in addition to physical demands, workers are 

faced with in the current construction industry, this study’s aim was to assess the 

physical and cognitive demands in construction work and outline the amount and 

extent of these demands that workers are faced with on a daily basis. Accordingly, a 

large part of the analysis is explorative because, without previous evidence, we 

cannot yet formulate a specific hypothesis on the expected results. As construction 

work is considered a physically demanding job, we hypothesize that physical 

demands are higher than cognitive demands. In addition, the study aimed at 

assessing stress symptoms in construction workers. We hypothesize that higher 

demands are associated with more stress symptoms. We conducted structured 

interviews and a survey in three smaller construction companies in Germany to 

assess the extent of physical demands and a variety of cognitive demands as 

experienced by construction workers. Small companies were selected on purpose, 

as they reflect the majority of the construction companies in Germany.  

The paper continues with a literature review and a description of the 

methods (Section 2). The results are presented in Section 3 of the paper, which will 

begin with the results on physical demands as assessed via the Fleishman job 

analysis and the NASA Task Load Index (NASA-TLX) (Section 3.1), followed by the 

results on cognitive demands as assessed via the Fleishman job analysis, the NASA-

TLX and the Mental Work Demands questionnaire (Section 3.2). In Section 3.3, the 

results on stress symptoms including, first, the results on somatic symptoms and 

symptoms of depression as assessed via the Patient Health Questionnaire (PHQ), 

second, the results on personal and work burnout as assessed via the Copenhagen 

Burnout Inventory (CBI), and third, associations between demands and stress 

symptoms are reported. In Section 4, the results are then discussed in context with 

previous studies and with current standards of practice, and practical implications 

are derived. 
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  3.2.1.3. Literature review  

Most of the previous studies on demands in construction work focus on 

physical demands. Research shows, for instance, that construction workers exceed 

the thresholds for energetic workload regularly (Boschman et al., 2011). Statistics 

from the US Department of Labor Employment and Training Administration show 

that construction jobs are more physical and ergonomically challenging than other 

jobs (Schneider et al., 1998). Based on the relevance of high physical demands, 

most current studies focus on improved assessment of these demands (e.g. Yang et 

al., 2018) and interventions to reduce these demands in construction work (e.g. 

Alabdulkarim and Nussbaum, 2019). Research on other types of demands is less 

readily available. One study asked construction supervisors to indicate demands in 

their workplace: they reported that the highest demands are a lack of competent 

staff (75 percent), inadequate staffing (up to 69 percent), inadequate 

communication (68 percent) and multiple regulations (37 percent), in addition to 

the rapid change of tasks, holding conversations, financial management, complex 

decisions and paperwork-caused stress (Boschman et al., 2011). Another study 

from Germany shows that construction supervisors view task interruptions (47 

percent) and interference (21 percent) as important stressors (Stadler and 

Bayerisches Landesamt für Gesundheit, 2012). The most recent studies that we 

could identify regarding this topic were a study by Leung et al. (2015), which 

observed associations between job stress and safety behavior, and a study by Chen 

et al. (2016), which did a prototype testing of a wearable electroencephalography 

safety helmet to assess mental workload of construction workers. Overall, there 

seems to be a lack of information in the literature on other types of demands such 

as cognitive demands. One reason for the lack of research findings could be that 

most researchers use cognitive task analysis techniques, in which workers are 

asked to articulate the challenges they experience (Roth, 2008). This method does 

not allow us to derive information on the level of cognitive demands. The lack of 

information motivated us to conduct the present study. 

Knowing about different types of demands in construction work is important 

because they can affect workers’ health. As evidence from construction work is 

scarce, we look at studies with other occupational groups: research on job demands 

(other than physical demands) has demonstrated significant associations with 

deterioration of health. A survey from the Japanese labor union has shown a 

significant relationship between high job demands (in terms of excessive amounts of 

work and working fast/hard) and health symptoms (Sakano et al., 1995). An online 
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survey of construction managers investigated “job demands,” defined as the sum of 

work quantity, time pressure and concentration, and observed associations between 

higher levels of job demands and psychological strain (Bowen et al., 2014). A 

systematic review of studies with construction workers concluded that high 

quantitative job demands are a risk factor for musculoskeletal disorders (Sobeih et 

al., 2006). Each of these studies, however, used a sum score of work quantity, time 

pressure, concentration and similar to define job demands. None of them 

distinguished between different types of demands. Only few studies examined 

associations between certain types of demands in construction work and poor 

health, each of them focusing on stress symptoms. One study has shown that high 

work speed and quantity are associated with symptoms of depression (Boschman et 

al., 2013), and another study has shown that job schedule irregularities and 

number of hours worked per week are associated with burnout (Lingard and 

Francis, 2005). We were not able to identify further studies investigating such 

associations. Compared to the large number of studies on physical demands and 

health, the number of studies on other types of demands in construction work is so 

small that it is difficult to draw sound conclusions. As it is largely unclear what 

types of demands, in addition to physical demands, workers are faced with in 

construction work, the major aim of this study was to assess the physical and 

cognitive demands in construction work and outline the amount and extent of these 

demands that workers are faced with on a daily basis. In addition, we provide some 

information on stress symptoms. 

 

 3.2.2. Methods 

  3.2.2.1. Study Group  

Three construction companies in Germany specialized in plastering, interior 

fittings and drywall construction agreed to participate in the project. The number of 

people employed in these companies were n = 27, n = 50 and n = 80. We 

intentionally selected small companies as they make up the majority of 

construction companies in Germany (Federation of the German Construction 

Industry (Hauptverband der Deutschen Bauindustrie), 2019) and therefore 

represent the general trend in the field. We continuously contacted small 

construction companies in the area until we had the agreement of three companies 

to participate in the study. All construction workers of the three companies were 

asked whether they wanted to participate in the study. Inclusion criteria were 

working regularly in the company and receiving a salary from them. Employees had 
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the chance to participate in a structured interview on 73 different job demands 

(Fleishman job analysis survey) and/or a survey that comprised job demands in 

general (NASA-TLX) as well as the details on cognitive demands at work (Mental 

Work Demands Questionnaire). Our research design contained both, the interview 

and the survey, for two reasons. First, the Fleishman job analysis was too complex 

for construction workers to answer in a survey style so that we decided to conduct 

the Fleishman job analysis in the form of an interview. Second, we wanted to 

explore the general level of demands, all the different types of demands and the 

details of the mental demands at work using several assessment tools. As the 

interview as well as the survey each took about 1 h to complete, we conducted them 

at different points in time to avoid stress. Participation was voluntary. A total of 35 

construction workers (n = 11 Company 1, n = 12 Company 2, n = 12 Company 3) 

agreed to participate in the interview. In addition, a total of 30 construction workers 

(n = 6 Company 1, n = 12 Company 2, n = 12 Company 3) agreed to complete the 

survey. 

 

  3.2.2.2 Study Design 

To assess the amount and extent of physical and cognitive demands that 

construction workers are faced with on a daily basis, we conducted structured 

interviews and a structured survey that took place during an ordinary working day. 

All employees that were actively working as a skilled construction worker (e.g. 

electrician, painter, plasterer and drywall installer) in any of the three companies 

were eligible to be included in this study. A member of the study team visited the 

workers either at their place of work or in an office. The workers were first informed 

about the purpose and content of the study and had the chance to ask questions. If 

they agreed to participate, the interview or survey would begin. The study was 

approved by the ethics committee of the University of Kaiserslautern.  

 

   3.2.2.2.1 Interviews 

The purpose of the interviews was to assess work demands according to the 

well-established Fleishman job analysis survey. The interviews were conducted 

face-to-face, separately with each individual construction worker directly at the 

worksite during regular working hours. This was usually a construction site inside 

a building and, in some cases, on exterior scaffolding or in an office. The interviewer 

came to the construction worker’s location and asked whether the construction 

worker was interested in answering the questions. A total of 35 workers (34 male 
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and 1 female) who were actively working on an apartment or office building 

(electricians, floorers, painters, plasterers and drywall installers) took a break from 

their work activities to answer the questions. Of those who were willing to give 

information on their demographics, the age range was 19–49 years old (Mean: 33.2 

and SD: 9.8), 80 percent had a secondary school certificate and 20 percent had 

completed at least some college. The interview was comprised of the German 

version of the Fleishman job analysis survey (Kleinmann et al., 2010). The 

Fleishman job analysis survey is an ability requirement taxonomy with meaningful 

description of 73 job activities (Fleishman and Mumford, 1991) such as “gross body 

coordination”, “gross body equilibrium”, “dynamic flexibility”, “reliability”, 

“friendliness”, “auditory attention” among others (see Appendix I for complete set of 

job demands in the Fleishman job analysis). It was originally developed for 

evaluating physical abilities required by jobs (Fleishman, 1979), but was then 

modified and used as one of the basic components of the O*NET ability taxonomy 

and measurement system from the US Department of Labor, Employment & 

Training Administration (Peterson et al., 2001). We chose this assessment method 

because it assesses a variety of job demands and it has since been validated in 

many studies (Hogan et al., 1980; Fleishman and Mumford, 1991; Cunnigham et 

al., 1996). The construction workers were interviewed individually by the 

interviewer who read out the demands in the Fleishman job analysis one by one 

and asked the construction worker to rate it on a scale of 1 (not at all) to 7 

(extremely demanding) by giving the examples of the ratings delineated in the 

manual. Usually, the demands were discussed based on the description in the 

manual until the construction worker felt confident to give a reliable rating. 

 

   3.2.2.2.2 Survey 

The purpose of the survey was to assess cognitive demands in construction 

work more in depth. The survey was conducted in the headquarters of the 

construction companies either before or after a regular workday. All construction 

workers were invited to come to a meeting room where the researcher informed 

them about the purpose and the content of the survey. Construction workers that 

were interested in completing the survey were given either a paper booklet or a 

tablet with the survey to complete based on their preferences. The survey comprised 

the NASA-TLX for assessing the overall level of work demands and the Mental Work 

Demands questionnaire for assessing detailed intellectual demands. The NASA-TLX 

comprises six questions on perceived workload due to “physical,” “mental,” 
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“temporal,” “performance,” “effort,” and “frustration”-related demands on a scale of 

0 (very low) to 100 (very high). It was originally developed to assess workload in 

laboratory conditions (Hart and Staveland, 1988). We chose this assessment 

because it is an easy-to-use and reliable measure to assess task difficulty in 

different settings 

and is used 

intensively 

worldwide (Hart, 

2006). 

Participants 

completed the 

German version 

of the NASA-TLX, 

as it is usually 

presented on 

paper. They 

indicated their 

ratings from 0 

(very low) to 100 

(very high) by making a cross with a pencil or, in the tablet version, with a finger 

touch. To assess the details of the mental demands that construction workers face 

at work, we used the Mental Work Demands questionnaire that contains 18 

questions originally derived from the O*NET survey instruments, which was 

developed by an interdisciplinary expert team (Handel, 2016). The 18 questions 

describe intellectual demands at work such as “updating and using relevant 

knowledge,” “giving advice and consultation,” and “developing objectives and 

strategies” (see Table 1 for the complete set of job demands in the Mental Work 

Demands questionnaire) on a scale of 1 (very low) to 7 (very high). These intellectual 

demands are combined in three indices of mental demands: verbal demands, 

executive cognitive demands (Then et al., 2013) and information processing 

demands (Then et al., 2017). These indices were originally developed for the 

purpose of operationalizing an intellectually demanding work environment (Then et 

al., 2017; Then et al., 2013). We chose this assessment because it allows the 

detailed assessment of cognitive demands. Participants indicated their ratings from 

1 (very low) to 7 (very high) by making a cross with a pencil or, in the tablet version, 

with a finger touch.  To assess stress symptoms, the survey comprised assessments 

Table 1: Mean level of demands in the mental demands questionnairea 
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for somatic symptoms, depression symptoms and burnout. Somatic symptoms were 

assessed using the 15-item PHQ on somatic symptoms (PHQ-15). We chose the 

PHQ because it is a short, self-administered questionnaire designed for use in 

primary care and non-psychiatric settings to diagnose patients according to the 

International Classification of Diseases or the Diagnostic and Statistical Manual of 

Mental Disorders (Gilbody et al., 2007). The PHQ-15 comprises 15 questions that 

measure somatic symptoms (Kroenke et al., 2002). It has shown strong validity in 

primary care settings (Interian et al., 2006) and in the general population 

(Kocalevent et al., 2013). Depression symptoms were assessed using the PHQ 

Depression Scale (PHQ-9), a short nine-item diagnostic measure for depression 

(Kroenke et al., 2001) that has shown strong clinical validity (Martin et al., 2006; 

Manea et al., 2012). The critical cut-off score for mild depression is 5 points and for 

clinically relevant depression is 10 points (Kroenke et al., 2001). Burnout was 

assessed using the CBI for personal and work-related burnout. The CBI was 

originally developed by Tage Kristensen and colleagues at the National Institute of 

Occupational Health in Copenhagen (Kristensen, Hannerz, Hogh and Borg, 2005) 

and has been validated internationally (Kristensen, Borritz, Villadsen and 

Christensen, 2005; Winwood and Winefield, 2004). The critical cut-off score for 

burnout is 50 points (Kristensen, Hannerz, Hogh and Borg, 2005). We used the 

original versions of each of those assessment tools in our survey. Participants 

indicated their ratings on the original 

scales of each of these assessment tools by making a cross with a pencil or, in the 

tablet version, with a finger touch.  

A total of n = 30 employees from the construction companies (construction 

site manager, electricians, floorers, painters, plasterers and drywall installers) 

agreed to participate in the survey. The age range was 18–60 years old with a mean 

age of 34.79 (SD: 11.83) of the construction workers. Of all the participants, only 

one was female. A total of n = 16 construction workers (57.1 percent) had completed 

less schooling than a secondary school certificate and n = 7 (25.0 percent) 

completed some form of secondary schooling. Another n = 5 construction workers 

(17.9 percent) had acquired a university-qualifying school certificate and completed 

at least some college. 

 

  3.2.2.3 Statistical analyses 

All statistical analyses employed an α level for statistical significance of 0.05 

(two-tailed) and were performed using Stata (version 15). Means and standard 



37 
 

deviations were calculated using standard procedures in Stata. Comparison 

between construction workers and office workers were calculated by using Kruskal–

Wallis test if the scales were ordinal or not normally distributed (Chi2 was obtained 

as a significance indicator in the Kruskal–Wallis test). Correlations between 

demands at work and stress symptoms were calculated by using Kendall’s τ rank 

correlation, as the scales were ordinary and our sample was relatively small. 

 

 3.2.3. Results  

As the aim of this study was to assess physical and cognitive demands in 

construction work, we present the results in the corresponding order. In addition, 

we present results on stress symptoms in construction workers and their 

association with these demands. 

 

  3.2.3.1 Physical Demands  

Information on the extent of physical demands in construction work was 

obtained via the Fleishman job analysis in great detail and via the NASA-TLX in the 

form of an overall score. Results from the Fleishman job analysis interviews suggest 

that, on a scale of 1 (very low) to 7 (very high), the average level of physical demands 

among construction workers was 4.84 (SD: 0.73), indicating a high (but not very 

high) overall level of physical demands. The highest levels were reported for gross 

body coordination and gross body equilibrium and the lowest levels for dynamic 

flexibility and stamina. Details of all physical demands are shown in Table I. 

Results from the survey using the NASA-TLX suggest that on a scale of 0 (very low) 

to 100 (very high) the average level of physical demands was 68.61 (SD: 33.07), 

indicating a slightly more than moderate level with large variance. 

 

  3.2.3.2 Cognitive Demands  

Information on the extent of cognitive demands in construction work were 

obtained via the Fleishman job analysis and the Mental Work Demands 

questionnaire in great detail and via the NASA-TLX in the form of overall scores for 

temporal demands, effort-related demands, mental demands, frustration-related 

demands and performance-related demands, respectively. Cognitive demands at 

work were obtained on a scale of 1 (very low) to 7 (very high) in interviews using the 

Fleishman job analysis and in a survey using the Mental Work Demands 

questionnaire, respectively, and the NASA-TLX on a scale of 0 (very low) to 100 (very 

high). Results from the Fleishman job analysis interviews indicate that the average 
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level of psychomotor demands were 4.63 (SD: 0.60), social demands were 4.42 (SD: 

0.79), cognitive demands were 3.75 (SD: 0.54) and sensory–perceptual demands 

were 3.67 (SD: 0.79), suggesting high, but not very high, cognitive demands in 

construction work. The highest levels were reported for reliability, friendliness, 

assertiveness and motivation and the lowest levels for originality and auditory 

attention (see Table II).  

The results from the survey with the NASA-TLX on a scale of 0 (very low) to 

100 (very high) indicate that the average level of temporal demands were 77.78 (SD: 

21.09), effort-related demands were 77.78 (SD: 23.40), mental demands were 66.25 

(SD 29.43), frustration-related demands were 47.78 (SD: 26.75) and performance-

related demands were 31.67 (SD: 27.22), suggesting that temporal and effort-

related demands were relatively high and performance-related demands were 

relatively low. Results from the Mental Work Demands questionnaire on a scale of 1 

(very low) to 7 (very high) indicate that the average level of verbal demands among 

construction workers were 3.93 (SD: 1.29), information processing demands were 

3.89 (SD: 1.34) and executive cognitive demands were 3.5 (SD: 1.67), suggesting 

moderate levels of intellectual work demands (see Figures 1 and 2). Details are 

shown in Table II. The highest levels were reported for “updating and using relevant 

knowledge” and “giving advice and consultation” and the lowest levels for 

“developing objectives and strategies”. 

 

  3.2.3.3 Stress Symptoms  

Information on the extent of stress symptoms in construction work and their 

association with physical and cognitive demands were obtained via the PHQ and the 

CBI. Stress symptoms 

included an overall 

stress level, somatic 

symptoms, symptoms 

of depression, personal 

burnout and work-

related burnout. 

Results on stress 

indicate that, on a scale 

of 0–10, construction 

workers reported to 

experience on average a 

Figure 1: Mean level of demands at work according to the Mental Demands Questionnaire 
and the Fleishman job analysis survey 
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stress level of 6.72 (SD: 1.98), suggesting a relatively high stress level. Results on 

somatic symptoms from the survey indicate that 6.9 percent of the construction 

workers (2 out of 29) had any type of somatic symptoms (e.g. headache, dizziness 

and an upset stomach or others). The average number of somatic symptoms was 

0.89 (SD: 1.37). The 

results on depression 

indicate that the 

average level of 

depression symptoms 

was 4.17 (SD: 3.04). 

The findings suggest 

that 40.0 percent 

(n¼12 out of 30) of the 

construction workers 

had a mild level of 

depression symptoms and 6.7 percent (n¼2) had clinically relevant symptoms of 

depression. The results on symptoms of burnout comprise the dimensions personal 

burnout and work burnout. The average level of personal burnout was 41.93 (SD: 

16.91). A total of 39.4 percent of construction workers (13 out of 33) scored over the 

critical score for personal burnout. The average level of work burnout was 35.16 

(SD: 15.61). A total of 12.5 percent of construction workers (4 out of 32) scored over 

the critical score for work burnout. Overall, 60.7 percent of the construction 

workers did not have any symptoms (this number does not include individuals with 

missing data).  

Investigating associations between demands and stress symptoms is difficult 

given the small variance in the demands among construction workers and the 

limited number of construction workers who answered all of these questions 

(n¼16). Comparisons of those with stress symptoms and those without symptoms 

suggest that more stress, higher effort-related demands and higher physical 

demands were associated with stress symptoms (see Figures 3 and 4, and Table 2). 

No comparisons were statistically significant in the Kruskal–Wallis test (see Table 

III). Statistical findings from Kendall rank correlation suggest that higher 

psychomotor demands correlate with more somatic symptoms (see Table 3). 

 

 

 

Figure 2: Mean level of demands at work according to the NASA Task Load Index 
(NASA-TLX) 
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 3.2.4. Discussion  

The aim of this study was to assess physical and cognitive demands in 

construction work. Results from interviews (n¼35) and a survey (n¼30) in three 

construction companies in Germany suggest that the extent of physical demands is 

high but not very high and the extent of cognitive demands is also in a moderately 

high range, especially for verbal and information processing-related demands. In 

this sense, we cannot confirm our hypothesis that physical demands are higher 

than cognitive demands. Major aspects driving cognitive demands that construction 

workers face are updating and using job-related knowledge, in addition to giving 

advice and consultation. In each construction site, workers encounter different 

settings, buildings and construction plans and they are expected to adapt to each of 

the different new work sites accordingly. New innovations, technological 

developments and new regulations concerning materials, safety and building 

construction need to be adapted to existing work processes (Sexton and Barrett, 

2003; Kaplinski, 2018; Rutešić et al., 2015) and this might lead to additional 

cognitive demands. Another underestimated component of a construction worker’s 

job seems to be consultation. Consultation is a service that workers provide when 

they inspect a building, make decisions of the relevant work steps and identify risks 

and problems instantaneously – a service that is, however, not frequently taken into 

account. We were not able to identify any scientific publication dealing with this 

issue, suggesting a considerable research gap. A practical implication of this finding 

Figure 3: Mean level of demands at work for participants with and without symptoms, assessed via the Mental Demands 
Questionnaire and, for *, via the Fleishman job analysis survey in a scale from 1 (very low) to 7 (extremely high), except for 
stress, which was assessed on a scale from 1 (very low) to 10 (extremely high) 
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is that construction workers in small-sized companies seem to provide a service 

that is not acknowledged. If this is part of the regular project delivery system, this 

service needs to be included in the planning of the construction site. 

Based on our findings, it seems clear that construction work is much more 

than just a physical job. Construction workers face at least moderately high 

demands in all types of demands (see Table I and Figure 1). Typically, every 

occupation has at least one area in which demands are low. For example, office 

workers or military 

intelligence 

personnel have low 

gross motor 

demands (Knapp et 

al., 1991). To get an 

impression of the 

uncommonly wide-

ranging demand 

levels that 

construction 

workers face, the 

information of the 

Fleishman job 

survey in the O*NET 

database can help (www.onetonline.org). Compared to clerks, construction workers 

have a lower level in verbal communication but a more than double the level in 

psychomotor, physical and sensory demands, a more than two scale-points (Scale 

1–7) higher level in fluency of ideas, memory, spatial orientation and imagination 

and a more than one scale-point higher level in seven other cognitive domains than 

clerks. With ongoing digitization of the sector, these cognitive demands may further 

increase, placing even higher demands on construction workers. 

Our results suggest that construction workers endure a multi-component 

strain everyday at work. This could be one explanation for why every fourth 

construction worker in our sample had work-related burnout symptoms and every 

third had depressive symptoms, as many previous studies have shown that job 

demands are associated with a greater risk for burnout (Seidler et al., 2014) and 

depression (Mausner-Dorsch and Eaton, 2000). Policies to prevent cognitive 

overload in construction work are urgently needed. Yet, research findings that 

Figure 4: Mean level of demands at work according to the NASA Task Load Index (NASA-
TLX) for participants with and without symptoms, assessed on a scale from 0 (not at all) 
to 100 (very much) 
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provide the necessary evidence for such policies are not available. Although our 

sample size was rather small, we observed a positive association between temporal 

and effort-related demands and stress on burnout symptoms in construction 

workers. These findings confirm to some extent our hypothesis that higher 

demands are associated with more stress symptoms. Temporal demands like time 

pressure are a source of accidents at work (Gravseth et al., 2006). Time pressure 

increases 

physiological and 

psychological 

stress reactions 

(Wahlström et al., 

2002; Wofford, 

2001) and thus 

can lead to 

mental illnesses 

(Ilies et al., 

2010). Time 

pressure is also 

associated with 

both lower back and upper extremity symptoms, especially in combination with 

high cognitive demands or interpersonal demands (Huang et al., 2003). Thus, the 

benefits from increasing the pace of work might be offset by generating work 

accidents, decreasing motivation to work and causing productivity losses (Nepal et 

al., 2006). A practical implication is that each demand, including cognitive 

demands, must be allocated a minimum amount of time in the planning of the 

construction site. Only in this way, time pressure and the consequences can be 

prevented. Digital work process planning tools are available already. However, 

planners often allocate time slots for the practical aspects of the work task and do 

not yet consider the cognitive effort necessary for the construction worker to 

complete the work package.  

Effort-related demands are known for similar effects on workers’ health. 

Effort-reward imbalance at work is a widely known concept that has been shown to 

contribute to poor mental health (Siegrist and Dragano, 2008) and also plays a 

causal role in psychological distress and physical complaints in the future 

(Shimazu and Jonge, 2009). A high level of effort, as experienced by construction 

workers, is thus a risk for poor health if they do not receive the appropriate reward 

Table 2: Mean level of demands by individuals with and without stress symptoms 
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for it, which could be monetary gain, career opportunities, job security, early 

retirement or other types of rewards (Federal Health Monitoring Information 

System, 2019; Jacobi, 2009). Therefore, it is essential that companies learn to 

recognize high demands in the work context and monitor them together with the 

effect that demands have on their workers.  

Our research findings give rise to a number of practical implications. First, 

work steps need to be reevaluated to include cognitive demands in order to avoid a 

cognitive overload of the construction workers. Cognitive demands need to be added 

to the planning of work packages. Second, the planning of work activities on the 

construction 

site should 

include time 

slots for 

applying 

knowledge and 

for 

consultation. 

Third, to avoid 

time pressure, 

project 

schedules 

should allow for 

flexibility and time constraints in the contracts of construction projects should be 

eluded. Fourth, services that construction workers supply such as consultation or 

the use of knowledge of standards and regulations should be officially recognized as 

such. Fifth, given the recent developments in the sector, enhanced and continuous 

training is necessary to guarantee that construction workers have the skills to deal 

with every challenge at work. Furthermore, public policies could help to ensure 

worker well-being. We recommend a new public policy that regulates the use of new 

technological devices on construction site. Specifically, new technological devices 

should only be used after proper testing regarding its usability and the demands 

that using the device adds to the work activities. We also recommend public policies 

on workers’ health to expand the minimum safety standards to include cognitive 

and social demands. Risk assessment should always include these demands, which 

– although not always obvious for construction work – are a crucial factor for well-

being. In addition, it is necessary to make resource materials available to small- 

Table 3: Correlation coefficients for the association between demands at works and stress 
symptoms 
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and medium-size companies that help them to guarantee worker well-being in the 

long run.  

The current study has some limitations. First, the number of participants in 

the study was relatively small and some of them did not answer all the questions. 

Psychological theories infer that those workers who fear negative consequences in 

particular (for instance, because their stress level is too high) are reluctant to 

participate (Graham et al., 1994). 

Missing data from construction workers that feel very stressed due to their 

work may have led to an underestimation of the consequences of high work 

demands. Some workers would simply skip entire sections of the questionnaire 

resulting in missing data in some questionnaires for these individuals. This is 

unsurprising given that the response rate in the O*NET survey was only 16 percent 

(Campion et al., 1999). Therefore, we would like to encourage further studies to 

replicate our findings. Second, the study did not include the organizational 

structure or interpersonal aspects of work, which of course can have a major 

impact on the workers’ productivity and well-being. Finally, the demand ratings are 

subjective, which could be a limitation but previous studies have shown that both 

hold predictive power (Sonnega et al., 2017). In fact, experiments have shown that 

there is a strong relationship between demands and ratings on effort (Hogan et al., 

1980). Some scientists even consider personal perceptions more important because 

they encompass implicit information that cannot be observed ( Jahedi and Méndez, 

2014). 

 

 3.2.5. Conclusion  

The aim of this study was to assess physical and cognitive demands in 

construction work and outline the amount and extent of these demands that 

workers are faced with on a daily basis. The results shows that construction work is 

demanding in physical terms as well as in perceptual, psychomotor, social and 

cognitive terms. Using and updating specialized knowledge, giving advice and 

providing consultation, friendliness, assertiveness and reliability are 

underestimated demands in the everyday work environment of construction 

workers. However, these demands are relevant to the workers’ productivity and 

well-being. Further studies need to investigate the details of the relationship 

between the multi-component demands profile in construction work and the effects 

that it has on mental health. A practical implication is that those working in the 

construction industry must gain awareness of these different types of demands. 
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Managers should recognize demands in the cognitive and psychosocial domain 

when planning work processes and when shaping the organizational structure in 

the construction industry. A lack of consideration can lead to an overload of the 

individual worker or to constraints in the time schedule that might collapse of the 

time management of the project. In the long run, a lack of consideration may also 

lead to a mismatch between construction workers’ performance and their health in 

the future. As employers have to protect workers from the risks arising from 

construction work, it is important to include cognitive demands in the occupational 

risk assessment as required by law (Herbig et al., 2012). Yet, at present, there is no 

standard application of this in the construction sector. An implication for public 

policy is therefore to provide resource materials that help small- and medium-sized 

companies to realize that. Occupational risk assessments of this type are 

constrained by the fact that certain methods, such as the cognitive task analysis, 

are limited and do not acknowledge the full range of cognitive and psychosocial 

demands. We strongly encourage those working in the construction industry to get 

together with researchers to develop urgently needed measures that include mental, 

social and cognitive demands in risk assessments, especially given the increasing 

digitization of the industry. Increasing levels of demands for construction workers 

in small companies (e.g. digital skills, expertise in standards and regulations and 

provided consultation services) can also have economic implications, as skilled 

labor valuable and costs in building construction may rise. 

 

 

 

 

  3.3. Interim Summary 

Study 1 investigated whether different assessments using pen and paper, 

pen and tablet and finger and tablet lead to comparable measures of processing 

speed. The main results include improved performance and subjective preference in 

the tablet and pencil assessment mode compared to tablet and finger and paper 

and pen modes. Implications for digitalisation of tests have been discussed as well. 

Study 2 aimed to use interviews and surveys to assess the physical and cognitive 

demands in construction work. Several demands were identified and potential ways 

to implement them into the increasingly digitalized work practice have been 

discussed. 
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In-depth discussion of these results by embedding them into the larger picture of 

the present work will take place in chapter 5.  

 

  3.4. Further Related Research 

In addition to study 1 and study 2 two further experiments will be briefly 

described here. These experiments did either not get finished due to the Covid19 

pandemic or are in the preparation of getting published. Since this work is partially 

still ongoing, it will only be mentioned briefly here, however their inclusion is 

relevant due to their added value to the overall scope of the research presented in 

this work. 

The data for the first study is currently being analysed. It concerns a 

secondary explorative study conducted in conjunction with two colleagues who 

investigated the impact of music on task performance, using stimuli they validated 

previously (Hofbauer & Rodriguez, 2023). Participants were instructed to complete 

several cognitive tasks related to working memory - immediate and delayed word 

list recall and the trail-making test (TMT, Oswald & Roth, 1987) which was also 

used in study 1– while listening to either fast or slow music with positive or 

negative valence in a within-subjects design. A total of fifty participants was 

recruited and tested. For the duration of the experiment, participants wore a mobile 

Tobii Glasses 2 eye-tracker (Tobii Pro, Danderyd, Sweden). The main research 

question was concerned whether the type of music had an impact on task 

performance, measured either by performance in the recall tasks or the completion 

speed and error rate in the TMT. These behavioural measures are currently being 

analyzed by our colleagues. As an explorative addition, gaze and continuous 

pupillometry data was collected as well. The gaze data involves fixation durations 

and number of fixations but has proven challenging to analyze due to the semi-

structured setup of the experiment. The pupil data was less affected by these 

shortcomings. The main assumption was that pupil dilation should relate to the 

behavioural data as a marker of cognitive load (Wierda, Van Rijn, Taatgen, & 

Martens, 2012; Van der Wel & Van Steenbergen, 2018) and optimally mirror the 

results from the behavioural study. Analyses are ongoing, but first insights reveal 

task-specific differences in pupil dilation which correspond to the task difficulty – 

delayed recall for instance eliciting an increased average pupil size compared to 

immediate recall of the same word list. This experiment is relevant for the present 

work since it uses similar principles to study 1 but incorporates more in-depth eye-



47 
 

tracking analyses. However, due to the explorative nature of this data and technical 

problems which occurred during testing but were only discovered during data 

analysis, this research is still ongoing. 

The second study which is of interest follows a similar research question to 

study 2, relying partially on the same F-JAS structured interviews, in this case to 

investigate the mental and physical effort required in car mechanics tasks. In 

addition to the interviews, three scenarios with different tasks relevant for car 

mechanics - changing a tire, disassembling an engine part and error search for a 

faulty car engine – were created in close collaboration with a vocational school. To 

investigate how demanding these tasks were, a dual approach was taken – first, 

participants at different stages of their career as car mechanics evaluated them in a 

structured interview with the same dimensions described in study 2 (see Appendix 

table 1 & 2 for full factor structure). Second, participants from the vocational school 

were recruited who either had no background in car mechanics at all or who were 

in their first or second year of a car mechanics apprenticeship. These participants 

were instructed to complete the described tasks while wearing a mobile Tobii 

Glasses 2 eye-tracker (Tobii Pro, Danderyd, Sweden) which would record their gaze 

behaviour and fixation patterns. Participants received detailed verbal and written 

instructions before each task but were otherwise free to complete it at their own 

speed.  

The first results from a pilot study were promising especially for the error 

search, indicating differences in task completion speed but more interestingly also 

in their gaze pattern – with participants without any expertise using a random 

search pattern, participants with some expertise focussing on the car battery and 

brand of car and an expert who was recruited as reference finding the error within 

seconds, fixating solely on specific parts of the car battery (see Appendix Figure 1). 

Unfortunately, due to several factors, most severely the outbreak of Covid19 and 

resulting lockdowns, this line of research remained unfinished. Nevertheless, it 

represents an important piece in the overall picture discussed here, because it 

bridges the gap between study 2 and the following research, which uses one of the 

three tasks mentioned here (disassembly of an engine part) as part of the 

educational material.  
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Chapter 4: Virtual Reality Research 

This chapter is concerned with the second research area of interest and 

contains two studies, which were published in 2021 and 2022, respectively. Study 

3 was built on a similar principle as study 1 and aimed to provide an early glimpse 

into the potential of using virtual reality technology in learning environments by 

comparing it to more traditional 2D educational videos. Study 4 was conducted as a 

full virtual reality experiment and combined a classic visual search paradigm with 

different audio cue modalities and introduced visual noise as an additional 

independent variable. 

Aside of these two main studies, several further related early-stage or 

otherwise unpublished research utilizing mixed reality and virtual reality from our 

work group will be described in some detail. 

 

 

4.1. Remote Vocational Learning Opportunities 

 4.1.1. Introduction  

The rapid advancement of the development of virtual reality (VR) technology 

quickly expanded beyond the entertainment sector and now holds promise to 

revolutionise the education sector as well. While a growing body of VR projects exist 

for primary and secondary education (eg, Morales et al., 2013; Nobrega & Rozenfeld, 

2019) as well as university level education (Dyer et al., 2018), less focus has been 

placed on the use of VR in vocational education. While this varies between 

countries, in Germany the vocational sector remains one of the main employers for 

young adults. The German dual vocational education system (VET) interweaves 

hands-on practice in the industry with decentralised education. The education is 

mostly reliant on frontal teaching in dedicated VET schools mixed with practical 

hands-on experience at the place of work (Baethge et al., 2007). Contrary to 

universities and trade schools, vocational institutions are often far smaller in size, 

with nearly half of the institutions employing <50 people (Autorengruppe 

Bildungsberichterstattung, 2018). The small size of the individual institutions 

combined with the variety of vocational jobs on the market pose major challenges to 

the development and introduction of expensive equipment such as VR-ready 

learning environments. The push for digitalisation does not necessitate the 

exclusive use of VR technology however and alternatives should also be considered. 
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With the greatly accelerated push for remote learning opportunities caused 

by the COVID-19 outbreak, it is crucial to bring modern teaching techniques 

already present in other educational systems to vocational education as well. In this 

paper, the focus will be more specifically on the material generated for the use of 

vocational education in car mechanics. Given the smaller size of many institutions 

and the variety of topics and skills covered in vocational training, additional points 

need to be considered, such as alternatives to fully immersive VR environments. 

The development and maintenance of fully interactive VR environments 

proves difficult given the variety of tasks a car mechanic has to learn over the 

course of their three-year long education. As one potential solution to the above, 

non-interactive VR environments generated from 360° video recordings of lessons 

should be considered. We understand non-interactive VR as an environment 

requiring only 3° of freedom (3-DoF, head movement on the x and y as well as body 

turning) without controllers, for example a 360° video viewed on a Samsung Gear 

VR headset. On the other end of the spectrum are fully interactive 6-DoF 

environments featuring environmental manipulation such as surgical training 

programs (e.g. Frederiksen et al., 2020) or human-in-the-loop driving simulators 

(Reinhard et al., 2019). Due to higher degrees of freedom provided by controllers 

and room-scale tracking, 6-DoF environments are usually created with interactivity 

in mind, which holds great promise in future interactive vocational learning 

environments, since experienced immersion will be higher (Slater, 2003, 2018). 

However, a major downside is the complexity of content creation leading to a 

current scarcity in content (Jensen & Konradsen, 2018). 

Previous research highlighted the potential of educational 360° videos to 

increase student engagement (Violante et al., 2019) and leading to similar learning 

outcomes as traditional face-to-face or 2D video-based education (Ulrich et al., 

2021). At the point of writing, the technology to have multiple points of view within 

a 360° video is still mostly hypothetical, although this could change in the near 

future (see e.g. Jeong et al., 2020) Compared to fully interactive VR environment, 

360° video recorded material is more cost effective for vocational institutions since 

they can simply be played on aforementioned 3DoF head-mounted display (HMDs) 

such as the Samsung Gear, Oculus Quest or the Google Cardboard instead of 

requiring expensive room-based 6-DoF setups. 

 
  4.1.1.1. Immersion and presence 

In addition to the level of interaction, other concepts need to be considered in 

VR research as well. The first is the level of immersion and sense of presence in 
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virtual environments. While these concepts are often used interchangeably 

(Grassini & Laumann, 2020), immersion is commonly seen as more related to 

technological aspects of VR, such as the field of view or realistic audio environments 

(Slater, 2003, 2018). Slater (2018) noted that immersion should be seen on a scale 

instead of a binary immersive/non-immersive decision, where contingency between 

actions of the participant and its effect in the world correlate – for example, being 

able to manipulate an object or observe it from multiple angles (see Huang et al., 

2021) or maintaining eye-contact with an interactive avatar (see Albus et al., 2021) 

should lead to higher feelings of immersion. Presence on the other hand is a mental 

state based on a more subjective experience—the ‘feeling of being in’ a virtual 

environment (Grassini & Laumann, 2020; Schubert, Friedmann, & Regenbrecht, 

1999, 2001). This subjective experience is commonly measured using physiological 

correlates such as EEG, fMRI or the galvanic skin response, or a variety of 

questionnaires (for an overview, see Grassini & Laumann, 2020). In the context of 

this study, subjective sense of presence was measured by using one of the standard 

questionnaires, the iGroup presence questionnaire (IPQ, Schubert 

et al., 2001). The sense of presence measured by the IPQ is primarily focussed on 

the individual's perception of being part of the virtual environment (Grassini & 

Laumann, 2020), and the present paper will use of the term ‘sense of presence’ in 

the same way. 

 
  4.1.1.2. Novelty effect in VR 

One relatively recent notion in VR-based research, especially in the context of 

education, is the novelty effect of the utilised software and hardware. At the time of 

writing, a significant portion of students in both vocational facilities as well as the 

university reported having little to no prior experience with VR, with direct exposure 

usually limited to large events such as fairs. This led to high motivation to inquire 

about VR as well as participate in any VR-related research, irrespective of content. 

Whether this high motivation leads to a sustainable effect of VR-based learning is 

under debate. Merchant and colleagues (2014) reviewed a total of 69 studies 

utilising different forms of virtual learning environments in higher education and 

found that while virtual environments increased learning outcome, the effects 

started to deteriorate with repeated exposure to the virtual environment. Huang 

(2020) noted that this could be attributed to the diminishing novelty effect and 

added a first line of research where longitudinal learning in 3-DoF and 6-DoF VR 

was investigated. Notable results from Huang (2020) include that, while novelty 

alone did not increase learning outcome, it decayed slower than presumed by 
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Merchant and colleagues (2014) and novelty also positively influenced learner's 

motivation. In a recent study, Huang and colleagues (2021) reported that student 

engagement and immersion remained high throughout several sessions, with task 

performance being comparable between groups using 3-DoF (‘moderate immersion’) 

and 6-DoF (‘higher immersion’) setups. This highlights the viability of less 

interactive presentation of content such as 360° videos for learners. 

 

  4.1.1.3. Cognitive Load 

The impact of VR on cognitive load has been under investigation since the 

technology began to become more widespread. Cognitive load as a construct can be 

measured in a variety of ways, with correlates ranging the subjectively experienced 

load measured by questionnaires such as the NASA task load index (TLX, Hart, 

2006; Hart & Staveland, 1988) to physiological correlates such as electrodermal 

activity and changes in pupil size. For an overview of measures for cognitive load 

specifically in VR see Armougum et al. (2019). Due to the novelty and complexity of 

VR-based systems in educational contexts correlates introduced by VR could be 

highly relevant for cognitive load research as well since the danger of cognitive 

overload needs to be considered (Albus et al., 2021). In a surgical training context, 

Frederiksen and colleagues (2020) found that novices in an immersive virtual 

environment using a VR headset were subject to significantly higher cognitive load 

and consequently worse task performance compared to training with a conventional 

virtual setup using a screen and joysticks. 

When investigating differences in expertise for a spatial navigation task, 

however, the physiological and subjective measures of cognitive load were mostly 

affected by expertise, with no differences between real-world and virtual navigation 

(Armougum et al., 2019). 

A looming question is whether the introduction of VR content could prove to 

be a beneficial addition for vocational learners and learners in general. Empirical 

evidence in this respect is mixed. There is a general agreement about the potential 

of VR technology as a viable catalyst to improve education by digitalisation (Freina 

& Ott, 2015). A recent meta-analysis by Moro and colleagues (2021) found 

comparable effects of VR training to traditional methods in four reviewed studies 

(Moro et al., 2021). Chen and colleagues (2018) investigated the relationship 

between the use of VR technology and different factors of learning in automotive 

vocational students and found positive effects of VR on both learning satisfaction 

and learning outcome. On the contrary, a recent review by Jensen and Konradsen 
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(2018) about the state of VR in education indicated that, in the majority of reviewed 

papers, the use of VR environments yielded no advantage in either the cognitive or 

psychomotor domain. Jensen and Konradsen highlighted that one of the biggest 

shortcomings of educational VR remains the scarcity of content. This shortcoming 

also extends to the German vocational education system, where traditionally 

craftsmen with years of professional experience are teaching the next generation 

with traditional methods such as frontal classes and hands-on lessons, mixed with 

some older educational 2D videos (Baethge et al., 2007). At the time of writing, no 

affordable ‘out-of-the-box’ solution for generating VR content on a large scale exists 

outside of research projects and single educational projects. However, as noted 

before, recent research by Huang (2020), Huang and colleagues (2021) and the 

meta-analysis of Moro and colleagues (2021) showcased the viability of 3DoF setups 

for learning environments, which would be much easier to implement compared to 

full VR environments which often are made from scratch. Apart from the learning 

outcome, it is however also important to look at other factors of the learning 

experience, such as where the learner shifts their attention to. 

Due to recent technological advances, eye-tracking became feasible in VR 

setups. This allows the comparison of participants' gaze pattern in the real versus 

the virtual world as well as a more direct measurement of attention through gaze 

tracking. So far, there is only a limited body of research investigating the effects of 

different learning modalities using eye-tracking. 

Reichenberger et al. (2020) note a possible for gaze tracking as a measure for 

attention in clinical treatments for social anxiety disorders, whereas Cheng and 

Huang (2012) investigated the possibility of VR to foster joint attention in children 

with pervasive developmental disorder. In educational contexts, a study by 

Meppelink and Bol (2015) concluded that participants who were not knowledgeable 

about a topic showed higher recall of information related to that topic when they 

spent more time (total fixation duration) on picture-based information compared to 

text-based only. Therefore, for this study, we recruited participants with little to no 

previous knowledge on the educational content presented. 

Whereas, however, the learning material used in Meppelink and Bol (2015) was 

website-based, this study focussed on the differences between traditional 2D-video- 

Based versus 3D-VR- video instruction. 
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  4.1.1.4. Research question & hypotheses 

The learning material used in this study was primarily visual with added 

verbal instructions from the instructor. Learners are therefore expected to pay 

attention on the relevant objects and areas in the instructional video in both the 2D 

video and nVR conditions by fixating on them. According to Yarbus (1967), both the 

average duration of single fixations as well as the number of fixations on each 

object or area of interest are ways to measure human visual attention. By an 

extension of this, the sum of the durations of all fixations, or total fixation duration, 

on a single area of interest reflects the amount of time an individual actively paid 

attention to an object or person in a video. Bhoir et al. (2015) and Jeelani et al. 

(2018) used these measurements, among others, to investigate the attention of 

construction workers and the handling of personalised safety instructions, 

respectively. Instead of presenting learners with different versions of video-based 

content, this study will focus on strictly on differences stemming from video 

presentation—whether instructional content leads to differences in visual attention 

and learning outcome when it is presented as a 360° video on an HMD compared to 

the same content presented as a 2D video on a tablet. Previous research highlighted 

different factors influencing learning outcome and learner engagement such as 

novelty (Huang, 2020, 2021), immersion and sense of presence (see Grassini & 

Laumann, 2020), this study aims to investigate learner's attention in different video 

media. 

The primary research question this study aimed to answer was whether the 

presentation modality of a non-interactive 3DoF 360° video (nVR) compared to a 2D 

video of the same content influences the learners' visual attention. It is predicted 

that there are differences in attentional focus, indicated by differences in total 

fixation duration on areas of interest. 

Additionally, this study will investigate whether the presentation of content 

in form of an educational 360° video on an HMD will improve the learning outcome 

compared to presenting the same content in form of a 2D video on a tablet. If that is 

the case, participants watching educational nVR content using a VR headset will 

show increased task-relevant performance, indicated by a higher test score in a 

standardised knowledge recall test compared to participants who watch the same 

video in 2D using a conventional tablet. 

Lastly, since an immersive 360° video is presented on an HMD in one 

condition, differences in immersion and sense of presence are predicted. This serves 

as a manipulation check and will be indicated by higher self-report scores on a 
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standardised presence and immersion questionnaire, with participants in the nVR 

condition reporting increased sense of presence compared to the participants of the 

2D video group. 

 

 

 4.1.2. Method 

  4.1.2.1. Participants 

A total of 50 participants, all students at the University of Kaiserslautern, 

Germany, aged 20–34 (M = 25.28; SD = 2.53), were invited to be tested individually 

in a VR cabin and randomly assigned to either the 2D video or the nVR group. None 

of the participants reported prior knowledge or background of car mechanics. No 

participant reported dizziness or other symptoms during the experiment, which 

would have warranted the termination of the experiment. 

Two participants from the 2D video group had to be excluded due to 

technical problems or equipment failure during data collection. Therefore, the final 

sample consisted of 48 participants: 23 (4 female) in the 2D video group, aged 20–

30 (M = 25.13; SD = 2.14) and 25 (9 female) in the nVR group, aged 21–34 

(M = 25.36; SD = 2.96). All participants had normal or corrected-to-normal vision. 

Participants received course credit as compensation for their participation. 

 

  4.1.2.2. Material 

   4.1.2.2.1. Questionnaires 

A set of standardised questionnaires were deployed to assess different 

aspects of participants' introspection and a standardised test was used to assess 

task-related performance. Cognitive load was measured using the NASA TLX (Hart, 

2006; Hart & Staveland, 1988). This questionnaire consists of six items measuring 

different aspects of cognitive load experienced while performing different tasks, for 

example: ‘How mentally demanding was the task?’ Each item is rated on a 21-point 

scale ranging from 0 to 20. In this study, the TLX was used to investigate potential 

differences in the mental effort participants experienced in the 2D video versus the 

nVR group. The TLX was chosen due to its widespreaduse as a quick, standardised 

measure of subjective cognitive load (see e.g, Armougum et al., 2019). 

To assess the sense of presence, the German version of the IPQ (Schubert et 

al., 2001) was administered after the educational video in printed form. Due to the 

non-interactive nature of both video conditions, the version used in this study 

contained 13 out of the original 14 items, with the item ‘How much did your 
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experience in the virtual environment seem consistent with your real-world 

experience?’ excluded. All questions were answered by participants on a six-point 

scale ranging from ‘Completely disagree’ to ‘Completely agree’ or contextual 

variations thereof. 

Knowledge acquisition was assessed using a 16-item single-choice test which 

was created in cooperation with a vocational institute in North Rhine-Westphalia, 

Germany. The test was held in close similarity to written vocational exams 

conducted as part of the curriculum for car mechanics and was designed to assess 

acquired task specific knowledge based on the information presented in the 

instructional video. Each item had a single correct (target) and three incorrect 

answers (lures). One point per correctly marked answer and per correctly 

unmarked answer was given, leading to a minimum of 32 and a maximum of 64 

points. Before the study, the test was given to seven naïve participants with no prior 

knowledge of car mechanics, and it was evident that the test needed mechanical 

education to reach a sufficient score. 

 

   4.1.2.2.2. Video material & presentation 

The 2D and the 360° video were both recorded in a mechanics garage of the 

partnered vocational institute for the purpose of this study. The videos were 

recorded using a double camera setup with a 360° camera on a tripod and a 

conventional camera fixated below to create equal points of view for both the 2D 

and 360° videos. While working, the instructor regularly faces the camera to provide 

instructions and in addition also verbalises the current step he is working on. The 

content of the video was identical between the 2D and 360° versions, with the 

difference that the 360° video allowed to survey the entire workshop, although no 

other activity or distraction took place during recording. Content represents one full 

exempt of the vocational education curriculum, showing the disassembly and 

reassembly of an exemplary Otto engine to switch out the intake bridge. An 

experienced vocational instructor demonstrates all work steps one-by-one while 

giving additional verbal instructions, such as the advice on tool usage. Total video 

length was 9 min, 52 s for both videos. 

The presented 2D video was recorded in a resolution of 3,840 × 2,160 pixels at 30 

frames per second. It was presented on a fifth generation Microsoft Surface Pro 

tablet (Microsoft Corp., Redmond, WA) with a resolution of 2,736 × 1,824 at an 

aspect ratio of 3:2. The tablet was placed in front of the participant ~75 cm away 

from the face with the screen at an angle of 65°. 



56 
 

For the nVR condition, a 360° video was recorded in a resolution of 7,680 × 4,320 

at 60 frames per second, downsized to 3,840 × 1,920/60 for presentation during 

the study. The HTC Vive HMD (High Tech Computer Corporation, New Taipei, 

Taiwan) used for presentation was a tethered 2016 version and connected to a 

laptop with a NVIDIA GeForce GTX 1,060 (Santa Clara, CA) via HDMI cable. The 

HMD had a resolution of 1,080 × 1,200 pixels per eye (2,160 × 1,200 combined) at a 

refresh rate of 90 Hz with a 110° field of view. 

 

  4.1.2.3. Apparatus 

For measuring eye movements in the 2D-video group, Tobii Glasses 2 (Tobii 

Pro, Danderyd, Sweden) were used. This binocular eye-tracker records eye 

movements from both eyes with a sampling rate of 100 Hz using two cameras and 

six infrared illuminators per eye. 

The recorded gaze patterns are later superimposed on a video recording 

captured by an integrated scene camera. The camera recorded 25 frames per 

second with a resolution of 1,920 × 1,080 pixels and a FoV of 90°. For measuring 

eye movements in the 3D-video group, the VR implemented eye-tracker Tobii Pro VR 

Integration, a retrofitted 2016 version of the HTC Vive, was used. The integrated 

eye-tracker recorded both eyes with a sampling rate of 120 Hz using one eye-

tracking sensor and 10 infrared illuminators per eye. The trackable field of view for 

eye movements is 110°. 

Eye-Tracking data in the 2D condition was recorded using the Tobii Glasses 

Controller v1.108 (Tobii AB, Danderyd, Sweden); 360° data collection was 

conducted in Tobii Pro Lab 360VR v.118. All eye-tracking data analyses in both 

groups were conducted using Tobii Pro Lab 360VR v1.118. Statistical analyses were 

conducted primarily using IBM SPSS 25 (IBM, Armonk, New York). Calibration was 

done via Tobii Pro Lab VR’s integrated five-point calibration for participants 

wearing the Tobii Pro VR Integration, while participants wearing the Tobii Glasses 2 

completed the single-point calibration provided by Tobii Glasses Controller's single-

point calibration. Calibration was successfully completed by all participants 

described in this study. 

 
  4.1.2.4. Design 

A single-factor between-subjects design was used (2D video-based vs. non-

interactive 360° [nVR] instruction). Participants were randomly assigned to either 

experimental condition. 
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  4.1.2.5. Procedure  

Participants were individually invited to the lab. Upon arrival, participants 

were greeted by two experimenters, shown the lab before receiving information 

about the purpose and the procedure of the study from the experimenters. There 

was sufficient time given to ask questions. Afterwards, the participants were then 

asked to give informed consent and to fill out a brief questionnaire concerning their 

demographic information as well as their previous experience with modern 

technology including VR, and car mechanics. Participants of the 3D-video 

group were then shown the VR equipment, while participants of the 2D-video 

group were shown the head-mounted eye-tracker before being both groups were 

seated and received task-specific instructions. These instructions did not differ 

between the groups. When the participant had understood the instructions and any 

open questions were adequately answered, they were asked to put on the VR 

headset or eye-tracker and calibration was initiated. 

After completing calibration, the participant watched the video assigned to 

his or her experimental group. Time-stamped markers were recorded when 

participants started and finished the video – this happened automatically in the VR 

group and remotely in the 2D video condition. Since for the 2D-video group time-

stamped recordings were collected from all participants, accurate markers were 

added on an individual basis for analysis. When participants finished watching the 

educational video, recording of the eye-tracking was stopped. The experimenters 

then helped the participants to take off the eye-tracker or the VR HMD before 

handing them the second set of questionnaires. Participants were then fully 

debriefed and received course credit at the end of the study. This study was 

approved by the Ethics committee of the University of Kaiserslautern (Application 

#72018). 

 

 4.1.3. Data Analysis 

  4.1.3.1. Selection of areas of interest 

The video material presented in this study was recorded in the context of a 

larger project on digitalisation in the vocational education of car mechanics. The 

videos showcase a standardized step-by-step guide on how to disassemble a 

common type of engine, where each step is shown and explained by an expert. The 

content of the videos would usually be demonstrated in person by vocational 

instructors; therefore, the areas of interest were able to be pre-defined based on 

expert opinions from these vocational instructors.  
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The scene of the video is static in both conditions, while head movement is 

possible in the 3D video the participants are instructed to focus on the content, 

which is placed directly in front of them when the stimulus presentation starts. 

There were four relevant stimuli in total: The engine block in the centre of the video, 

the instructor who was positioned either to the right or left of the engine and hence 

represented by two areas of interest, a table with tools on the right side as well as 

an assembly trolley to the left where spare parts were placed. The engine was 

mounted on a carriage and remained stationary throughout the recording and was 

defined as the first primary area of interest. To account for movement throughout 

the video, two counterbalanced areas of interests were defined for the instructor – 

Instructor (Left) and Instructor (Right). At the beginning of the video, the instructor 

stands to the right of the engine but moves over the course of the video between 

both spots.  

In line with the expert opinions of the collaborating vocational instructors, it 

was assumed participants would focus primarily on the instructor and the engine. 

The table with tools was seen as potentially relevant due to the instructor's 

explanation which tools are utilised in each work step. The assembly trolley was 

included as a secondary area of interest since the instructor places spare parts 

throughout the disassembly on it, although this happens rather infrequently. 

After initial data screening, one of these five areas of interest was excluded, 

which was the assembly trolley. No participant spent more than a few seconds on it 

and further analyses suggested most fixations on the trolley were visiting fixations 

or glances, with few full fixations overall. Thus, the four other areas of interest were 

analysed in this study: The instructor in two positions to account for movement 

over the course of the video, the engine, and the table. An exemplary frame of the 

360° video, which shows all areas of interest as well as the full 360° video 

environment, can be seen in Figure 1. The areas of interest and field of view in the 

2D group were similar to the lower picture in Figure 1. 

 

  4.1.3.2. Eye-tracking data acquisition 

In the 2D video group, automatic mapping on snapshot basis as provided by 

Tobii Pro Lab was conducted individually for every participant using a single 

keyframe chosen from each recording. The keyframe for each participant was 

marked with pre-defined areas of interest (AoI) based on the relevant objects in the 

presented video as described above. To conduct AoI-based analyses, each 

participants' recording was rendered over the chosen keyframe. Gaze data and pupil 
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data were also recorded but not analysed for this study. In addition to the 

automatic mapping, participant recordings were checked at least once per second to 

identify potential automated mislabelling of data. 

For the 3D-video group, the data acquisition was conducted similarly with 

the same selection of areas of interest defined a priori but in addition the 360° video 

was pre-rendered before conducting the experiment since there were no individual 

differences in viewing angle or distance due to the use of a stationary placement of 

the participant in the video. In effect, this pre-rendering enables automatic mapping 

of participant gaze patterns onto areas of interest. Similar to the 2D video group, 

recorded eye-movements of each participant were superimposed within pre-

determined temporal markers onto the 360° video. As with the 2D recordings, 

participant recordings were checked at least once per second to identify potential 

automated mislabelling of data. 

 

Figure 1: Snapshot of the 360° recording with added areas of interest in full 360° view (top) and focal area (bottom) 
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  4.1.3.3. Data quality 

The overall quality of the collected data was satisfactory in both groups. One 

participant had to be excluded due to a potential calibration issue which resulted in 

no AoI-based fixations despite otherwise normal gaze patterns. One participant had 

to be excluded due to a battery-related problem which resulted in an incomplete 

recording. All other recordings from both groups were within the expected 

parameters. In two participant cases, recordings were split into two or three parts 

by the automatic mapping algorithm, further investigation revealed no anomalous 

eye-tracking data, both recordings in question were complete. It is presumed that 

these interruptions might have been caused by participants closing or averting their 

eyes for a few seconds. 

It should be noted that presentation of the 360° video was hard-coded in a 

self-running environment within the Tobii Pro Lab software, whereas the 2D-video 

was manually started by one experimenter, after manually starting the recording of 

the eye-tracking glasses. Therefore, while video length was held constant between 

groups, the recording duration slightly varied between the groups and within the 

2D video group. Overall data matching was working as intended with a single 

keyframe allowing gaze mapping on average 97.9% of recording duration in the 2D 

group, and 99.9% in the VR group due to the automatic rendering as described 

above. Figure 2 shows the distribution of recording durations for the 2D group (N = 

23) and the VR group (N = 25).  

The classification of recorded eye-tracking data was done in accordance with 

Tobii Pro's white paper on the fixation filter in Tobii Pro Lab (Olsen, 2012; Tobii 

Technology, 2012). This study used the Tobii I-VT fixation filter with two changes—

the addition of a gap fill-in interpolation with a maximum gap length of 75 ms to 

account for losses of data due to technical issues of up to three frames (see Olsen, 

2012). The second change was setting the threshold for maximum gaze velocity 

calculation from 30°/s to 20°/s since participants in neither experimental condition 

were expected to make sudden eye-movements (see Olsen, 2012). This change was 

made to decrease false-positive merging of adjacent fixations. All other settings were 

kept in line with Tobii recommendations, notably fixations shorter than 60 ms 

were excluded from analysis and adjacent fixations were merged when they were 

<0,5° apart (Tobii Technology, 2012). 
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 4.1.4. Results 

  4.1.4.1. Manipulation check: Sense of presence 

There was one primary presumption which had to be accounted for. HMD-

based VR is seen as one of the most immersive experimental modalities, therefore 

participants in the 3D-video group, using HMD, are expected to report more 

immersion and feelings of presence (Schubert et al., 1999, 2001) compared to the 

2D-video group using tablets. The manipulation check hypothesis was therefore 

that there are differences in perceived presence, indicated by higher self-report 

scores on the IPQ, with participants in the 3D-video group reporting increased 

presence compared to the 2D-video group. To test this hypothesis, a univariate 

analysis of variance (ANOVA) with the factor ‘Group’ and the dependent variable 

‘IPQ Grand Mean’ was conducted. Levene's test was not significant (F(1, 46) = 1.54, 

p = 0.220), indicating equal error variance equal across groups. The IPQ Grand 

Mean was calculated as the grand average of all 13 used items of the adapted 

German version of the IPQ used in this study. An unrotated factorial analysis was 

conducted and results were mostly in accordance with the pre-existing three factor 

structure in the original questionnaire. There was a strong tendency towards a 

single factor solution which explained 44.69% of total variance. 

To investigate levels of immersion and presence reported by participants, this single 

factor solution with an Eigenvalue of 6.26 was used. The ANOVA revealed a 

significant 

difference (F(1, 46) = 

14,75, p < 0.001, η² 

= 0.243) in 

perceived 

immersion and 

presence, with the 

nVR group reporting 

significantly higher 

scores on the IPQ 

(M = 4.03, SD = 

0.65) compared to 

the 2D group (M = 

3.18, SD = 0.87). The results are displayed in Figure 3. 

Figure 2: Distribution of recording durations, separated by group. Group mean indicated 
by triangle marker. Error bars indicate standard deviation. 
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  4.1.4.2. Hypothesis 1: Differences in AoI-based total fixation duration 

The primary research question this paper aims to answer was concerned with the 

attentional focus, indicated by differences in total fixation duration on relevant 

areas of interest, between the two experimental groups. It was assumed that there 

should be attentional differences between HMD-based 360° and traditional video-

based learning. For 

the purpose of this 

study, the total 

fixation duration 

within pre-defined 

areas of interest is 

seen as 

representative for 

attentional focus 

(see eg, Bhoir et al., 

2015; Jeelani et al., 

2018; Yarbus, 

1967). As the 

literature so far 

provides evidence in 

either direction and 

the viability of eye-

tracking in 

educational VR is 

relatively novel, this hypothesis was undirected. For every area of interest, a 

univariate ANOVA with the variable ‘Total Fixation Duration’ was conducted. The 

Total Fixation Duration is the sum of all individual fixations over a given time of 

interest. In this study, the time of interest was the full duration of the video (T = 

592 s) for each group. As detailed above, the areas of interest under consideration 

are the instructor, the engine block and the table with tools. Levene's tests were 

conducted for each ANOVA, with the total fixation duration data for the instructor 

not being normally distributed between groups (F(1, 46) = 4.612, p = 0.037). 

Therefore, a Kruskal–Wallis test was conducted for the instructor data. Both the 

Figure 3: Averaged Grand Sum IPQ scores, separated by group. Error bars indicate 95% 
confidence intervals. 
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engine (F(1, 46) = 3.230, p = 0.079) and table (F(1, 46) = 0.932, p = 0.339) fixation 

data did not differ significantly from normal distribution, hence no non-parametric 

tests were necessary. 

 

   Part 1: Attentional focus on the instructor 

To investigate whether the groups showed differences in their attentional 

focus on the instructor, a univariate ANOVA with the factor ‘Group’ and the 

dependent variable ‘Total Fixation Duration: Instructor’ was conducted. There was a 

significant main effect (F(1, 46) = 89.75, p < 0.001, η² = 0.661) in total fixation time 

on the instructor, with the 3D-video group fixating more on the instructor (M = 

98.55 s, SD = 34.24 s) compared to the 2D-video group (M = 24.93 s, SD = 15.28 s). 

The results can be seen 

in Figure 4. A Kruskal–

Wallis Test was 

conducted to account 

for the not normally 

distributed data. The 

previous results could 

be confirmed, there was 

a significant difference 

in total fixation duration 

on the instructor, H(1) = 

34.231, p < 0.001. 

Participants in the 3D 

Video group (Mdn = 

96.78s) fixated 

significantly longer on 

the instructor compared to participants in the 2D Video group (Mdn = 18.40s). 

 

   Part 2: Attentional focus on the engine 

The second area of interest was the engine block itself. A univariate ANOVA 

on ‘Total Fixation Duration: Engine’ revealed no difference between participants in 

the 2D (M = 150.95 s, SD = 89.81 s) and the 3D-video (M = 189.53 s, SD = 62.43 s) 

group in their attentional focus on the engine, F(1, 46) = 3.03, p = 0.089, η2 = 0.062. 

The results can be seen in Figure 4. 

 

Figure 4: Sum of all fixations on areas of interest, in seconds, separated by group. 
Error bars indicate 95% confidence intervals. 
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   Part 3: Attentional focus on the table 

Due to the research question of this study, the presented eye-tracking data 

primarily focused on the engine and instructor. The table has been included as a 

minor area of interest since there is educational context related to it presented in 

the video. A univariate ANOVA on ‘Total Fixation Duration: Table’ revealed no 

difference between participants in the 2D (M = 8.11 s, SD = 6.09 s) and the 3D-video 

(M = 10.70 s, SD = 5.28 s) group in their attentional focus on the engine, F(1, 46) = 

2.50, p = 0.121, η2 = 0.051. Results can be seen in Figure 4. 

In summary, Hypothesis 1 could be partially confirmed, with participants in 

the nVR group fixating more on the instructor, but not the engine or table 

compared to the 2D video group. 

 

   4.1.4.3. Hypothesis 2: Learning outcome 

The first experimental hypothesis involved the learning outcome. Based on 

the literature review, it was predicted that participants in the 360° group should 

perform better compared to participants in the video condition. Performance was 

measured by a standardised 16 item exam. Each of the 16 items had between 1 and 

4 correct responses with each correctly marked or correctly unmarked response 

awarding one point. Thus, the highest achievable score was 64 points. 

To investigate whether the participants in the experimental conditions 

showed differences in 

the learning outcome, a 

univariate ANOVA with 

the factor ‘Group’ and 

the dependent variable 

‘Learning Outcome’ 

revealed no significant 

differences between 

groups. However, 

Levene's test revealed 

significant differences 

(F(1, 46) = 5.26, p = 

0.026) in the error 

variances between the 

two experimental 

groups, hence a Figure 5: Comparison of test scores on the 16-item knowledge test, separated by 
group. Error bars indicate 95% confidence intervals. 
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Kruskal–Wallis test with the grouping variable ‘Group’ and the dependent variable 

‘Learning Outcome’ was conducted. No significant difference was found, H(1) = 

0.063, p = 0.801, the learning outcome of participants in the nVR group (Mdn = 

59.00) did not differ from participants in the 2D video group (Mdn = 59.00). The 

means and 95% confidence intervals for each group are displayed in Figure 5, 

whereas the distribution of the individual values for each group is visualised in 

Figure 6. 

In short, Hypothesis 2 could not be confirmed, no differences in learning 

outcome could be attributed to the learning modality. 

 

  4.1.4.4. Additional analyses: Cognitive load 

In addition to the results above participants were asked to fill out the NASA 

TLX after watching the educational video in either group as subjective measure for 

experienced cognitive load.  

Previous literature (see e.g, Armougum et al., 2019) found a decrease in 

cognitive load when participants grew familiar with navigation in VR compared to 

unfamiliar participants. This study recruited primarily participants who were 

unfamiliar with VR, therefore the TLX was used as a measurement to compare the 

Figure 6: Distribution of test score averages on the 16-item knowledge test, separated by ghroup. Group mean 
indicated by triangle marker. Error bars indicate standard deviation. 
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subjective load of watching a 3D-video on an HMD compared to a more common 

task such as watching a 2D video on a tablet. To investigate whether the 

participants in the  

experimental conditions showed differences in the subjective cognitive load, a 

univariate ANOVA with the factor ‘Group’ and the dependent variable ‘Average 

Cognitive Load’ was 

conducted. 

Levene's test 

indicated no 

differences (F(1, 46) < 

1, p = 0.463) in the 

error variances 

between the two 

experimental groups. 

The ANOVA did not 

reveal significant 

differences (F(1, 46) = 

1.477, p = 0.231, η2 = 

0.031) in subjective 

load between 

participants in the 

3D-video group (M = 

8,49, SD = 3,22) and participants in the 2D-video group (M = 7,34, SD = 3,34). 

Results can be seen in Figure 7. 

 

 4.1.5. Discussion 

This study investigated differences in vocational education using instructions 

through either a 2D video presented via tablet or a 360° video presented via HMD 

and found no effect of the presentation modality on test performance, but 

differences in total fixation duration. Therefore, the primary hypothesis was able to 

be partially confirmed since the effect was only significant for the instructor. The 

second hypothesis, which predicted a higher learning outcome in the 360° nVR 

video condition compared to the 2D-video, must be rejected since no difference was 

found. The study revealed several differences in attention between the 2D-video and 

nVR groups: participants in the nVR group fixated on the instructor both 

significantly more and significantly longer than the 2D-video group. This led to a 

Figure 7: Averaged NASA TLX scores, separated by group. Error bars indicate 95% 
confidence intervals. 
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significantly higher total fixation duration on the instructor in the nVR group. A 

similar pattern was not seen in engine or table fixation patterns. 

Regarding Hypothesis 2, the results were contrary to the expected outcome. 

Participants were able to learn content from an unfamiliar field with both a tablet 

and a HMD in the same way: participants in both groups performed surprisingly 

well based on their backgrounds and the assumed complexity of the learning 

material. Regardless of if they had watched the 2D or nVR video, they scored very 

high on the knowledge recall test. However, these findings are in line with the meta-

analysis from Moro and colleagues (2021) and a recent study by Ulrich et al. (2021) 

found similar increases in learning outcome for education done via 360° videos, via 

2D videos and via face-to-face training, which is in line with the results of this 

study as well.  

Speaking from a strictly performance-based perspective, the results of this 

study show that tablets with 2D-video content are just as effective for instruction as 

360° nVR videos presented on an HMD. Since tablets are much more readily 

available and cost-effective compared to setups utilising HMDs, 2D video-based 

vocational education could be a viable short-term solution until fully interactive VR 

content becomes accessible to a broader audience. As predicted, participants 

watching the 360° VR video rated the video experience as more engaging and felt 

more present - indicated by higher self-report scores on the IPQ scales – compared 

to participants in the tablet group. 

Participants in the 360° video condition showed increased attentional focus 

on the instructor as indicated by a higher number of fixations and a longer total 

fixation duration on the instructor compared to the 2D-video group. This is in line 

with previous research (Albus et al., 2021; Birmingham et al., 2008; Rubo & 

Gamer, 2021), which found increased attention in VR for socially relevant stimuli, 

which is the case for the instructor in the presented content. Chen et al. (2018) 

found higher learning satisfaction using VR in automotive vocational education 

settings, as well as higher learning outcome. While this study did not find any 

increase in learning outcome compared to 2D videos, the presented results do 

indicate that there is higher engagement with the learning material even in non-

interactive VR scenarios, which could lead to higher learning satisfaction. However, 

this was not investigated in this study and should be confirmed in future research. 

In a short poll conducted after the primary experiments, both groups rated 

the importance of new educational technology as high, an opinion shared by many 

VR research groups and tech companies. As answer to an open question about 
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problems and challenges regarding the usage of VR in education many participants 

stated that they themselves, as the next generation of teachers, are not well 

prepared because it was lacking in their own education. Another issue mentioned 

by several participants was that there is a lack of content for VR-based education 

(see also Jensen & Konradsen, 2018). While this still poses a challenge for many 

vocational institutions, companies are emerging, which aim to provide content for 

different levels of education. The recent surge in remote teaching due to the COVID-

19 pandemic highlighted the need for educational concepts, which are both 

engaging and remote. VR can fill this gap, and many companies such as edify 

(https://www.edify.ac/) or Labster (https://www.labster.com/) strive to create 

virtual laboratories or other collaborative spaces for use with VR. Others such as 

the WDR, a German media company provide free classroom materials 

(https://www1.wdr.de/schule/digital/unterrichtsmaterial/virtualreality-100.html) 

tailored for school children, which utilise 360° videos that could be played also on a 

tablet or smartphone. Without a doubt, the next years will see an increase in 

available materials for all levels of education, which makes the scientific 

investigation of their effectiveness for the learner even more relevant. 

 
  4.1.5.1. Notes on data quality in HMD-based and mobile eye-tracking    

               research 

Due to the novelty of the deployed design, it is necessary to elaborate on the 

utilized eye-tracking devices and their comparability between HDM-integrated and 

standard mobile eye-tracking devices. This is largely based on the Tobii 

environment used in this study. The principles can, however, also be applied to 

other eye-tracking systems.  

On a surface level, VR provides two major experimental advantages over 

standard experimental settings. First, the participants' visual field is fully 

controllable, leading to higher experimental control and participant engagement 

(Bacca et al., 2015; Fox et al., 2009). Second, any head or body movement is 

counterbalanced by the HMD technology by default. This leads to a higher quality of 

the data compared to mobile eye-tracking systems. However, we will focus more on 

the temporal dimension of eye-tracking.  

One possible flaw in this study lies in the differences between the deployed 

eye-tracking systems. While both systems were developed by the same company, 

there are differences between HMD integrated eye-tracking and standard mobile or 

stationary eye-trackers. One crucial difference lies in the automatic data 

segmentation and rendering in VR. Since the participations field of view is not only 
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fully observable, but also controllable by and shared across all participants, 

problems of data loss that might occurred in the recording and analysis of mobile 

eye-tracking data do not occur in VR at all. This is visible in both in the higher 

homogeneity of data collected by the VR-based system and also in the temporal 

dimension, since video presentation will be matched frame-by-frame between 

participants, as can be seen in Figure 2. Mobile eye-tracking introduces some 

significant differences compared to the traditional stationary eye-tracking 

paradigms. Whereas the latter requires a stationary participant, often with a 

headrest or even head fixation, mobile eye-tracking will often involve the participant 

moving their head or entire body over the course of the recording. This poses a 

significant challenge for area-of-interest based research, since the visual field and 

thus the areas of interest might move over the course of the experiment. On the 

other hand, mobile eye-tracking enables the investigation of learning in more 

natural settings since the learner can remain in the normal learning environment 

and is obstructed less by the recording gear, which makes it much more viable for 

field studies conducted in many fields of educational research. 

In this study, participants were seated with their attention focussed on a 

screen in front of them. Therefore, some of the problems described above could be 

alleviated. However, while the participants were seated a fixed distance from the 

tablet (60 cm), screen size differences between participants due to body or head 

movement during data recording could not fully be accounted for despite 

instructions to move as little as possible.  

While great care has been applied in the structuring, filtering and the 

analyses of all data, there are still more chances for human error to occur in 

manual analysis compared to fully automated, standardised analysis. However, we 

are confident that these potential oversights, while problematic, should have no 

major impact on the present results. 

 

  4.1.5.2. Limitations 

This study utilised a single knowledge test administered briefly after the 

educational content. To strengthen potential insights into long-term knowledge 

acquisition, a longer delay or a form pre-/post-design would have been preferable. 

While this study incorporated a delay period of 15 minutes, this period might have 

proven insufficient to have a significantly effect on knowledge recall. On the 

contrary, it could be hypothesized that the learning abilities of high-performing 

participants such as university students are more suited to short-term recall such 
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as the one applied in this study - even without prior knowledge on the subject. This 

is, however, strictly hypothetical and warrants further investigation. 

However, all participants were pre-scanned for knowledge of car mechanics 

and confirmed to have no former professional experience. Furthermore, the 

deployed knowledge test was designed by a vocational education school as part of a 

collaborative project and was kept close to exams taken by mechanics-in- 

Training as part of their vocational education. The difficulty of the knowledge test 

was deemed sufficiently high to exclude random guessing as a successful test 

strategy. In this light, the apparent ceiling effect seems surprising. However, it 

should be noted that the subjects in this study were undergraduate students 

enrolled at a public university compared to the usual target group of such exams 

who rarely have university-level education backgrounds. As no comparative study 

was conducted with entry-level vocational students, generalisation at this point is 

difficult and further research with the target group is necessary. While this study 

incorporated a delay period of 15 minutes, this period might have proven 

insufficient to have a significantly effect on knowledge recall. On the contrary, it 

could be hypothesized that the learning abilities of high-performing participants 

such as university students are more suited to short-term recall such as the one 

applied in this study – even without prior knowledge on the subject. This is, 

however, strictly hypothetical and warrants further investigation. 

 

  4.1.5.3. Implications for further research & outlook 

One crucial area of education where VR holds promise is in transferring 

knowledge from the theoretical to the practical domain. Previous research indicated 

that transfer learning is possible utilising VR environments, for instance for driving 

performance (Wallet et al., 2009) and in school educational knowledge acquisition 

(Meyer et al., 2019; Parong & Mayer, 2018). So far, however, there are only a few 

studies which investigate learning effects of VR on real world scenarios. At present, 

the common approaches seem more focussed on knowledge recall than actual task 

performance. This is possibly due to the increased complexity in study designs that 

would need to utilise both virtual and real-world facilities. Nevertheless, it would be 

a promising approach to combine VR-based training scenarios with the follow-up 

real-world task performance. This could yield promising insights into the capability 

of VR to prepare vocational students for their later jobs in the real world.  

In addition, this study showcases the possibility to apply eye-tracking 

methodology to VR research, which opens a variety of possibilities for further 
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research on attention, cognitive load and other correlates of eye-tracking data which 

can now be collected within VR. The speed of technological progress likely will not 

slow down in the near future, at the time of writing 6DoF VR HMDs with integrated 

eye-tracking are already available at a consumer level in form of the HTC Vive Pro 

Eye (High Tech Computer Corporation, New Taipei, Taiwan). From the content side, 

both private and state-directed content providers for 360° video and fully immersive 

virtual content begin to become more commonplace all over the world. The authors 

hope that the present paper offers a first insight using eye-tracking into the 

differences and similarities between traditional educational 2D and 360° videos. 
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4.2. Spatial Sound in a 3D Virtual Environment 

 4.2.1. Introduction 

The feeling of being “immersed” in virtual environments (VEs) has long been 

an essential element in the design of user experiences for developers and content 

creators (Grassini, Laumann, & Skogstad, 2020). Virtual environments are 

immersive when they afford perception of the environment through sensorimotor 

relationships that mimic our natural existence (Slater & Sanchez-Vives, 2016). The 

degree of immersion depends on various factors of the visual experience such as the 

field of view, display latency, display resolution and also the number of other 

sensory modalities available in the virtual environment. For example, a slowly 

updated display is less immersive than one that can catch up to the speed of our 

head movements. In its simplest form, an immersive VE has both visual and 

auditory modalities (Slater & Sanchez-Vives, 2014; Serafin, Geronazzo, Erkut, 

Nilsson, & Nordahl, 2018). 

Immersive sound in a VE can be achieved by incorporating environmental 

sounds, sounds of our own actions and simulation of the acoustics of the 

environment, which will affect the perceived sound (Serafin, Geronazzo, Erkut, 

Nilsson, & Nordahl, 2018). Sound can be incorporated into a VE as simple stereo 

sounds or as spatial sounds, which render real-world cues such as sound 

reflections and acoustic changes due to body movements, resulting in the virtual 

experience being perceived as more authentic. Spatial sounds not only increase the 

feeling of presence or ‘being there’ but also elicit more head and body movements 

from the user on account of being more immersive (Nordahl & Nilsson, 2014). 

However, spatial sounds are complex and both acquisition and reproduction are 

demanding in terms of the equipment, effort and expense involved. Binaural sound 

is sound that is perceived as being present in a specific location in space -distance, 

elevation and azimuth. As the name suggests, it is achieved by simulating how the 

sound reaches each of our ears. Finding where a sound originates - sound 

localization, is essential to veridical perception of an environment. High fidelity in 

spatial sound rendering is uncompromisable since conflicting visual information 

could interfere with sound localization (Jackson, 1953), as commonly seen in the 

capture effect or ventriloquism effect (Bertelson, 1998; Alais & Burr, 2004). 

Serafin and colleagues (2018) describe ‘ear adequate’ headphones, 

individually administered binaural signals, head movement tracking and room 

acoustics as some of the requirements of a spatial soundscape to ensure high 

fidelity in the audio-visual environment. The position of the sound source, the 



73 
 

position of the receiver (user), the individual ear and head properties of the receiver, 

the positions of other objects in the environment and the acoustic properties of the 

room can all together be used to generate an individualized soundscape. The level of 

complexity in the type of soundscape incorporated into the VE is application 

dependent (Larsson, Väljamäe, Västfjäll, Tajadura-Jiménez, & Kleiner, 2010). 

Therefore, it is more pragmatic and economical to use spatial sounds only when 

they are effective and add value to the specific VE. For example, spatial sound may 

not be essential for a virtual lesson with an instructor speaking, whereas it will be 

an advantage in a table tennis training environment, where auditory feedback will 

improve gameplay. 

In an investigation of the efficacy of different sound types in a 3D VE, Høeg 

and colleagues (2017) used a visual search task, where the participant was asked to 

search for a specific visual target randomly positioned in a scene. To assist the user 

in finding the target, a sound was played to indicate the target location. This 

auditory cue is akin to a friend calling our name from a crowd, which would help us 

find them more easily. In this study, the effect of different auditory cues on 

participant reaction times (RT), that is time to search for the target in the scene, 

was measured. The authors found that binaurally presented cues facilitated RTs 

more than stereo cues or the absence of cues by being spatially and temporally 

synchronous with the visual elements of the display. This finding is significant 

because it essentially shows that sound localization was better with binaural audio 

in a virtual environment. However, since the visual environment in this study was a 

simple 3D visual search display based on a 360° video, it is not clear whether the 

advantage of a binaural cue will also be present in a more dynamic virtual 

environment with environmental noise, which is more likely to occur in a real-world 

setting.  

It has been observed that the introduction of noise can obscure audio cues 

and hinder the detection of visual stimuli (Hidaka & Ide, 2015). In recent research 

by Malpica, Serrano, Gutierrez and Masia (2020), the introduction of different types 

of noise led to a severe drop in visual detection and recognition performance in 

virtual reality (VR), irrespective of the type of noise introduced.  

In an inverse effect, sounds went undetected under high perceptual load in 

the visual modality in an effect known as ‘inattentional deafness’ (Macdonald & 

Lavie, 2011). Moreover, visual distractors, even when irrelevant to the task, capture 

attention (Theeuwes, 1994; Lavie, 2010; Forster & Lavie, 2011; Lavie & Dalton, 

2014).  
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The above findings on the effect of auditory and visual noise on perception 

indicate that behaviour is affected by the presence of noise—both visual and 

auditory. Therefore, in our study, we tested the efficacy of different types of spatial 

sounds, specifically, stereo and binaural, in a virtual environment with and without 

environmental noise. We used a visual search task with different auditory cues to 

test their relative effects on search performance. This task allowed us to use both 

visual and auditory modalities in the VE and to place our task at the intersection of 

the two modalities. In this manner, we studied both visual target identification and 

sound localization simultaneously in a noisy virtual environment. A sound 

localization task or a visual search task on their own would be insufficient to 

understand perception of auditory and visual stimuli in an ecologically valid virtual 

environment. Our setup enabled the study of the interaction between both visual 

and auditory modalities in a VE. In this manner, we mimicked a common scenario 

in everyday life - looking for someone in a crowd, which is made easier if they call to 

us. This is where the advantage of binaural audio—that it can be placed at a 

distance and elevation along an azimuth—comes into play. The sound source would 

be congruent with the visual stimulus location enhancing stimulus detection. A 

stereo cue, in contrast, only has slight delays between the inputs to the left and the 

right ear, which gives the illusion of depth, but does not enable accurate sound 

localization. Therefore, the binaural audio cue is expected to facilitate visual search 

more than the stereo cue, as already found in previous literature (Hoeg, Gerry, 

Thomsen, Nilsson, & Serafin, 2017; Brungart, Kruger, Kwiatkowski, Heil, & Cohen, 

2019). This will not necessarily be true in the condition with environmental noise, 

where both auditory and visual distractors will interfere with target search and 

localization.  

The interim results from our study have already been described elsewhere 

(see Ruediger et al., 2019). The descriptive results indicated lower performance 

variability in the presence of an auditory cue with a slight indication that the 

binaural cue may be more advantageous than the stereo cue. Participants did not 

report differences in mental load between the experimental conditions on any 

dimension measured using the NASA-TLX questionnaire (Hart & Staveland, 1988). 

Participants generally reported high spatial presence in the task as measured using 

the Igroup Presence Questionnaire (IPQ; Schubert, Friedmann, & Regenbrecht, 

2001). 

In the present investigation, we derived four measures from the eye tracking 

data we collected during the experiment—two measures pertaining to the 
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spatiotemporal characteristics of eye movements made during the task and two 

measures pertaining to the physiological response to the task. We chose these 

measures to obtain a comprehensive understanding of behaviour in a rich virtual 

environment. These measures would tease apart the different cognitive processes 

that contribute to task performance, allowing us to assess the effect of the 

environment and the different auditory cues. 

The first measure, time to first fixation (TFF), quantifies the time for target 

search, which is an indicator of the speed of target localization. The second 

measure, gaze trajectory length (GTL), quantifies the length of the search path, 

which gives us insight into the search process adopted by participants. The TFF 

results are expected to replicate the results obtained by Høeg et al. (2017). We 

expect that the binaural cues will result in shorter search times (TFF) and shorter 

search paths (GTL) than the stereo and no cue cases in the noise-free environment. 

Such a result would indicate quicker target detection with binaural cues in a 

realistic environment, which would strengthen the case for binaural sound use in 

VEs. 

We do not have a specific prediction about whether the same results will be 

obtained in the condition with environmental noise. Even if the cues are effective, 

the presence of distracting noise could make the search task more effortful. In our 

interim analysis, although there was no discernible pattern in the mental effort 

report of participants, there was a report of frustration in the conditions with 

environmental noise (Ruediger et al., 2019). Therefore, in the present study, we 

focused on two measures of mental effort that could be derived from the eye 

tracking data-blink rate and pupil size. Pupil diameter is a well-established 

indicator of cognitive load that increases with increase in load (Beatty, 1982; Beatty 

& Lucero-Wagoner, 2000; Chen & Epps, 2014; Mathôt, 2018). It has been tested as 

an indicator of mental effort in practical applications such as combat (de Greef, 

Lafeber, van Oostendorp, & Lindenberg, 2009), driving (Palinko & Kun, 2012; 

Benedetto, Pedrotti, Minin, Baccino, Re, & Montanari, 2011) and surgery (Zheng, 

Jiang, & Atkins, 2015). In contrast, blink rate is a more ambiguous measure. In 

some studies, blink rate has been reported to decrease with cognitive load (Veltman 

& Gaillard, 1998), while in others, blink rate has been reported to increase with 

load (Chen & Epps, 2014). A more complicated relationship of blink rate with 

different types of loads has been found in other studies (Recarte, Perez, Conchillo, & 

Nunes, 2008; Merat, Jamson, Lai, & Carsten, 2012). In our study, we expect pupil 

size to increase in the conditions with environmental noise, while no specific 
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prediction is made for blink size. We also expect pupil size to be higher in 

conditions without the cue than with stereo or binaural cue. An advantage for 

binaural cue in terms of cognitive load measures would be the ultimate benchmark 

for the utility of binaural sounds in VEs. 

 

 4.2.2. Materials and Methods  

The dataset used in this article was obtained from a VR experiment. The 

stimuli used, pre-tests for stimulus validation, study setup and description of the 

data obtained in the experiment are detailed in Ruediger et al. (2019). 

 

  4.2.2.1. Participants  

A total of 20 participants (8 female) from the University of Kaiserslautern 

aged between 22 and 32 years (M = 27.32; SD = 2.97) volunteered to perform the 

experiment with informed consent. Most participants reported relatively little 

previous experience with virtual reality on a 5-point scale (M = 2.73; SD = 0.86) 

ranging between ‘First time use’ and ‘Already living in VR’. Data from two 

participants, whose data were not recorded in one or more experimental conditions 

due to technical errors, were removed from the analysis. One more participant with 

extreme values was removed from the analysis as explained in Section 2.5.2. Data 

from the remaining 17 participants were analysed. 

 

  4.2.2.2. Stimuli  

The VR stimuli were presented in an HTC Vive with an integrated Tobii eye-

tracker. Each stimulus consisted of a scene acquired using simultaneous 360° 

video and audio recording of a real-world handball game stadium. Both the scene 

and the scene acquisition method were selected in order to achieve maximum fit 

with reality. A sport environment integrated rich visual and auditory information in 

the scene. Moreover, the simultaneous video and audio recording ensured that 

auditory noise was spatially synchronized with the visual stimulus. This synchrony 

ensured that the acoustic cues were separable from the environmental noise.  

There were two stadium conditions: empty and full. In the empty stadium 

condition, the scene included a video of the empty stadium with sparse activity from 

groundskeepers, etc., resulting in low visual and auditory background noise. In the 

full stadium condition, the scene included a live audience in the stadium and 

players entering the handball court, which resulted in a condition with a noisier 

visual and auditory background. Besides the two stadium conditions, there were 

three auditory cue conditions: no cue, binaural cue, stereo cue. The auditory cue 
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was an air horn signal, which is a typical sound at handball games, as horn signals 

are used by fans to cheer for the team. In addition, this horn signal was evaluated 

in a pre-test to ensure that participants were able to distinguish the stereo and 

binaural cues (Ruediger et al., 2019). The sound for the cue was rendered using the 

Adobe Premiere Toolbox in both stereo and binaural using the generic standard 

head related transfer function. The combination of the two stadium and three cue 

conditions resulted in six scenes (videos). 

The visual target presented in the scene was a set of three Minions (fictional, 

yellow creatures from the popular movie franchise) stacked vertically (Figure 1). The 

minion was chosen as a visual search target to mimic the problem of finding a 

person in a crowd in a VR setting. These targets blend in with the yellow home team 

shirts, but at the same time, are easily recognizable because of their unique and 

broadly known appearance. The colour scheme of the visual stimuli ensured they 

could not be identified in the peripheral visual field; however, they were distinct 

enough to be quickly identifiable once focused. These targets were presented in one 

of six locations on the azimuth plane (-135°, -90°, -45° and 45°, 90°, 135°) for each 

stadium and cue condition, resulting in 36 trials (2 stadia x 3 cues x 6 locations). A 

pre-test was conducted to determine the number of recognizable directions of a 

sound cue for the chosen signal. The pre-test revealed that only changes in the 

azimuth plane were perceived correctly. Therefore, no variations in the elevation 

were made in the experimental setting. 

 

  4.2.2.3. Data Acquisition  

Data was acquired at 100 Hz sampling frequency using a Tobii Pro VR 

Integration eye-tracker retrofitted to an HTC Vive (2016 version). Data from each 

eye was recorded via one eye-tracking sensor and ten infrared illuminators with a 

total trackable field of view of 110° for eye movements. 

 

  4.2.2.4. Procedure  

Participants were instructed to perform a search task in a VR environment. 

After the participant was seated in the lab, they wore the VR headset and their eyes 

were calibrated using a 9-point calibration. The instructions for performing the task 

were displayed on the screen before the participant was presented with the six 

experimental trials for one stadium-cue combination. Each trial began with a large, 

blue cross in the centre of a stadium scene, presented for approximately five 

seconds. The participant was asked to fixate on the blue cross and begin searching 
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for the target as soon as the blue cross disappeared. In the two conditions with 

auditory cues, cue presentation was synchronized with the disappearance of the 

blue cross. Participants had been instructed to look around the stadium scene and 

find the visual target, which was presented for 6840ms from trial onset. On finding 

the visual target, they were asked to fixate on the target until it disappeared. The 

end of the trial was indicated by two, large red arrows directing the participant 

toward the central blue cross. After these 6 trials, the participant was asked to 

answer the NASA-TLX questionnaire (Hart & Staveland, 1988). The NASA-TLX is a 

well-established tool to provide a reliable assessment of perceived mental workload 

(Hart & Staveland, 1988; Said et al., 2020). A 20-level version of the NASA-TLX was 

used for this study (1 = low to 20 = high).  

Figure 1: Fixation behaviour from one participant in the empty binaural (top) and another participant in the full 
binaural (bottom) conditions overlaid on a snapshot of a trial. Fixations are indicated by purple and red circles. The 
area where the central fixation cross was presented is indicated by a black square. The six locations are indicated as 
Tx (T1 to T6), where x is the location’s position in the sequence of six target presentations in a condition. Participant 
fixations are concentrated over the fixation cross and also in the six target locations. Background is partially 
scrambled to remove advertisements and faces are blurred to hide identities. 
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The above procedure was done for all six stadium x cue combinations. All six 

target locations were presented in random sequence for each of the six stadium-cue 

combinations, which were also presented in random order for each participant. 

After the end of all trials, the participant was also asked to fill in the IPQ (Schubert, 

Friedmann, & Regenbrecht, 2001). The IPQ consists of 14 items with a seven-point 

Likert scale (0 to 6). The 14 items load on the four factors Spatial Presence (SP), 

General Presence (GP), Involvement (INV) and Experienced Realism (REAL). We 

observed (Ruediger et al., 2019) that SP was rather high, while the single item factor 

GP, INV and REAL were expectedly lower. The entire experiment, including the 36 

trials, the six NASA-TLX questionnaires and the IPQ, took approximately 30 min to 

complete. 

 

 

  4.2.2.5. Data Analysis  

Data were analysed only from those trials where the visual targets were 

successfully found. Target hits were assessed using predetermined areas of interest, 

which were superimposed on the stimulus material via Tobii Pro Lab v1.152 

software (Tobii AB, Danderyd, Sweden). If the visual target was fixated on for at 

least 70 ms, the fixation was considered a target hit and the trial was included in 

the analysis. Trials with extreme values, as explained below, were also removed 

from the analysis, such that the same set of trials were analysed for each measure. 

The fixation measures obtained using Tobii Pro Studio and all the other measures 

were computed using custom-written Python scripts. Only the results of eye-

tracking data are analysed and described below. The results from the NASA-TLX 

and IPQ have been described in Ruediger et al. (2019). 

 

   4.2.2.5.1. Time to First Fixation (TFF)  

The TFF was calculated as the time between the appearance of the visual 

target and the first fixation on the target using Tobii Pro Studio. The TFF was 

considered an indicator of search performance. However, during the experiment, 

experimenters observed participant differences in the speed at which the task was 

performed. Since participants were not given any instructions regarding speed for 

performing the task, participants may have adopted a slower or faster pace at which 

to perform the task. This can be observed in the high TFF variances (see boxplot 

Figure 2a), which might render it incomparable between participants. Therefore, we 

computed an additional measure of the search path as described in Section 2.5.2. 
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For the analysis, trials with TFF with extreme values (less than 50 ms) were 

removed since the search interval was not reliable. This resulted in 4% data loss (3 

trials from 2 different participants lost). 

 

Figure 2: (a) Boxplot with median TFFs and (b) barplot with mean TFFs and error bars indicating standard errors of mean for 
17 participants in the no cue, stereo and binaural cue conditions for the empty and full stadium conditions. (c) Relative 
changes in TFF for 17 participants in no cue, stereo and binaural cue conditions for empty and full stadium conditions. The no 
cue condition is interpreted as a baseline for the stereo and binaural conditions. 
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   4.2.2.5.2. Gaze Trajectory Length (GTL) 

Gaze trajectory length was calculated by adding up the pairwise differences 

between normalized gaze point coordinates G (x, y) of subsequent timestamps 

recorded until the first fixation on the target occurred (after n time steps). 

 

 

 

Since the gaze points were normalized with respect to the extent of the scene, 

GTL values are a factor of the scene width. For example, a GTL value of 2 implies 

that the gaze path was twice the scene width.  

GTL is an indicator of the search path adopted by the participant. With 

easier search, the GTL would be shorter, whereas, in more prolonged search trials 

where the participant searches in more locations on the scene, GTL would be 

longer. The GTL suffers from the same individual differences as the TFF. As a 

consequence, reliable comparisons are only possible within each participant or by 

introducing a relative dimensionless measurement, e.g., the ratio of the measures 

between the different conditions relative to the no cue condition as depicted in 

Figures 2c and 3c. 

Data from one participant with extreme gaze trajectory lengths was removed 

from the analysis. The extremely long search paths appeared to be due to a 

technical error. 

 

   4.2.2.5.3. Blink Rate  

The blink rate during search was used as a measure of cognitive effort. To 

identify blinks, the pupil size data stream from the eye recording was used. Blinks 

are represented as missing values in the pupil data. However, the pupil value could 

also go missing because of other small eye movements, measurement artefacts, etc. 

Therefore, the pupil size data was first preprocessed by identifying small artefacts 

as missing values of 50 ms or less. These values were filled with the last valid pupil 

value. On this artefact-corrected pupil series, blinks were identified using the 

algorithm devised by Hershman et al. (2018). The algorithm identifies the correct 

start and end of the blink by identifying a decrease preceding and an increase 

succeeding a sequence of missing pupil values. Blinks that occur within 50 ms of 

each other are also merged into one larger blink. However, the pupil value could 



82 
 

also go missing because of other small eye movements, measurement artefacts, etc. 

Therefore, for the purpose of obtaining the blink rate, missing values were identified 

as blinks only when the blink duration was greater than 100 ms. After this step, the  

number of blinks was counted for 

each trial from the trial onset until 

the first fixation on target. Finally, 

blink rate was calculated as  

 

   4.2.2.5.4. Pupil Size  

Like blink rate, pupil size was also used as a measure of cognitive load. For 

this purpose, the pupil size data series marked with the blinks identified in the 

previous step was used. After identification of blinks, irrespective of blink duration, 

blink regions were interpolated using an order-3 spline 100 ms before and after the 

blink. Using this interpolated series, we calculated baseline-corrected average pupil 

size from trial onset until the first fixation on the target. Although there was a 

potential baseline interval of no activity when the blue cross was presented, it could 

not be used because participants did not always fixate the cross steadily. Therefore, 

the mean pupil size for each participant across all conditions was calculated as the 

baseline pupil size. This baseline was subtracted from the mean pupil size in each 

condition and target location giving us the demeaned Pupil Size. 

 

   4.2.2.5.5. Statistical Analysis  

The data was analysed using repeated-measures ANOVA with stadium and cue as 

factors. For pupil size alone, an additional analysis was performed for the empty 

stadium trials with cue as a single factor. In case of violation of sphericity, the 

Greenhouse–Geisser corrected p-values are reported. For post hoc tests with 

multiple pairwise comparisons, Tukey-adjusted p-values are reported. 
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4.2.3. Results  

  4.2.3.1. Hit Rate  

We assessed search performance by performing a repeated-measures ANOVA 

on target hit rate with stadium and cue as factors. There was a significant effect of 

cue on target hit rate, F(2, 32) = 3.3, p = 0.049, η²G = 0.032. Post-hoc tests showed 

Figure 3: (a) Boxplot with median GTLs and (b) barplot with mean GTLs and error bars indicating standard errors 
of mean for 17 participants in the no cue, stereo and binaural cue conditions for the empty and full stadium 
conditions. GTL is measured in terms of the number of scene widths spanned. (c) Relative changes in GTL for 17 
participants in no cue, stereo and binaural cue conditions for empty and full stadium conditions. The no cue 
condition is interpreted as a baseline for the stereo and binaural conditions.  
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that the binaural cue conditions had a higher hit rate than the no cue conditions (p 

= 0.04) averaged over the empty and full stadium conditions as shown in Table 1.

 

Table 1: Mean target hit rate (and standard deviation) for the two stadium conditions (empty and full) and three cue 
conditions (binaural, stereo, no cue) for 17 participants. 

 

  4.2.3.2. Time to First Fixation (TFF)  

As mentioned earlier, there was large variability in the TFF across 

participants, especially in the no cue condition (Figure 2a). An ANOVA performed on 

the mean TFF values revealed a significant effect of cue, F(2, 32) = 7.5, p = 0.003, 

η²G = 0.07. Post hoc tests showed lower TFF in the binaural cue condition (Figure 

2b) than in the stereo (p = 0.03) and no cue conditions (p = 0.002) averaged over the 

stadium conditions. While the measure TFF is generally highly objective, it suffers 

from individual participant effects, such as training or experience in related tasks 

or orientation in virtual reality in general. As a consequence, it might be erroneous 

to only evaluate the mean values for 17 participants. Therefore, we additionally 

investigated the TFFs for each participant to understand individual differences. For 

each participant, we calculated the relative change ratios between each of the cued 

conditions with respect to the no cue condition for each stadium condition and 

participant as depicted in Figure 2c. We found that search times were lower in the 

empty than the full stadium conditions for 12 participants in the binaural cue 

conditions and for 11 participants in the stereo cue conditions. For 14 participants, 

the binaural cue showed lower TFFs than the stereo cue conditions, while one 

participant showed the opposite effect. For the remaining two participants, the 

difference did not show a clear pattern. 

 

  4.2.3.3. Gaze Trajectory Length (GTL) 

There was a significant effect of cue on GTL, F(2, 32) = 16.6, p < 0.001, η²G = 

0.09. Post hoc tests for values averaged over both stadium conditions showed a 

higher GTL (Figure 3) in the no cue condition than in the stereo and binaural cue 

conditions (both p < 0.001). Here, again, we computed GTL as a percentage change 

relative to the no cue condition. We observed that for most participants, GTL 

decreased compared to the no cue condition (Figure 3c), which confirmed our 

findings from the ANOVA. 
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  4.2.3.4. Blink Rate  

We observed large within-subject and between-subject variability in blink 

rates. Some trials had no blinks at all, while others had a very large number of 

blinks (Figure 4a). The binaural cue condition had the least number of blinks. 

Across cue 

conditions, three 

were fewer blinks 

in the empty 

stadium 

condition than 

the full stadium 

condition. A 2 x 

3 repeated 

measures 

ANOVA on mean 

blink rates did 

not show a 

significant effect of stadium or cue (Figure 4b). 

 

  4.2.3.5. Pupil Size  

ANOVA on average demeaned pupil size revealed a significant effect of 

stadium, F(1, 16) = 53.3, p < 0.001, η²G = 0.597, with higher pupil size in the full 

stadium than in 

the empty 

stadium 

condition (p < 

0.001). There 

was also a 

significant 

interaction 

between 

stadium and 

cue, F(2, 32) = 

5.5, p = 0.01, 

η²G = 0.067). 

Figure 4: (a) Boxplot with median blink rates and (b) a barplot with mean blink rates and error 
bars indicating standard errors of mean for 17 participants in the no cue, stereo and binaural cue 
conditions for the empty and full stadium conditions. Blink rate is the number of blinks made per 
second. 

Figure 5: (a) Boxplot with median pupil sizes and (b) a barplot with demeaned pupil size and 
error bars indicating standard errors of mean for 17 participants in the no cue, stereo and 
binaural cue conditions for the empty and full stadium conditions. 
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Post hoc tests revealed a higher pupil size in the full stadium condition for all cue 

conditions (p < 0.001), although there was no effect of cue itself in any of the 

stadium conditions (Figure 5). 

However, pupil size is sensitive to luminance variations. Since the empty and 

full stadium conditions are visually different, the full stadium condition has much 

larger luminance variations, which might affect pupil size differently, as seen in the 

pupil size deviations from mean. Therefore, we assessed pupil size again only in the 

empty stadium condition with only cue as a factor. This analysis did not show a 

significant effect of cue on pupil size. 

 

 4.2.4. Discussion 

In this study, we compared the effect of three types of auditory cues (no cue, 

stereo cue and binaural cue) on visual search behaviour in two types of virtual 

environments using four measures—time to first fixation (TFF), gaze trajectory 

length (GTL), blink rate and pupil size. 

 

  4.2.4.1. Behavioural and Eye Position Measures  

First, we found a performance advantage for binaural cue in comparison to 

trials where cue was absent, whereas, such an advantage was not present for stereo 

cues. This improved performance was also visible in the target search duration 

(TFF). Participants were quicker to find the target with the help of a binaural cue 

than with a stereo cue or in the absence of an auditory cue (Section 3.2). This result 

is in line with the quicker search times obtained in the studies by Hoeg and 

colleagues (2017) and Brungart and colleagues (2019).  

The gaze trajectory length (GTL) measure, which quantified the length of the 

search path (Section 3.3), revealed a cue advantage as well. Trials with no auditory 

cue showed longer search paths than trials with binaural and stereo cues, clearly 

showing a benefit of the auditory cue. However, there was no difference between the 

search paths of the stereo and binaural cues. 

Although not statistically significant, the boxplots and summary barplots 

(Figure 2a,b) show that, in the presence of a cue, search durations (TFF) were 

higher when the stadium had distractors (full stadium condition) than when it did 

not (empty stadium condition). This effect may be attributed to distracted search in 

the full stadium only in the presence of auditory cues, since such an effect is not 

present when there is no auditory cue. This is visible in the individual participant 

data (Figure 2c), where 12 of 17 participants show lower search times in empty 
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than full stadium conditions for the binaural cues (11 for stereo cues). While 

research combining task performance with fully moving VEs is scarce, related 

research could provide additional insight. Olk and colleagues (2018) reported slower 

detection of stimuli in a VE when those stimuli were harder to distinguish from 

surrounding objects either due to their distance or distinctiveness. This indicates 

that the minions, which were chosen to merge with the yellow elements of the VE, 

were indeed less distinctive when the players and audience with yellow uniforms 

appeared in the full stadium condition. Moreover, the appearance of a person - a 

strong social element - was recently shown to influence participants’ visual 

attention in virtual reality (Hekele, Spilski, Bender, & Lachmann, 2021), where a 

person was fixated significantly more in a 360° video compared to a 2D video. In 

our task, the players and audience in the full stadium condition would have 

similarly attracted attention. This validates the minions as an appropriate visual 

target for our task. Additionally, the presence of people, even though task-

irrelevant, also negatively impacted task performance in our study. 

However, no such difference is seen between the two stadium conditions for 

the search paths. To understand this disparity, we additionally investigated TFF 

and GTL by separating the trials based on the location of the targets (Figure 6). For 

TFF, in the empty stadium, we found a high association between the target distance 

from the 

centre (in 

degree) 

and the 

time to 

fixation of 

the target. 

For the full 

stadium, 

this 

association 

holds true 

only in the 

presence of a binaural cue and to a lesser degree in the presence of a stereo cue. 

This implies that the full stadium interferes with the search process as expected.  

 

 

Figure 6: Boxplots of TFF for no cue, stereo and binaural cue conditions for empty (a) and full stadium 
(b) conditions grouped by target location (search trials). The target locations are marked by their 
relative angle to the starting position. 
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In contrast, for the gaze length trajectories, we could not find such a pattern. 

It remains unclear how the eye and head movements necessary for different target 

positions in the different stadium conditions moderate the overall results. This 

could have been because of a design shortcoming. As mentioned earlier, our 

participants did not always fixate exactly on the large, central blue cross before the 

start of each trial. This distracted trial beginning could mean that the search would 

not have always started from the middle of the display, leading to inconsistent 

GTLs. One solution to this problem would be to force the participant to fixate on the 

central cross to begin the trial. Alternatively, a more dynamic setup would have 

averted this problem by presenting the cue depending on the participant’s current 

gaze location. 

Another source of inconsistency in the results was individual differences. 

Comparing the per participant effects in Figures 3 and 4, the individual measure 

varies strongly for both gaze paths (GTL) and search duration (TFF). We could not 

spot any general pattern describing the relative degree of changes in either of the 

measurements. Larger sample sizes are required in future studies to mitigate the 

effect of this variability. Any variability stemming from differing levels of familiarity 

with virtual reality technology, although low as mentioned in Section 2.1, can also 

be explored with a larger sample size. In spite of the individual effects heavily 

moderating the degree between the absence and presence of an auditory cue in this 

visual search task, we found that the presence of any auditory cue speeds up the 

search performance. 

Overall, the search duration (TFF) and search path (GTL) measures presented 

to be useful metrics of search behaviour in our task. Together, they have revealed a 

search advantage of auditory cues, with the binaural cue being slightly more 

advantageous than the stereo cue. 

 

  4.2.4.2. Physiological Measures  

The next two measures we tested—blink rate and pupil size—were 

physiological measures, both of which have been studied in virtual environments. 

Although not statistically significant, we found lower blink rates in the empty 

stadium conditions than in the full stadium conditions. However, the trials without 

cues did not show such an effect. On the contrary, we observed lower blink rates in 

the easier trials with the binaural cue. Blink rate is an inconclusive measure of 

cognitive effort (Marquart, Cabrall, & de Winter, 2015). Blink rate is known to 

decrease in cases of extreme focus and increased workload, as observed in surgeons 
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(Veltman & Gaillard, 1998; Zheng, Jiang, Tien, Meneghetti, Panton, & Atkins, 

2012). Veltman and Gaillard (1998) indicate a distinction in the underlying factors 

that affect blink rate. They found that blink rate decreased when more visual 

information had to be processed, while it increased when the difficulty of the task 

increased. In an experiment systematically varying visual and cognitive demands, 

Recarte and colleagues (2008) found that blink rate decreased with visual load and 

increased with mental load. In a driving task, Merat et al. (2012) found a 

similar fall in the blink rate with increased visual information in the absence of a 

secondary task. Adding a secondary task increased blink rates, although some 

results did not fit this pattern, indicating a tradeoff in blink behaviour between 

visual information intake and mental workload. These U-shaped patterns in blink 

rates have been interpreted differently by others. Berguer and colleagues (2001) 

found that surgeons had lower blink rates when performing surgery than at rest, 

but blink rate increased while doing the same in a laparoscopic environment. They 

interpreted this result as the outcome of a conflict between task demand or stress 

and concentration. Zheng et al. (2012) found, in a VR laparoscopic surgery setting, 

that those participants who reported more frustration and mental effort in the 

NASA-TLX blinked less frequently. It is also worth noting that some studies have 

not reported an effect of mental load on blink rate, while pupil size or other 

measures responded to load (Benedetto, Pedrotti, Minin, Baccino, Re, & Montanari, 

2011; Ahlstrom & Friedman-Berg, 2006). 

In the context of the ambiguous nature of factors affecting blink rate that 

were discussed above, our results did not show a discernible pattern to draw 

parallels to any of the above literature. Although the full stadium condition had 

higher visual information in the display, this information was task-irrelevant, and 

therefore, it cannot be equated to the demand of having to process additional visual 

information as described above. Our task may have been too easy to elicit an effect 

of visual or mental load in comparison to the difficult driving and surgery scenarios 

that have been studied. In addition, the median blink rates and an investigation of 

individual participant blink rates revealed high variability in the data. Large 

variability in blink rate was also reported by Benedetto et al. (2011). In spite of 

blink rate being decreased in head-mounted VR displays in comparison to monitors 

or natural settings (Kim, Sunil Kumar, Yoo, & Kwon, 2018), in our data, some 

participants showed extremely large blink rates (up to 15), which may indicate poor 

data quality. Blinks are identified when the pupil is not detected by the eye tracker. 

The Tobii Glasses eye tracker we used was embedded in the VR headset, which 
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should have resulted in lesser data loss. However, loss of the pupil size data stream 

occurred more frequently for some participants (as high as 19% for one participant). 

Some participants wore glasses and/or lenses, which may have resulted in higher 

data loss. This is a shortcoming of video-based eye-tracking, which needs to be 

overcome to increase the reach of eye tracking integrated VR setups. A simple 

solution to this problem would be to record a video of the participant’s eyes, which 

would allow us to manually identify blinks.  

The comparability of our results with existing literature is additionally made 

difficult by the fact that the blink sensors (remote eye tracker, head-mounted eye 

tracker, EOG) and blink detection algorithms (manual, automatic, different 

duration thresholds, etc.) are all different. If future studies report data quality and 

the precise parameters used for blink detection, it will become easier to reach a 

consensus on this complex measure. 

Our last measure, pupil size, showed only an effect of the stadium with larger 

pupil sizes in the full stadium condition. This effect is clearly due to luminance 

differences between the two scenes. Pupil size responds to both changes in 

luminance and cognitive effort (Mathot, 2018) and our result shows that the task-

evoked pupillary response (TEPRs) was not separable from luminance effects. 

However, even in the empty stadium trials, where we can reasonably assume 

equivalent luminance between cue conditions, any increase in cognitive effort that 

may have been present was not seen in our results except as a small decrease in 

median pupil size. It should be noted that TEPRs are small changes that require a 

large number of trials to be averaged and reflect large changes in cognitive load 

(Beatty, 1982; Beatty & Lucero-Wagoner, 2000), both of which did not apply to our 

study. 

Although our scene was chosen to be visually and auditory realistic, which 

was an advantage for immersion and presence in VE, the realistic stimulus was also 

partly the reason why the physiological measures did not perform well. We could 

conduct the same study with more fine-grained control over the visual and auditory 

noise levels in the environment. The experiment could have only auditory noise or 

only visual noise as additional conditions to isolate the effect of noise from the 

amount of visual input that needs to be processed. This would enable the use of 

both pupil size and blink rate.  

For future use of pupil size in our paradigm, besides correcting the design 

constraints mentioned above, technical sources of error need to be accounted for as 

well. Eye movements themselves cause distortions in pupil size, which are most 
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evident in different camera viewing angles. Correcting these distortions requires 

complex mathematical models (Mathur, Gehrmann, & Atchison, 2013). Most eye 

trackers incorporate these perspective-distortion corrections; however, individual 

differences might still exist (described and modelled in Mathur et al., 2013). One 

solution is to use measures that are resistant to luminance changes and pupil 

distortions, such as the Index of Pupillary Activity (Duchowski et al., 2018), which 

measures changes in the oscillatory behaviour of pupil data. However, this measure 

requires long trial durations, which was not the case in most of our trials. 

 

  4.2.4.3. Eye Tracking and Immersive VR 

Eye-tracking gives us access to many dimensions of behaviour. It extends the 

study of simple behavioural responses by giving us a more fine-grained insight into 

human interaction with the environment. In our task, we could have asked 

participants to simply press a button on detecting a target. However, recording eye 

movement data instead, allowed us to look more closely into the search strategy of 

each participant. It also allowed the participant to perform the task more naturally 

without having to remember buttons that they might usually have to press. Such 

eye movement paradigms make stimulus-response paradigms more seamless and 

ecologically valid. However, as discussed above, some of the measures obtained 

from eye tracking data have shortcomings that need to be overcome. Higher fidelity 

signals will be required in the future for effective use of systems that can provide 

metrics of cognitive effort for improving user experience and for providing user 

feedback. 

In spite of the lack of results from the physiological measures, our eye 

position measures have revealed a definitive advantage of an auditory cue for target 

localization and detection in a virtual environment. We also found that visual and 

auditory noise interfered with target localization in the presence of facilitating cues. 

There is also an indication of the usefulness of the binaural cue, which was seen in 

spite of the large individual differences between the different degrees of 

environmental noise. This evidence is in support of the use of spatial sound in 

different virtual environments to improve responsiveness and immersion in the 

environment. Our study can be extended in future research with different 

environments and different degrees of noise to obtain a more comprehensive 

understanding of sound localization and perception in realistic VEs. This would 

enable the design of more effective virtual environments with appropriate use of 

binaural sounds. 
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4.3. Interim Summary 

Study 3 compared the learning outcome after either watching an educational 

360° video presented on an HMD or watching the same content presented on a 

classic 2D video on a tablet. Eye-Tracking data were collected in both conditions 

which gave novel insights about user attention in video-based learning. 

Study 4 featured an HMD-based visual search design with additional 

auditory stimuli to investigate differences in task performance depending on noise 

and different kinds of audio cues. The study provided new insights into the value 

binaural audio can bring to virtual reality as well as introducing visual and auditive 

noise to visual search paradigms.   

Further discussion of these results as well as embedding them into the larger 

picture of the present work will take place in chapter 5.  

 

4.4. Further Related VR Research  

Study 3 and 4 were two VR-based experiments which were described in 

detail in this chapter. Apart from those two experiments, several further studies 

were conducted in the last few years. One study has been submitted in a first 

version in early 2020. The paper was concerned with design recommendations of 

virtual environments for users with disabilities and discussed ways to implement a 

barrier-free VR framework for car mechanics (Hekele, Bender, Spilski, 

Homrighausen, Werth, & Lachmann, 2020). In this way, the study directly followed 

the original string of experiments which was planned to follow study 3. This string 

of experiments will be elaborated on in more detail in chapter 5.2. The data 

collection for this study was conducted as pre-test for later studies as part of 

several public events with vocational educators around Germany. Participants 

could experience a virtual car workshop which was carefully constructed to allow 

for realistic interaction even with restricted mobility of the user. Participants were 

instructed to explore the environment at their own speed but could request 

assistance in either verbal or written form at any time. After the VR part, they were 

asked to fill out the IPQ presence questionnaire (Schubert, Friedmann, & 

Regenbrecht, 2001) and were asked for general feedback to improve the 

environment for future use cases with people with disabilities. During the review 

process the reviewers recommended to conduct additional data collection and the 

addition of eye-tracking and movement data to gather additional user data which 
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would be helpful for the process. However, no follow-up studies were possible due 

to the Covid19 pandemic, and the project ended before research could be resumed. 

Therefore the manuscript remains unpublished. Had research continued as 

planned, study 3 would have been the entry point to investigate different aspects to 

improve vocational education using virtual environments especially for people with 

disabilities. Unfortunately, this was not feasible as testing remained nigh 

impossible until 2021 (see chapter 5.2. for additional information). 

Outside of vocational education, a large interdisciplinary research project 

was started in 2022 which set out to investigate dual load paradigms embedded 

within a driving task in virtual reality. Wallet and colleagues (2009) identified 

driving in virtual reality as a use case for transfer learning. To this end, a group of 

researchers and students designed a virtual driving environment with obstacles 

which participants were instructed to drive along using a steering wheel. In the 

experiment, participants wore an HMD with an integrated eye-tracker (HTC Vive Pro 

Eye; High Tech Computer Corporation, New Taipei, Taiwan) and had to solve either 

cognitive or linguistic working memory tasks either while driving (high-load 

condition) or after stopping the car (low-load condition). Behavioural data looked 

promising as participants performed worse in the high-load condition, making more 

mistakes in the working memory tasks as well as colliding with more obstacles in 

VR. Due to problems with the Unity integration of the eye-tracker, a significant 

portion of eye-tracking data was not properly recorded or incomplete. Due to the 

difficulty of integrating the different data streams and problems in recruiting a 

comparable sample to the original study, the study ultimately had to be scrapped 

and remains unfinished. A follow-up study using a mobile eye-tracker within a large 

human-in-the-loop driving simulator was planned for late 2023 but remained in a 

concept stage. The driving studies, while covering a different concept, are relevant 

for the larger picture because they build upon earlier insights from our lab, in 

particular study 4 through the combination of multiple channels for stimuli 

presentation. Similar to the aforementioned barrier-free VR framework the driving 

research has and would have continued to rely on a matching multisensory 

experience to increase immersion (Ruotolo et al., 2013) but also enable stimuli and 

instruction presentation in either a visual or auditive way, depending on the 

individual’s needs (Agrewal, Simon, Bech, Baerentsen, & Forchammer, 2020) and to 

minimize problems with the detection of objects in the peripheral field (Olk, Dinu, 

Zielinski, & Kopper, 2018). 
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Chapter 5: General Discussion 

 5.1. Key Results from Studies 1-4 

The presented research aimed to provide insights into several aspects of task 

difficulty using a mix of lab-based (study 1, 3) and VR-based research (study 3, 4) 

as well as field research (study 2). The underlying goal of this body of research was 

to identify common factors in vocational professions and investigate how humans 

interact with emerging technologies and digitalised materials. 

Study 1 had the goal to compare three assessment modes of the established 

trail making test (Oswald & Roth, 1987) in a within-subjects design to determine 

whether the type of presentation affected task performance. The study found 

significantly faster task completion speed in the trail-making test using tablet and 

pen compared to the same test on a tablet using one’s finger and compared to the 

classic pen-and-paper version of the TMT. Participants made a comparable number 

of errors across conditions and linear regressions revealed that in the subsample of 

older participants task completion times was improved the fewer errors they made 

or if they used the tablet and pencil combination. In addition to the performance 

metrics, over two thirds of participants reported a preference for the tablet and 

pencil version compared to both other presentation modalities. Participants also 

reported they performed better in the tablet and pencil version, which is in line with 

the faster completion time. On the flip side, self-report data showed a trend that 

participants felt more comfortable in the paper and pencil version as well as 

reporting a trend towards higher feelings of control.   

Study 2 used structured interviews and surveys to gather insights into the 

physical and cognitive demands on construction workers in their daily work 

environments. The main hypothesis was explorative due to the lack of previous 

research investigating different domains of job-specific demands in construction 

workers. Based on pre-tests and related research it was assumed that physical 

demands would be higher than cognitive demands in construction workers. In the 

collected data medium to high demands across a broad range of physical and 

cognitive domains was revealed in both interviews based on the German version of 

the F-JAS (Kleinmann, Manzey, Schumacher, & Fleishman, 2010) as well as the 

NASA TLX (Hart & Staveland, 1988) survey. We concluded that previous research 

as well as the public opinion might have underestimated the cognitive demands in a 

job which is traditionally seen as heavy physical labour. Practical implications were 

formulated and focussed on implementing processes to create more awareness on 
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cognitive demands and avoid cognitive overload which could have detrimental 

effects on task performance. 

In study 3 investigated learning outcomes from educational videos using a 

single-factor between-subjects design. The key research question was whether a 

360° video would prove beneficial for the learning outcome of vocational educational 

content compared to a 2D video presented on a tablet. The main hypothesis was 

undirected and investigated differences in the learner’s visual attention between the 

two experimental groups. To this end, the total fixation duration was used as a 

correlate of attentional focus (see e.g. Jeelani et al., 2018) on the two focal points of 

the instructional video – the instructor and the engine block. On the instructor, 

significant differences were found with participants spending on average four times 

as much time fixating on the instructor in the 360° condition compared to the 2D 

video (98.5 and 24.9 seconds, respectively). No differences in total fixation duration 

could be found for either of the other two areas of interest, therefore hypothesis 1 

was only partially confirmed. The second hypothesis predicted improved learning 

outcome in the 360° video condition compared to the 2D video group. No differences 

between the experimental groups were found, both performing far above average, 

with participants scoring a median of 59 out of 64 points in both conditions. 

Additional analyses investigated presence and immersion in both experimental 

condition as a manipulation check whether the HMD-presented video led to 

increased immersion. This manipulation check could be confirmed, participants 

reported higher levels of perceived immersion and presence in the 360° condition as 

measured by the IPQ questionnaire (Schubert, Friedmann, & Regenbrecht, 2001). 

Study 4 also provided several interesting insights into a VR-based visual 

search paradigm with different audio cues. Using a handball stadium in either an 

empty state or with fans on the benches and players on the field before a game, 

visual and auditive noise was introduced to visual search while four eye-tracking 

measures were collected. The main research question expected shorter times to first 

fixation (TFF) and shorter gaze trajectory lengths (GTL) in the empty stadium with 

binaural cues compared to stereo or no cue conditions, in line with previous 

research. These predictions were partially confirmed, with binaural cues leading to 

shorter TFF compared to stereo and no cue conditions, and both binaural and 

stereo cues leading to shorter GTLs compared to the no cue condition.  No specific 

predictions in regards to TFF and GTL were held towards the full stadium 

condition, we did expect environmental noise to lead to increased mental effort, 

which was measured with blink rate and pupil diameter measures. Analyses of 
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blink rate revealed no significant differences between any combination of cue and 

stadium condition, while pupil size was significantly higher in the full stadium 

condition with post-hoc tests indicating that pupil size was higher for all cue 

conditions in the full stadium. This effect was likely due to differences in luminance 

as discussed in study 4. Both pupil data and blink rate had high variance between 

subjects which might be due to technical difficulties in blink detection or 

participants who are not used to virtual reality.  

 

 5.2. Critical Review and Expansion of Experimental Paradigms  

While the previous chapters contained their respective discussions of 

shortcomings and limitations of each individual study, the intention in this chapter 

is to take a more holistic perspective on the line of research. Insights from more 

recent research will be discussed and conclusions between the papers drawn.   

Both study 1 and study 2 were conducted as pre-tests and early 

investigations, as were the additional studies described in chapter 3.4. Both studies 

have been published and contained limitations, which will be expanded upon here 

to level the path for further research. Study 1 suffered from some conceptual 

drawbacks, first and foremost it highlighted the difficulties in comparing input 

methods on tablets and pen and paper in semi-controlled lab conditions, since 

especially the tablet and finger combination had a negative impact on overall task 

performance. Participants also reported that using the tablet with the finger felt less 

natural and could hinder visibility of the task compared to a pencil as discussed in 

study 1 – these assumptions however were post-hoc and not investigated in the 

study itself. Some of these drawbacks could be reduced or at least investigated 

more closely by using a head-mounted eye-tracker. to allow participants 

unrestrained movements while also capturing their visual field irrespective of the 

participant’s body position (Franchak, Kretch, Soska, & Adolph, 2011). Study 1 

contained no eye-tracking, therefore conclusions regarding specific movement 

behaviour such as gestures with the pen or the finger relied on indirect estimations 

such as the self-reported preference and behavioural correlates in the form of task-

related performance ratings. Fears and colleagues (2019) described a method to use 

a mobile eye-tracker to investigate children’s handwriting. Since the eye-hand 

coordination is as important on a tablet as it is in handwriting (Lee, Junghans, 

Ryan, Khuu, & Suttle, 2014; Lin, 2019), future research investigating digitalized 

versions of assessments such as the TMT should consider using an eye-tracker. As 
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study 1 was mostly investigating behavioural measures, this was not considered at 

the time the study was conducted. Another possibility would be the addition of a 

form of tracking the pressure of the participant’s pen or finger on the tablet (Lee, 

Junghans, Ryan, Khuu, & Suttle, 2014; Matic & Gomez-Marin, 2019) to investigate 

differences in handling the same applications using different input methods. 

Study 2 provided insights into the multiple demands on workers in the 

construction industry, which also led to some shortcomings on the acquired data. 

Research in the field often poses a unique set of challenges, especially if it utilizes 

new technology (Brown, Reeves, & Sherwood, 2011) and field research has not 

always been able to replicate previous theoretical results (Campion, Morgeson, & 

Mayfield, 1999) and often suffers to a certain degree with patterns of missing data 

(Graham, 2009) – a trend which was also apparent in study 2. The methods utilized 

were previously validated and provided a good fit for the target group, however the 

time to complete these questionnaires or sit down for a relatively long structured 

interview was still an unusual situation for participants and might have influenced 

the results. Other research from our lab, including the field study with car 

mechanics in chapter 3.4., usually involved some questions how participants felt 

about the study design and the deployed methods. Whenever an eye-tracker was 

used, participants voiced concerns that their performance would be recorded and 

evaluated by their employer. While we eased the participants concerns to the best of 

our ability, their suspicion is not unfounded since eye-tracking can be used to 

detect fatigue or work performance in real-time (Buettner, Maier, Sauer, & 

Eckhardt, 2018; Li et al., 2020). Future work, be it from a research or educational 

perspective, should take steps to ensure that participants feel save in order to avoid 

a negative impact from participants not behaving naturally.  

For studies 3 and 4, some shortcomings and backstory should be elaborated 

on as well, incorporating insights from research since their original publication 

which allows for a more in-depth literature review. In study 4 two virtual 

environments based on a handball stadium were created in which participants had 

to solve a visual search task. The study provided insights into the effect of noise on 

task performance. However, the study is not without limitations. First, the 360° 

video material used as foundation for the VE was, in hindsight, not perfectly suited 

to the task. While the stadium environment did serve to capture the participants' 

attention, it came with its own set of issues. This was especially apparent in the full 

stadium condition where participants were very close to the players, including 

during the visual search task. Participant performance was worse in the noisy full 
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stadium condition, but this effect could have been due to the presence of other 

people. Although these others were just part of the prerecorded video material, their 

presence might have had an impact due to the perceived proximity as shown in 

robotics (Hostettler, Mayer, & Hildebrand, 2023) and other virtual reality research 

such as recent work by Tao and Lopes (2022) where the authors present a system 

to redirect distractions from inside and outside virtual reality into the virtual 

environment to improve sense of presence. In the discussion of study 4 visual 

search in a fully immersive VR environment was listed as a future avenue for 

research, and in these future studies the presence of other persons who are not 

relevant to the task should be carefully considered as other entities has been shown 

to influence user behaviour in positive and negative ways alike in virtual reality (Oh, 

Herrera, & Bailenson, 2019).  

Study 3 found no difference in learning outcome based on the presentation 

modality, which, while contrary to the expected outcome, was in line with the 

literature (see Moro et al., 2021; Ulrich, Helms, Frandsen, & Rafn, 2021). The 

limitations section discussed a potential ceiling effect from the sample of university 

students who were trained on vocational learning content via videos, however this 

result wasn’t followed up by testing with the target group of vocational students. 

Another paper by Legault and colleagues (2019) reported that the use of virtual 

environments improved learning outcomes for learners compared to L2 word-pair 

learning, but only if those learners were classified as “less successful” learners with 

a mean accuracy below 80%. In the higher performing group of learners, there was 

no difference between the experimental groups. Given the high performance of those 

learners, the authors assume that the method of learning might be less relevant to 

high-performance learners. Irrespective of the individual performance a majority of 

the participants in the study reported a preference for the iVR condition as well as 

notions that the ability to move around improved their learning experience (Legault, 

Zhao, Chi, Chen, Klippel, & Li, 2019). In study 3, we observed a potential ceiling 

effect in both experimental groups: The vocational education learning materials 

might have been too easy for university students to learn, making the presentation 

modality potentially less relevant than previously assumed. While the students were 

pre-tested to avoid pre-existing knowledge contained in the material and the 

material itself was also pre-tested and deemed difficult enough to prevent guessing 

and other luck-based strategies, the students were performing far above 

expectations in both conditions and scored on average 59 out of 64 points in a 

standardized knowledge test, with no difference between nVR and 2D video. Future 
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research should incorporate additional procedures to ensure that the material is of 

suitable difficulty for the learners. This goes for both experimental studies where 

different learning media are compared but also for material designed for educational 

use.  

Researchers in the training domain proposed the usage of adaptive difficulty 

to VR-based training programs (Aymerich-Franch & Bailenson, 2014), and similar 

technology has been successfully used in computer-based working memory training 

(Flegal, Ragland, & Ranganath, 2019) and application-based learning for language 

training (Shohieb, Doenyas, & Elhady, 2022). In order get to adaptive educational 

content in VR, the overarching shortage of VR content has to be solved (Jensen & 

Konradsen, 2018). The development and maintenance of VR material is expensive 

and while progress is being made, there are no standardized virtual learning 

platforms where content can be embedded easily (see e.g. Kavanagh, Luxton, Reilly, 

Wuensche, & Plimmer, 2017). On the other hand, the question emerges whether 

simple embedding of content through e.g. text or video would necessitate the use of 

virtual reality technology. While studies, including study 3, have shown that virtual 

reality not only is suitable for learning, but also increases learner motivation and 

engagement substantially (Parong & Mayer, 2018), the biggest advantage of virtual 

reality is the possibility to immerse participants fully in a virtual environment 

(Slater, 2018). Recent research in form of a system review by Hepperle and Wölfel 

(2023) gauged similarities and differences between virtual reality, screen-based and 

real-world experiments over the last few decades. The authors presented data which 

showcases that the majority of VR-based research is comparable to real-world, but 

not screen-based research. Hepperle and Wölfel (2023) conclude that one of the 

main advantages for VR is cost efficiency, since participants can easily participate 

remotely in experiments but also social activities if they have access to the 

equipment. Social activities in virtual reality are a big area of social participation, as 

many have experiences in the years of 2020 and 2021. Scientific evidence is 

provided in a review article by Bravou and colleagues (2022) for social inclusion of 

children with autism spectrum disorders as well as Sarupuri and colleagues (2023) 

in a large survey-based study investigating dancing in virtual reality during the 

Covid19 pandemic. The authors found that participants who reported to not 

partake much in social activities in the “real” world found social VR more easily 

accessible (Sarupuri, Kulpa, Aristidou, & Multon, 2023) This provides further 

support for the previously stated notion that VR can be used as a vehicle for 
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inclusive participation for students who might otherwise be left out due to their 

physical or cognitive abilities.  

After study 3 was completed in late 2019, we were working on a set of follow-

up studies, with one study intended to investigate how learners with cognitive or 

physical disabilities would interact with an educational virtual environment. After 

this planned study, two further studies were supposed to investigate whether 

vocational students with and without cognitive or physical disabilities could 

transfer vocational training from a virtual workshop environment to a “real” 

craftsman workshop. Due to the Covid19 outbreak in late 2019 and the following 

lockdowns in Germany throughout 2020 and 2021, none but one of these follow-up 

studies came to fruition. Under intense preparations, high security procedures and 

hygiene protocols we managed to conduct a field visit to a vocational school for 

people with disabilities in August 2020 to give participants with different physical 

and mental disabilities access to a virtual environment to gather feedback and 

investigate their navigation patterns to improve later versions of the virtual 

environment. However, at the time the deployed virtual environment was not suited 

to accommodate people with disabilities and further testing had to be suspended. It 

is to my great regret that this promising and highly important strand of research 

was left incomplete, but it is my sincere hope that future researchers see the same 

potential for inclusive learning in virtual reality as I do and use this technology to 

enable those learners to engage with education who are often overlooked in 

educational projects. First evidence for promising VR research with participants 

suffering from learning disabilities comes from Drigas and colleagues (2022) who 

created an intervention to train metacognitive skills such as mindfulness and 

breathing techniques. The authors reported that in particular the combination of 

VR-based intervention and therapeutic interventions has great potential for future 

scenarios. Future educational VR research, especially with disadvantaged 

populations, should not only try to further explore which content can and indeed 

should be ported into virtual reality, but also how the unique advantages of VR can 

be utilized in a learning environment. The next section will try to provide an 

overview over one major advantage of iVR environments by discussing the use of 

avatars and their potential for inclusive representation. 
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 5.3. Avatar Representation in Educational Virtual Reality 

The research presented in the present work has not relied on avatar-based 

virtual reality, future research could expand the presented paradigms to 

incorporate and potentially compare virtual avatars of learners to better understand 

the impact of virtual environments with and without avatars on learning outcomes. 

Study 3 has shown that presentation of video-based content on an HMD can prove 

beneficial in increasing learners’ engagement with educational content (see Hekele 

et al., 2022), which is in line with previous research (Slater & Sanchez-Vives, 2016; 

Meyer, Omdahl, & Makransky, 2019). However, the explicit impact of avatars on 

learning has only recently become technologically viable to implement in scientific 

settings. First insights come from the research of Chang and colleagues (2019) who 

investigated the impact of avatar gender on learning outcomes in women and found 

that learning outcomes decreased when the virtual instructor used stereotype 

threats in the form of sexist remarks towards the female students. Interestingly, in 

this study no difference in the learning outcome or perception of the stereotype 

remarks was reported as a result of the avatar gender despite an all-female sample 

(Chang, Luo, Walton, Aguilar, & Bailenson, 2019). The last result seems to conflict 

with the Proteus effect proposed by Yee and Bailenson (2007) which would predict 

that the visual characteristics of an avatar affect the user’s behaviour. However, 

this could be due to the study design which was more focussed on stereotyping and 

instructor behaviour than the participants’ interactions with and through the 

avatar. In Study 3, the added depth by the 360° video was sufficient to increase the 

engagement with the instructor, as indicated by higher total fixation duration and 

number of fixations compared to the same content presented on a screen instead of 

an HMD. 

Further insights on the usefulness of avatars for education come from Li and 

colleagues (2022) who compared vicarious learning outcomes from virtual sport 

exercises with and without an avatar as well as with and without a virtual coach 

and found that the inclusion of a user avatar would lead not only to identification 

with said avatar but also increased the participants’ perceived competence as well 

as their motivation to maintain the training exercises in the future. Adding a virtual 

coach led to feelings of increased social presence which in turn further increased 

the intention to exercise in the future (Li, Ratan, & Lwin, 2022).   

Both studies underline the impact of an instructor in virtual environments 

on the learning outcome of participants. While early educational virtual reality 
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research often found conflicting results in terms of the effectiveness of virtual reality 

for education (see study 3 for a detailed overview), the advances in fidelity of these 

virtual environments but also the avatars in those environments could have a major 

impact on learning outcomes in the future. Garau and colleagues (2003) noted that 

a realistic looking avatar with responsive gaze-tracking is already sufficient to 

increase the perceived quality of social interactions with such a social agent. 

Similar evidence comes from the field of social robotics, where participants report 

feelings of familiarity and show more cooperative behaviour towards a robot which 

is responding to their actions in a human-like way (see Hortenius, Hekele, & Cross; 

2018 for an overview).  

Outside of educational research a substantial body of research has 

concerned itself with cognition which occurs as a result of the interaction between a 

person and their respective environment. This construct named enactive cognition 

proposes that humans dynamically re-assess their courses of action depending on 

the capabilities of their bodies and the tools they have available (Steed, Pan, Zisch, 

& Steptoe; 2016). Steed and colleagues (2016) concluded that it should theoretically 

be possible to create avatars which could be used without requiring additional 

resources such as mental effort. This could, in conjunction with adequately 

designed environments, reduce extraneous load in learning environments (see 

Kirschner et al., 2018). Study 4 provided insights into the impact of visual and 

auditive noise on task performance in a visual search paradigm. While the study 

did not feature avatars and was not a fully immersive virtual environment, even 

pre-recorded footage from a handball stadium with players were sufficient to 

negatively impact task performance in virtual reality. 

The importance of one’s visual representation in virtual reality has been 

explored and discussed since it became technologically feasible in the 1990s (see 

e.g. Turkle, 1995; Yee & Bailenson, 2007). Research has shown the impact of avatar 

features on perception of external features such as object size (Banakou, Groten, & 

Slater, 2013), and in human-robot interaction the degree of body language adds a 

large amount of perceived humanness and positive emotional reaction in 

interactions between humans and robots (Hortensius, Hekele, & Cross, 2018). 

Recent advances in the ability to automatically generate personalized avatars from 

3D body scans have shown to greatly increase feelings of body ownership and 

emotional response to one’s avatar (Waltemate, Gall, Roth, Botsch, & Latoschik, 

2018). Even on a manual level, the mere ability to change the looks of the avatar 

improves immersion as well as changing participant’s behaviour to be in line with 
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their perception of “themselves” in form of their avatars (Yee & Bailenson, 2007; 

Freeman & Maloney, 2021).  

Continuing this train of thought, it seems reasonable to assume that 

humans embodied in an avatar within a virtual environment would also prefer to 

interact with another “real” person who appears embodied in an avatar compared to 

a disembodied voice or a static image or video (see Parmar et al, 2023). Given the 

novelty of face- and full-body tracking, collaborative studies incorporating these 

methods are sparse, and earlier studies featuring expressive avatars without those 

tracking systems found positive effects of expressive avatars but had to utilize very 

experimental non-human avatars due to technological constrains (Bernal & Maes, 

2017). A recent paper by Radiah and colleagues (2023) presents evidence that 

participants feel most comfortable with a personalized same-gender avatar as well 

as reporting more embodiment compared with other avatars. The authors compared 

personalized and non-personalized avatars which either matched the participant’s 

gender or were opposite to it and while participants preferred the matching 

personalized avatar. The study revealed several interesting insights, for one that 

participants prefer any avatar over no avatar at all. If participants are given a choice 

of avatar they prefer and feel more ownership with a personalized avatar over a 

non-personalized avatar - even if the personalized avatar was modelled as the 

opposite gender of the participant (Radiah, Roth, Alt, & Abdelrahman, 2023). The 

preference of an avatar is in line with other research such as a study on social VR 

by Freeman and Maloney (2021) who investigated the way social VR users choose to 

represent themselves in virtual environments. They found evidence that 

participants either tried to keep an avatar who was consistent with their physical 

self or chose avatar characteristics based on platform-specific rules, but in either 

case participants strongly preferred to stay with a consistent type of self-

representation (Freeman & Maloney, 2021). This has implications for the generation 

and use of avatars in educational environments since learners could more easily get 

used to the avatar if the ruleset of the platform was made salient to them early on. 

However, this is speculative at this point and warrants further investigation. 

Another form of “avatar” from a more abstract perspective could be an 

external object as part of the simulation. In the context of a driving simulator this 

could be a vehicle frame in which the VR user is placed. In Chapter 4.4. a planned 

human-in-the-loop driving study was described – in this case the participant would 

be placed within a real car or utility vehicle frame mounted on a robot arm and 

“drive” in a 360° dome into which a virtual environment is projected (see Bernhard, 
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Reinhard, Kleer, & Hecht, 2023 for an exemplary setup of the so-called RODOS 

simulator). While this setup is very sophisticated and costly, it provides a mixed-

reality experience which is next to impossible to replicate otherwise – the level of 

immersion through multisensory feedback as well as the interaction with the 

environment through a “real” car allow for a higher fidelity experience, while 

maintaining the level of safety driving simulators have in comparison to real world 

driving research. Goedicke and colleagues (2022) presented a highly interesting 

mixed-reality variation of the setup described above which involved a real car in 

which participants wore a XR headset and had to navigate through a real course 

with either no obstacles, physical traffic cones or virtual traffic cones. The authors 

reported that participants drove similarly through the obstacle course, irrespective 

whether the traffic cones were “real” or virtual. Participants were also asked to rate 

the different conditions and rated the course with virtual obstacles as the most 

difficult, which was also reflected in the task completion time and error rate 

(Goedicke, Bremers, Lee, Bu, Yasuda, & Ju, 2022).  

From an educational perspective these studies are, at the time of writing, too 

reliant on sophisticated software and hardware, but nevertheless can give a glimpse 

for some future use cases. The RODOS human-in-the-loop simulator has been 

fitted with an excavator chassis before, which could be used in the vocational 

education of construction workers, as dangerous situations can be simulated 

without putting either the learner or others into danger (Pause et al., 2022). For the 

driving research which was planned in our lab, obstacles would have been placed 

along a virtual road while another condition would have included other virtual 

drivers as traffic from the opposite road. Goedicke et al. (2022) noted that their 

research did not include any other traffic due to safety reasons in XR, which would 

have not been a concern in a fully virtual environment. To the author’s knowledge, 

no driving research utilizing sophisticated XR or human-in-the-loop simulation 

have used eye-tracking to gain insights on the participant’s behaviour in the 

simulator. In a feasibility test in early 2023 an exemplary simulation was ran in the 

RODOS simulator while I was wearing the mobile Tobii Glasses 2 eye-tracker. This 

test was intended to investigate whether any electronic interference or other 

technical interactions between the devices, which we planned to use, occur. 

However, no such interference was detected, exemplary data was collected and 

deemed suitable for analysis and the study would have been conceptually feasible. 

Future research involving large simulators such as the ones described in this 

paragraph should consider using a head-mounted eye-tracker to gain additional 
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insights into participant behaviour. I believe this could greatly assist the design of 

future virtual environments with educational use cases. 

 5.4. Future studies and outlook 

While VR holds high promises to improve behavioural research and 

education, there exist several shortcomings in the current state of the field. A recent 

review from Lanier and colleagues (2019) analysed 61 articles and found that a 

significant portion of the published papers contain statistical errors as well as 

insufficient information to allow replication. The lack of replicability is problematic, 

since one of the expectations for VR-based research has been the increased 

economic validity which would come with unified methods and research designs 

(Blascovich, Loomis, Beall, Swinth, Hoyt, & Bailenson, 2002; Lanier et al., 2019). 

One research branch which is increasingly more common is the use of eye-tracking 

in VR-based research (Clay, König, & König, 2019). Due to the availability in 

customer-grade HMDs with integrated eye-tracking and pupillometry, these data 

can now be accessed more easily by researchers around the globe and hopefully 

bring a degree of comparability and replicability to this growing field. In the last few 

years, HMD manufacturers have also started to add additional sensors to their VR 

solutions, such as additional cameras to track facial expressions and heart rate (HP 

Reverb G2 Omnicept; Hewlett-Packard, CA, USA), inside-out tracking cameras to 

measure spatial parameters without external cameras (Meta Quest Pro; Meta 

Platforms, Inc., CA, USA) as well as controller-less hand-tracking (Pico 4 Enterprise; 

ByteDance, Beijing, China).  

Therefore, for the outlook, researchers should consider two distinct 

perspectives: the technical perspective and the scientific one. This distinction is 

important to note since companies are eager to develop their products to gain an 

advantage over their competitors and thus have competitive pressure to release 

improved products regularly. With increasing availability of costumer-grade HMDs 

and tools to create virtual environments, more research groups are beginning to 

investigate scientific questions in virtual reality. However, as several reviews made 

clear, the quality of the research is often subpar and warrants improvement (Freina 

& Ott, 2015; Jensen & Konradsen, 2018; Lanier et al., 2019). Study 3 and study 4 

were conducted with a clear research design, and data was collected and analysed 

in a structured and replicable way. Future research should incorporate more robust 

frameworks and include multiple measurements to add to our knowledge about 



106 
 

human behaviour in virtual and augmented reality to improve the conditions for the 

learners and workers of today and tomorrow. 

One of the most exciting themes in working with emerging technologies is the 

rapid development of features. In 2019 we conducted a study with the aim to 

compare three ways of cognitive load: Behavioural data through error rates and 

other performance metrics, pupil and fixation data through an eye-tracker as well 

as physiological data using a dedicated device to collect electrodermal data. This 

mix of methods was intended to provide a base for further research and has since 

been developed into a full paradigm by my colleague Omar, but at the time the 

study ran into several issues: Missing data from the skin conductance recorder, 

improper lighting conditions which affected the eye-tracking data and 

synchronisation problems being the most prominent. If the study would be 

replicated nowadays, a state-of-the-art VR HMD could both present the task and 

simultaneously record physiological and eye-tracking data, synced automatically. 

Six years ago, Bernal and Maes (2017) had to come up with sophisticated 

“emotional beasts” to enable participants to share emotions non-verbally in VR 

since hand- and face-tracking weren’t common – a few years later integrated face-

tracking has become a key feature in commercially available HMDs (e.g. HP Reverb 

G2 Omnicept, Hewlett-Packard, CA, USA). Instead of relying on cables and large 

computers, some VR headsets became fully wireless or run completely without a 

computer (Meta Quest 2; Meta Platforms, Inc., CA, USA). This independence from 

cables or computers allows for more inclusive VR experiences for people who could 

in the past not afford an expensive computer or for labs where experimental space 

is limited. Another trend which holds potential for vocational and other forms of 

practical education is the push towards “room-aware” mixed-reality HMDs. These 

headsets utilize cameras to not only track hand and body movements but can also 

overlay the virtual environment on the real world (e.g. Meta Quest 3, Meta Platforms 

Inc., CA, USA). Future research can focus on designing and testing learning 

materials with the focus of blended learning experiences instead of dedicating 

resources to focus on either traditional learning, VR-based learning or another form 

of computer-assisted learning. 
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Chapter 6. Conclusion  

  6.1. Implications for the Field of Research 

The present work understands itself as a showcase of experimental research 

which can be used as foundation for future practical and research use cases. As the 

reviewed literature indicate and as several studies conducted by our lab have 

showcased, I support the statement by Rosedale (2017) that virtual reality can and 

will transform the way humans learn. It is now in the responsibility of researchers 

and educators alike to build on this foundation and provide material to bring 

individually tailored learning experiences to as many people as possible, especially 

those who are often left behind by such programmes (see e.g. Bravou, 

Oikonomidou, & Drigas, 2022). Each of the four studies contained in the present 

work yielded some conclusions both for educational content creation, as well as 

virtual reality research. Study 1 provided in-depth insights on the impact of input 

modalities on task performance. This research could be expanded to include a 

broader range of participants, as it was tested with a university student sample. We 

stated in study 1 that a “trivial” change such as changing from finger to a pencil to 

interact with a tablet was sufficient to impact performance significantly. Looking 

back at the technological advantages in VR technology, a whole line of research 

could be drawn from these insights – by example the comparison of controllers 

versus hands-free interaction with virtual environments.  

Vocational education is a good starting point for scientific investigation since 

the professions have a broad range of physical demands but also certain cognitive 

demands. As was apparent during study 2 and study 3, the vocational sector is 

often underrepresented in educational research which can also be seen as a chance 

for scientists in the future to help in the generation and evaluation of modern 

educational materials. Study 2 also highlighted the need for standardisation in one 

sector of vocational work, which could be further investigated and expanded upon 

by future research.  

Study 3 has provided a good foundation for further research if the learning 

material is chosen to be more in line with the experimental sample. An immersive 

virtual environment would also create an interesting third condition, to investigate 

potential differences between a 2D video, a 360° nVR video and an immersive 

learning experience. Study 3 and 4 have both also provided early evidence for the 

viability to use eye-tracking within VR to investigate a variety of behaviours which 

has since been expanded by other workgroups. Future research can expand this 
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work by investigating blink rates, continuous pupil data or regions of interest. 

Research could also investigate whether there are differences in educational content 

by letting participants apply the newly learned content in either a virtual or 

potentially even a real-world setting, which at the time of writing was not yet done. 

Investigations into transfer learning between virtual and real-world tasks could 

significantly contribute to our understanding of learning in the digital age. 

By adding four distinct studies and as well as additional research and an 

overview over some of the recent developments in the field to the growing field of 

research, I hope I was able to provide a small contribution to overcome some of the 

challenges the field is currently facing. 

 

  6.2. Personal Insight & Growth 

Over the course of the last six years, I have conducted a multitude of studies, 

supervised several Bachelor theses and lab rotations. I’ve presented data in posters 

and talks, participated in summer schools and collaborated with partners from 

science and industry on research projects on vocational education, virtual reality, 

robotics. At the very end, fitting with the zeitgeist in late 2023, we’ve even started to 

investigate interaction with AI-powered chatbots. Out of all this work, I tried to 

condense the most relevant insights into the thesis you are now reading. Some of 

the work has never been published, is currently being analysed or simply did not fit 

the scope of the thesis, while several other studies and their backstory have been 

covered in various sections throughout the thesis. In Chapter 3.2. and 4.2. several 

ongoing or otherwise unpublished research was discussed briefly. This was 

important for two reasons, the first of which is somewhat selfish because the 

research presented by the papers themselves appears disjointed and incomplete 

without added context. The feeling of incompleteness was further fostered due to 

the complete halt of research activities in most of 2020 and 2021. Therefore, a key 

point I wanted to make with the thesis is to tell the greater, overarching story. In its 

final form I feel it does represent all the work my colleagues and I did better than 

judging the papers in a vacuum. Each study brought new insights with it, 

knowledge and skills which could be applied in subsequent experiments.  

When I set out on this journey six years ago, I had only surface level 

knowledge of eye-trackers and no experience with virtual reality apart from a 

private interest. Thinking back to the very first study we’ve conducted when I 

started in Kaiserslautern – the field study with car mechanics in Iserlohn back in 
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March 2018 to investigate task performance with eye-tracking, it becomes apparent 

how much we, and I, have accomplished since then. Over the years I not only 

developed the skillset to design, run and analyse experiments with mobile and 

HMD-bound eye-trackers - which function fundamentally different from one 

another - but also contributed to a large body of research where we strived to 

standardize the analysis of pupil data. I cannot take full credit for the deeper 

analyses and especially the pupillometry algorithm because both Radha and Omar 

arguably had far greater contributions to the latter. Nevertheless, a small team of 

young scientists ran experiments, experienced the unforeseen problems so common 

in any research environment but continued to collect data, analyse it, and over time 

turned into a group of experts with a diverse skillset. The first fruits of this labour 

were presented in a talk on the TEAP 2023 in Trier and will soon be continued 

either by myself or my colleagues. As for my own skillset, it did not stop with the 

eye-tracking and virtual reality knowledge, I also gained invaluable experience in 

project management, learned to code and model in Unity and R, worked with a 

variety of industry stakeholders, attended conferences as participant and speaker 

and as a somewhat crowning achievement at the end, was personally requested by 

Nature as a reviewer.  

All of this might not seem much to some but it did mean everything to me. 

The path of a PhD student is littered with insecurities, constant doubts, incessant 

feelings of impostor syndrome: One could always do more; your long-planned study 

doesn’t run half as well as you expected. Others always seem to do better while you 

continuously struggle, the vicious cycle seems endless. Now, standing here after six 

years, I can finally say I feel confident to call myself a scientist. Thank you. 
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Appendix 

Appendix 1: Mean level of demands based on the F-JAS  
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Appendix 1 (continued): 

 

Table 1-2: Mean level of demands based on the dimensions of the Fleishman Job Analysis Survey (F-JAS) as obtained in 
interviews with 35 construction workers as part of study 2.. 
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Appendix 2: Comparison of fixation patterns in an error search 

(Unpublished research, see chapter 3.4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Heatmap visualization from visual search fixation patterns from 8 unlearned participants (top) and 1 expert with 15 
years of experience (bottom). Exported from Tobii Pro Lab, using single frame snapshots. Applied Settings:  Tobii I-VT 

Attention filter; Absolute Fixation Count; Radius 5px; Scale Max Value 5; Opacity 100% 
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