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This work reviews the state-of-the-art models for the simulation of bubble columns and focuses on methods coupled with

computational fluid dynamics (CFD) where the potential and deficits of the models are evaluated. Particular attention is

paid to different approaches in multiphase fluid dynamics including the population balance to determine bubble size dis-

tributions and the modeling of turbulence where the authors refer to numerous published examples. Additional models

for reactive systems are presented as well as a special chapter regarding the extension of the models for the simulation of

bubble columns with a present solid particle phase, i.e., slurry bubble columns.
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1 Introduction

Bubble columns are widely applied in chemical, petrochem-
ical, biochemical and metallurgical processes [1–3]. As to
this, they are of special research interest as outlined in the
Chemie Ingenieur Technik Special Issue ‘‘Campus Blasen-
säulen’’ [4]. In bubble columns, two or more phases
depending on the process coexist. The dispersed gas phase
leads to a high gas-liquid interfacial area. The continuous
phase may be a liquid, an emulsion or a slurry. In heteroge-
neously catalyzed processes, solid particles with different
properties, like size and shapes, can be present. The reac-
tions are, e.g., oxidation, chlorination, alkylation, polymer-
ization and hydrogenation [5, 6]. An overview of industrial
processes performed in bubble columns is given by Schlüter
et al. [7]. Despite the widespread applications of bubble col-
umns, the interactions between hydrodynamics, mass trans-
fer mechanisms, chemical reactions, yield and product qual-
ity are inadequately known so far.

The big advantage of bubble columns is their simplicity
with respect to construction and usually the absence of
moving parts results in low maintenance costs. The turbu-
lent flow inside the apparatus allows for excellent heat and
mass transfer, however, large backmixing is a disadvantage.
The complex fluid dynamics are further influenced by
breakage and coalescence of the bubbles, which affect reac-
tor performance. Numerous experimental investigations on
the gas holdup in different fluid systems can be found,
where a detailed overview of investigated bubble column
processes is given by Leonard et al. [8].

The design of the columns is often based on simplified
integral models that are not able to account for the complex
interactions between local fluid dynamics, mass transfer,
reactions, heat transfer and material properties. Among the

factors affecting gas-liquid mass transfer rates Sideman
et al. [9] reported:
– physical properties of gas and liquid,
– gas flow rate,
– gas holdup,
– bubble size (distributions),
– bubble velocity or relative slip velocity,
– presence of solid catalyst,
– presence of chemical reaction, concentration of electro-

lytes,
– type of distributor, orifice diameter, spacing and position,
– dimensions of column or tank, baffles.

Sideman et al. [9] concluded that the large number of fac-
tors makes the design based on a single correlation impossi-
ble. The elements can be evaluated by multiscale analyses
paired with simulations and will lead to a more accurate
and resource efficient column design.

In fact, strong progress has been made within the last
30 years to simulate bubble columns with CFD methods. The
results are partially implemented in available commercial or
open source CFD software today. Important reviews can be
found in literature describing the success and limitations
of numerical bubble column simulations. Tomiyama [10]
presents the early work of computational bubble dynamics.
The basic approaches for the simulation of bubbly flows are
presented in detail, which still form the basis of simulations
coupled with CFD today. Jakobsen et al. [11] address the
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importance of boundary conditions formulation, turbulence
modeling and bubble breakup and coalescence. Especially, a
modeling of the latter is not straightforward. Wang [12]
reviews the CFD approach coupled with a population bal-
ance model, which is capable of predicting the complex fluid
dynamics in the homogeneous and heterogeneous regime
and the bubble size distribution (BSD). But there are still dif-
ficulties with turbulence modification when simulating sys-
tems at high gas holdup. Furthermore, industrial systems are
operated at high pressures and temperatures, they may con-
tain solid particles (e.g., as a catalyst) or there are varying
fluid properties. The models partially lack to account for the
occurring phenomena in these systems. In addition, reactions
can take place and in general all the described processes are
strongly coupled and affect each other.

In contrast to the basic flow sheet modeling, the simula-
tion of bubble columns using CFD enables a description of
the fluid dynamics, the ongoing interactions and reactive
mass transfer and, thus, lead to a to a better understanding
of the effects in bubble columns. Furthermore, CFD helps
to identify suitable correlations and, therefore, leads to a
better and optimized scale-up of the columns. The data
derived from numerical simulations may be also used to
close the step towards digitalization by obtaining validated
correlations for multiphase apparatuses.

This article presents the basic approaches and gives an
overview over reliable models for the simulation of bubble
columns, which were applied successfully within the past
years. Different approaches to simulate bubbly flows and
the mathematical formulation of the models are collated in
this work. A special section focuses on the modeling of sol-
id-particle effects in bubble columns. Emphasis is put on
the necessities for further research and development where
the main chances are evaluated.

2 Two-Phase Systems

Approaches to simulate the flow and phase interactions are
presented in this section where the focus lies on the strong
coupling of the phases in gas-liquid flows.

2.1 Direct Numerical Simulation

Steady-state and transient simulations of single bubbles
enable an isolated investigation of effects such as bubble
rise, shape and oscillation. Thereby, the influence of inter-
acting bubbles on the bubble rise [13, 14], the changes by
surfactants [15–17] and mass transfer [18–21] can be stud-
ied and correlations for coarse-scale modeling can be ob-
tained. For the direct numerical simulation (DNS) of bubbly
flows, a one-fluid approach is commonly used to describe
the fluid dynamics [22, 23]:

¶r
¶t
þ � � ruð Þ ¼ 0 (1)

¶ru
¶t
þ � � ru� uð Þ ¼ ��pþ r� r0ð Þg

þ � � �uþ �uð ÞT
� �

þ skd nð Þn
(2)

with the mean density r0 = agrg + (1 – ag)rl.
The computational techniques for capturing the interface

were improved over the years and led to higher accuracy
[24]. The 2D investigations of bubble swarms were continu-
ously transferred to 3D cases [25–28]. Methods for interface
capturing and related examples are listed in Tab. 1.

2.2 Euler-Euler Approach and Population Balance
Modeling

The Euler-Euler approach (EE) considers all fluids as inter-
penetrating continua. The degree of detail is lower than in
DNS and closure laws as well as other models to account
for the dynamics of bubbles of different sizes become neces-
sary.

2.2.1 Two-Fluid Model

To describe the flow of the fluids the conservation equations
of mass and momentum are solved for each phase (i = gas,
liquid) [49].

¶ airið Þ
¶t

þ � � airiuið Þ ¼ 0 (3)

¶ airiuið Þ
¶t

þ � � airiui � uið Þ

¼ �ai�pþ � � aitið Þ þ airig þ Finter
i (4)

The stress tensor t includes the turbulent stresses and can
be written as

t ¼ meff �uþ �uð ÞT � 2
3

I � � uð Þ
� �

(5)

meff is the effective viscosity and may include the turbulent
viscosity mturb and a term due to bubble-induced turbulence
mBIT. The phase volume fractions fulfill the constraint:X

i

ai ¼ 1 (6)

For the interphase exchange terms cumulated within
Finter

i a multitude of combinations can be found in litera-
ture. Rzehak and Kriebitzsch [49] suggest with their
so-called baseline model the following forces for bubbly
flows:

Finter
g ¼ �Finter

i ¼ Fdrag þ Flift þ Fwall þ Fdisp (7)
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The effective drag force is often corrected to Fdrag,eff =
CswarmFdrag to take swarm effects into account. Also, the
added-mass or virtual mass force Fvm can be applied in bub-
ble column simulations [50] and is frequently found in liter-
ature. Expressions and correlations applied in published
bubble column simulations can be found in Tab. 2.

The closures in Tab. 2 were mostly applied for air-water
systems and could be validated with experimental results.
For industrial systems with different fluid properties, mod-
els still have to be validated with experiments. Further
material systems have to be defined covering – or at least
representing some of – the wide range of industrial applica-
tions and validate the simulation models with well-defined,
standardized experimental setups. In addition, one would
also wish to find studies on the effects of the combinations
of different models to get a more harmonized way of mod-

eling bubble columns for different flow regimes and column
dimensions.

2.2.2 Population Balance Equation

The bubble diameter plays an important role in the closures
presented in Sect. 2.2.1 and is strongly coupled with the
flow regime. A common way to resolve the bubble size dis-
tribution is by solving the population balance equation
(PBE). The volume-based formulation for the number den-
sity function n of bubble volumes V is:
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Table 1. Different DNS methods for gas-liquid flows.

Method Advantages Disadvantages Investigations Related work

Front tracking extremely accurate, robust mapping of interface mesh
onto Eulerian mesh, remesh-
ing required, moderate Re
and Sc numbers, 2D case

deformable interface, bubble
swarms, bubbly flow (up to
9 bubbles) with mass trans-
port in non-Newtonian
media, 2D and 3D simula-
tions

Esmaeeli & Tryggvason
[22, 29]

Tryggvason et al. [30]

Radl et al. [31]

Level set conceptually simple, easy
implementation

limited accuracy, employment
of a mass conservation
scheme required

rising bubble, deformation of
a droplet

Sethian [32]

Chang et al. [33]

Sussman et al. [34]

Croce et al. [35]

Shock capturing straightforward implementa-
tion, abundance of advection
schemes is available

numerical diffusion, fine grids Ida [36]

Marker particles accurate, robust, introduction
of tagged Lagrangian particles
as interface

computationally expensive,
redistribution of marker
particles required

bubble-obstacle interactions Welch et al. [37],

Hlawitschka et al. [38]

Simple line interface
calculation (SLIC)
VOF

conceptually simple numerical diffusion, limited
accuracy

Noh & Woodward [39]

Piecewise linear
interface calculation
(PLIC) VOF

relatively simple, accurate difficult to implement,
requires adaption to be suit-
able for unstructured meshes

Rider & Kothe [40]

Ito et al. [41]

Huang et al. [42]

Isosurface recon-
struction VOF

species transport and inter-
face reconstruction

dynamic mesh refinements
required

interfacial mass transfer Deising et al. [43]

Lattice Boltzmann accurate, enables to account
for interface changes

introduction of antidiffusion
sweep to prevent mixing of
the phases or direct geometri-
cal interface representation
required, problems with
nonuniform meshes

particle drag of solid (nonde-
formable) spheres (cylinders),
deformable bubbles: drag and
virtual mass coefficient
closure

Ladd [44, 45]

Janssen & Krafczyk [46]

Sankaranarayanan et al. [47]

Sankaranarayanan &
Sundaresan [48]
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Table 2. Applied phase interaction closures for bubbly flows.

Term Correlation Ref.

Drag force

Fdrag ¼ �CDag
3

4db
rl ug � ul

�� ��
· ug � ul
� � CD ¼

24
Re

1þ 0:15Re0:687� �
; Re £ 1000

0:44; Re > 1000

(
Schiller & Naumann
[51]

CD ¼ max CD;sph; min CD;ell;CD;cap
	 
	 


Grace et al. model
[52]

with CD;sph ¼
24
Re
; Re < 0:01

24 1þ 0:15Re0:687ð Þ
Re

; 0:01 £ Re

8><
>: , CD;ell ¼

4
3

gdb

u2
t

rl � rg

rl
, CD;cap ¼

8
3

and ut ¼
ml

dbrl
Mo�0:149 J � 0:857ð Þ, J ¼ 0:94H0:757; 2 < H £ 59:3

3:42H0:441; 59:3 < H

�
,

H ¼ 4
3

EoMo�0:149 ml

9 � 10�4Pa s

� ��0:14

CD ¼ max
24
Re

1þ 0:15Re0:75� �
; min

2
3

ffiffiffiffiffi
Eo
p� �

;
8
3

 � �
Ishii & Zuber [53]

CD ¼ max
24
Re

1þ 0:15Re0:687� �
;

8
3

Eo
Eoþ 4

 �
Tomiyama et al. [54]

CD ¼

16
Re
; Re < 1:5

14:9Re�0:78; 1:5 < Re < 80
48
Re

1� 2:21Re�0:5� �
þ 1:86 � 10�15Re4:756; 80 < Re < 1500

2:61; 1500 < Re

8>>>><
>>>>:

Laı́n et al. [55]

Cswarm ¼ 1� ag
� ��0:5 Tomiyama et al. [56]

Cswarm ¼ exp 3:64ag
� �

þ a0:864
g Rusche & Issa [57]

Cswarm ¼ 1þ 18
Eo

ag

� �
1� ag
� � Roghair et al. [58]

Lift force

Flift ¼ CLagrl ul � ug
� �
· rot ulð Þ

CL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ClowRe
l

� �2 þ ChighRe
l

n o2
r

Legendre &
Magnaudet [59]

with ClowRe
l ¼ 6

p2 ReSrð Þ�0:5 2:255

1þ 0:2
Re
Sr

� �1:5

0
BBB@

1
CCCA and ChighRe

l ¼ 1
2

1þ 16Re�1

1þ 29Re�1

CL ¼
min 0:288 tanh 0:121Reð Þ; f Eo?ð Þ½ �; Eo? < 4
f Eo?ð Þ; 4 < Eo? < 10
�0:27; 10 < Eo?

8<
:

Tomiyama et al. [60]

with f Eo?ð Þ ¼ 0:00105Eo3
? � 0:0159Eo2

? � 0:0204Eo? þ 0:474

Models for aspect ratio Eb ¼
dbk
db?

:

Eb ¼
1

1þ 0:163Eo0:757
Wellek et al. [61]

Eb ¼
1; Ta £ 1

0:81þ 0:206 tanh 1:6� 2 log10Ta
� �� �3

; 1 < Ta £ 39:8
0:24; 39:8 < Ta

8<
:

Vakhrushev &
Efremov [62]
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Term Correlation Ref.

Wall lubrication force

Fwall ¼ CWag
2

db
rl ul � ug

�� ��2ŷ CW ¼ max 0;
Cw1

db
þ Cw2

yw

 �
Antal et al. [63]

with Cw1 = –0.01 and Cw2 = 0.05

CW ¼ Cw3
db

2
1

y2
w
� 1

Dcol � ywð Þ2

 !

Cw3 ¼

0:47; Eo < 1
exp �0:933Eoþ 0:179ð Þ; 1 £ Eo £ 5
0:00599Eo� 0:0187; 5 < Eo £ 33
0:179; 33 < Eo

8>><
>>:

Tomiyama [10]

Cw3 ¼ max
7

Re1:9 ; 0:0217Eo

 �
Hosokawa et al. [64]

Cw3 ¼ max
0:1
Cwd

1� yw

Cwcdb

yw
yw

Cwcdb

� �pw�1

2
64

3
75 Frank [65]

with Cwc = 10.0, Cwd =6.8, and pw = 1.7

Turbulent dispersion

Fdisp ¼ �CTDrlkl�ag

(Lahey et al. [66])

CTD ¼ 0:1 Lucas et al. [68]

Fdisp ¼ �CDag
3

4db
ul � ug

�� �� mturb
l

sTD

·
1
al
þ 1

ag

 !
�ag

(Burns et al. [67])

CTD ¼ C1=4
m

1

St 1þStð Þ
Lopez de Bertodano
et al. [69, 70]

sTD ¼ 0:9 Rzehak & Kriebitzsch
[49]

Virtual mass

Fvm ¼ CVMagrl
Dul

Dt
�

Dug

Dt

� �
CVM ¼ 0:5 Zhang et al. [71, 72]

Re ¼
rl ug � ul

�� ��db

ml
, Eo ¼

g rl � rg

� �
d2

b

s
, Eo? ¼ Eo db ¼ db?ð Þ, Mo ¼

m4
l g rl � rg

� �
r2

l s3
, Sr ¼ Rew=Re, Rew ¼

rl rot ulð Þj jd2
b

ml
, Ta ¼ ReMo0:23, D/Dt: material de-

rivative.

Table 2. continued

¶n Vð Þ
¶t
þ � � ugn Vð Þ

� �
¼
Z¥

V

nb V ¢ð Þbb V ;V ¢ð Þgb V ¢ð Þn V ¢ð ÞdV ¢� gb Vð Þn Vð Þ

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Sbreakup

þ 1
2

ZV

0

Gc V � V ¢;V ¢ð Þn V � V ¢ð Þn V ¢ð ÞdV ¢� n Vð Þ
Z¥

0

Gc V ;V ¢ð Þn V ¢ð ÞdV ¢

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Scoalescence

(8)

with Gc(V,V¢) = lc(V,V¢)hc(V,V¢) for coalescence of bubbles with volumes V and V¢.
The source terms for breakup and coalescence in Eq. (8) are
crucial for the determination of bubble diameters.
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Breakup and Coalescence Models
Models for the breakage frequency gb and daughter size dis-
tribution bb are required to simulate breakup. The coales-
cence frequency Gc exists of the collision frequency hc and
the coalescence efficiency lc. These quantities are related to
the fluid and flow properties. Some models applicable for
bubbly flows are listed in Tabs. 3 and 4.

Most of the models for the breakage frequency are based
on the assumption of bubbles colliding with turbulent eddies,
but there are also concepts of breakup due to viscous shear
stresses or surface instabilities [81]. In literature, mainly
binary breakup of bubbles can be found, which is described
by the daughter size distribution, but the models for the latter
differ. A good overview is given by Liao and Lucas [81].

The mechanisms for collision are turbulent motion,
velocity gradients, buoyancy and wake-entrainment [82]. In
general, the model for the coalescence efficiency

lc ¼ exp �
tij

tij

 !
(9)

depends on the ratio of the film drainage time tij and the
contact time tij. The assumptions for the models are immo-
bile, partially mobile or fully mobile gas-liquid interfaces.

Solution Methods
Various numerical schemes can be used to solve Eq. (8). An
overview is given in Tab. 5. The major difference between
the solution methods is within the information about the
BSD. With the moment-based and one-group models the
information about the actual BSD is lost and only mean val-
ues like the Sauter mean diameter can be calculated. But in
return, the computing time decreases with the latter meth-
ods and gets close to the computing time required for pure
fluid dynamic calculations. Though, BSD can be recon-
structed with various assumptions.

A peculiarity for the simulation of BSD can be found with
the developed GENTOP-concept, where large bubbles are
modeled as a continuous phase and interact with a discrete
method for smaller bubbles [104]. With this concept it is
possible to simulate also complex flow structures with high
gas fractions.

Visualization and Validation
One of the main drawbacks of EE is the loss of the exact
particle position and shape. The bubbles are finally
described by the phase fraction and a field of particle sizes.
A direct link in visualization is mainly missing and makes
a comprehensive explanation and comparison to visual
experimental observations to non-CFD experts a challeng-
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Table 3. Applicable breakup models for bubble column simulations.

Breakage frequency gb Daughter size distribution bb Ref.

gb ¼
Zdb

0:2db

0:07p4

le
db þ leð Þ2 d2=3

b þ l2=3
e

� �0:5
e1=3

· exp � 1:18

l2=3
e

s
rldbe2=3

 !
dle

uniform Prince &
Blanch [73]

gb ¼
1
2

Z1

0

0:923 1� ag
� �

n
e

d2
b

� �1=3

·
Z1

xmin

1þ xð Þ2

x11=13
exp � 12cf s

cbrle2=3d5=3
b x11=13

 !
dxdfbv

bb ¼
2
R 1

xmin
1þ xð Þ2x�11=3exp �ccð Þdx

Vb
R 1

0

R 1
xmin

1þ xð Þ2x�11=3exp �ccð Þdxdfbv

Luo & Svendsen
[74]

with x ¼ le

db
, cf ¼ f 2=3

bv þ 1� fbvð Þ2=3 � 1, fbv ¼
d3

bi

d3
bi þ d3

bj

, cb = 2 with cc ¼
12cf s

cbrle2=3d5=3
b x11=3

gb ¼
1
2

Z1

0

Zdb

d ¢
b

0:8413
ffiffiffi
2
p s

rle2=3d ¢4
b

le � dbð Þ2

l13=3
e exp � 2s

rle2=3dbl2=3
e

� � dledfbv bb ¼
1ffiffiffi
p
p

fbv

exp � 9

4
ln

22=5dbir
3=5
l e2=5

s
3
5

� �� �2
� �

1þ erf 3

2
ln 21=15dbir

3=5
l e2=5

s3=5

� �� �
Lehr et al. [75]

gb ¼ Cg;L1e1=3erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cg;L2

s

rle2=3d5=3
b

þ Cg;L3
mlffiffiffiffiffiffiffiffiffirlrg

p e1=3d4=3
b

s0@
1
A bb ¼ 9þ 33

2
Cb;L þ 9C2

b;L þ
3
2

C3
b;L

� �

·
d2

bi

d3
bj

 !
d3

bi

d3
bj

 !2
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d3
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Laakkonen et
al. [76]
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ing task. Therefore, Hlawitschka et al. [95, 105–107] devel-
oped sampling strategies to visualize uncertain multiphase
fluid simulation data. Based on the diameter and phase frac-
tion fields, a representative number of bubbles and their
location can be obtained, and the bubbles can be recon-
structed as Lagrangian particles in a postprocessing step.
The particle shape is reconstructed based on the dimension-
less numbers Eo and Re and can be visualized, e.g., with the
open source code VisIt. The specific particle volume is con-
served and the generated Lagrangian particles are posi-
tioned that a direct overlap of the generated bubbles is pre-
vented. An example is shown in Fig. 1.

The transfer of a Eulerian data set to a Lagrangian frame-
work enables further postprocessing steps. One among the
most promising is the comparing visualization [107]. The
treatment of the data set as Lagrangian particles allows for a
description of specific parameters moving with a fluid

element, e.g., the contact time of a fluid element with the
gas interfacial area. A set of simulations with different
boundary conditions, e.g., the flow rate, can be further com-
pared to each other using ensemble visualization, which
puts the deviations of several simulations in a single plot.

2.3 Euler-Lagrange Approach

With the Euler-Lagrange approach (EL) the conservation
equations for the continuous liquid phase prevail according
to Eqs. (3) and (4). For every bubble the balance of forces is
solved:

mb
dub

dt
¼
X

i

Fi (10)
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Table 4. Applicable coalescence models for bubble column simulations.

Collision frequency hc Coalescence efficiency lc Ref.

hc ¼ Ch;CT
e1=3

1þ ag
dbi þ dbj
� �2

d2=3
bi þ d2=3

bj

� �0:5

lc ¼ exp �Cl;CT
mlrle

s2 1þ ag
� �3

dbidbj

dbi þ dbj

 !4 ! Coulaloglou
& Tavlarides
[77]

hc ¼ 0:089pe1=3 dbi þ dbj
� �2

d2=3
bi þ d2=3

bj

� �0:5

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
turbulence

þ 0:25p dbi þ dbj
� �2

ubi � ubj

�� ��|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
buoyancy-driven

þ 1
6

dbi þ dbj
� �3

dul=dR|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
laminar shear

lc ¼ exp �
r5=6

bij r0:5
l e1=3

4s0:5 ln
h0

hf

� �0
@

1
A Prince &

Blanch [73]

with ub ¼
2:14s
rldb

þ 0:505gdb

� �0:5

and dul=dR: average shear with rbij ¼ 0:5
1

rbi
þ 1

rbj

 !�1

, h0 = 10–4 m, hf = 10–8 m

hc ¼
p
4

dbi þ dbj
� �2

ninj u2
bi þ u2

bj

� �0:5

lc ¼ exp �Cl;Luo

0:75 1þ dbi
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� �2
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1þ dbi
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 ! !0:5
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þ CVM

� �
1þ dbi

dbj

� �3 We0:5
ij

0
BBBBB@

1
CCCCCA

Luo [78]

with Cc,Luo = 0.4 for heterogenous flow and Weij ¼
rldb u2

bi þ u2
bj

� �
s

hturb
c ¼ 0:25p

ag;max

ag;max � ag
exp �

6:3 Ni

Ddi

þ Nj

Ddj

� ��1=3

0:89
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

bi þ d2
bj

q
0
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1
CCCA

6
0
BBBB@

1
CCCCA

·
ffiffiffi
2
p

e1=3 dbi þ dbj
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d2=3
bi þ d2=3

bj

� �0:5

and hwake
c ¼ ch;WQd2

bi0:71
ffiffiffiffiffiffiffiffi
gdbi

p

lc ¼ exp �Cl;HI

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dbi dbj

dbiþdbj

� �5

r3
l e2

s3

6

vuuut
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BBBB@

1
CCCCA

hc: Wang
et al. [79]
lc: Hibiki &
Ishii [80]
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dj �

dc

2

� �6

dbj �
dc

2

� �6

þ dc
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� �6 ;
dbj
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‡ 2
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s
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where
X

i

Fi ¼ mb

rg � rl

rg
g þ

Finter
g

ag
and Finter

g are expres-

sions according to Eq. (7) listed in Tab. 2.

Every bubble can be tracked by solving the equation of
motion:

dxb

dt
¼ ub (11)

The computational effort depends strongly on the total
number of bubbles in the domain [108], but more informa-
tion about the disperse phase characteristics may be
obtained than when using EE. With EL simulations it is

possible to calculate the bubble pathways through the
domain and the residence time distributions. In comparison
to the first bubble column simulations in an EL framework
[109–112] an improvement of the models is noticeable.
Details of bubble movement, like bubble oscillations, can be
simulated. Depending on the bubble size, velocity and fluid
properties different motion patterns occur, like rectilinear,
zigzag and helical motion [113]. Weber et al. [114] describe
an approach to simulate bubble oscillations. They introduce
a side force depending on the orientation of an ellipsoidal
bubble whereby they solve the simplified Jeffery’s equation.
Bubble breakup and coalescence of the bubbles can be
modeled stochastically [108, 115–117] and can be also

www.cit-journal.com ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765

Table 5. Methods for discretization and solution of the PBE (Eq. (8)).

Classification Method Description Related work

Discrete method Homogeneous and inhomogeneous classes
method (CM)
- mixed pivot technique
- moving pivot technique

Discretization of the population balance in a finite set
of intervals. Solving momentum conservation equation
for average of whole set of the interval (homogeneous
method) or partially averaged intervals (inhomogene-
ous method). Information about BSD is available.

Hounslow et al. [83]

Lister et al. [84]

Ramkrishna [85]

Chen et al. [86]

Sanyal et al. [87]

Frank et al. [88]

Bhole et al. [89]

Moment-based
Methods

Standard method of moments (SMM) Transformation of the population balance to the
transport of moments of the number density.

Hulburt & Katz [90]

Quadrature method of moments (QMOM) Quadrature approximation is applied to describe the
moments. Well established method with drawbacks in
product difference algorithm and ill-conditioning.

McGraw [91]

Marchisio et al. [92]

Lage [93]

Direct quadrature method of moments
(DQMOM)

Weights and abscissas are directly accounted in the
transport equation.

Marchisio & Fox [94]

Hlawitschka et al.
[95]

Conditional quadrature method of moments
(CQMOM*)

Enabling a conditioning of the moment matrix. Yuan & Fox [96]

Cumulative quadrature method of moments
(CQMOM*)

Tracking of the cumulative distribution. Attarakih [97]

Extended quadrature method of moments
(EQMOM)

Approximation by a sum of non-negative weight
functions

Yuan et al. [98]

Mahvelati et al. [99]

Sectional quadrature method of moments
(SQMOM)

Section-wise approximation with QMOM. Attarakih et al. [100]

Schäfer et al. [101]

One-group models One primary one secondary particle method
(OPOSPM)

The simplest form of SQMOM. Conserves volume
and number of particles. Short simulation times.

Attarakih et al. [102]

Hlawitschka et al.
[95]

Interfacial area transport equation (IATE) Transporting the interfacial area instead of number
and size. Calculation of Sauter mean diameter. Low
computational costs.

Hibiki & Ishii [80]

Ishii et al. [103]

*The conditional QMOM and the cumulative QMOM were introduced at the same time in 2011.
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accounted for the gas-liquid interface at the top of the col-
umn [118].

A limitation of EL is the predicament with the spatial res-
olution of the continuous phase domain because the cell
size must not exceed bubble size excessively [10]. Sungkorn
et al. [119] argue with a tolerable grid spacing to bubble
diameter range of 0.5 < DS/db < 10 if the total number of
bubbles is small. An advanced approach to simulate bubbles
larger than cell size comes with the immersed boundary
methods, where coupling between the disperse and continu-
ous phase is performed with a Lagrangian surface mesh
[120].

2.4 Turbulence Modeling

The turbulent characteristics play an important role in bub-
ble columns. There are different effects on radial and axial
mixing as well as on BSD via breakup and coalescence as
the models in Tabs. 3 and 4 indicate.

In literature, mostly Reynolds-averaged Navier-Stokes
(RANS) turbulence models and large eddy simulations
(LES) can be found [121]. Another peculiarity is bubble-
induced turbulence (BIT), which has to be accounted. The
formulations of the k and e conservation equations are:

¶ alrlkð Þ
¶t

þ � � alrlulk� al ml þ
mturb

l

sk

� �
�k

� �

¼ al G� rleð Þ þ SBIT
k (12)

¶ alrleð Þ
¶t

þ � � alrlule� al ml þ
mturb

l

se

� �
�e

� �
¼

al Ce1
e
k

G� Ce2rl
e2

k

� �
þ SBIT

e

(13)

with constants sk = 1.0, se = 1.217, Ce1 = 1.44, Ce2 = 1.92
and the production of turbulent kinetic energy G ¼ tl : �ul

[71]. The shear-induced turbulent viscosity is

mturb
l ¼ Cmrl

k2

e
(14)

with Cm = 0.09.
LES sub-grid models (SGS) as proposed by Smagorinsky

[122] are applied where

mturb
l ¼ rl CSGSDS

� �2
Sj j (15)

The Smagorinsky constant is of the order of magnitude
CSGS = 0.1 [123] but should rather be considered as a
modeling parameter which can be adapted [124]. The filter
width is DS = (DxDyDz)

1/3 and should be chosen so that
DS/db » 1.2 applies [124].

A possible way to model the bubble-induced effects on
turbulence is by considering the effective viscosity

meff
l ¼ ml þ mturb

l þ mBIT
l (16)

with an additional model for the shear-induced viscosity
[125]

mBIT
l ¼ rlagCBIT

m db ug � ul

�� �� (17)

An overview of models also for the source terms SBIT
k and

SBIT
e in Eqs. (12) and (13) to account for bubble-induced

turbulence is listed in Tab. 6.
Recent investigations of Khan et al. [121] point out some

weaknesses of the very often applied standard k-e model for
bubbly flows. They compared different k-e and Reynolds
stress models (RSM) with LES. Detailed experimental data
for validation was taken from Bhole et al. [130]. They men-
tion also poor performance of the k-e model with bubble-
induced turbulence. LES is computationally more expensive
but can resolve transient effects like bubble plume motions
and velocity fluctuations. However, care has to be taken
when choosing the physical and numerical parameters
because they may significantly affect the results [124].
Examples where LES was applied successfully for bubbly
flows can be found in [131, 132]. Magolan et al. [133] com-
pared a multitude of BIT models with experimental data
from Liu [134]. They analyze the differences of the models
and the deviations from the measurements. Parekh and
Rzehak [135] investigated the anisotropy of bubble-induced
turbulence with RSM and point out that further formula-
tions for modeling turbulent effects should be explored. In
the field of multiphase turbulence there is still a clear need
for further research.

Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765 ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cit-journal.com

Figure 1. Bubbly flow visualization accounting for bubble ori-
entation and bubble shape derived from data calculated with
EE-SQMOM approach (left: bubble column, right: zoom).
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2.5 Chemical Reaction Modeling

The aforementioned simulation techniques focus on the
fluid dynamic description of bubble columns. For process
optimization and design, the final concentrations in the
gaseous and liquid phases are of predominant importance,
which were mainly calculated using flow sheet modeling
while the uncertainty of the hydrodynamics prevailed. In
recent years, CFD simulations were coupled with mass
transfer and chemical reaction equations to describe the
occurring interactions. The focus was on two-phase flows
and mainly on the well described chemisorption of carbon
dioxide in sodium hydroxide solution. As mentioned in
Sect. 2.3, EL simulations can provide a high level of detail
but also EE became popular due to a lower computational
time and an improved description of the BSD due to popu-
lation balance modeling and, therefore, to account also for a
high gas holdup [136, 137]. In both approaches additional
species transport equations have to be introduced. The fol-
lowing description is based on the EE approach, but can be
also adapted to EL simulations [138, 139].

¶ alrlY
j
l

� �
¶t

þ � � alrlY
j
l � alrlD

j
l�Y j

l

� �
¼ _mj

g fi l � _mj
l fi g þ al

_Sj
l (18)

Only NS – 1 transport equations are solved, where NS cor-
responds to the number of species observed in the process
and the mass fractions of the species must fulfill

XNS

j¼1

Y j ¼ 1 (19)

The mass transfer can be based on the two-film theory,
the surface renewal theory or the penetration theory.

In Fig. 2, Y j
g and Y j

l represent the mass fractions in the
bulk of the dispersed and the surrounding liquid phase,
respectively. Y j*

g and Y j*
l describe the corresponding mass

fractions at the interface. Based on the assumption of a

liquid-side mass transfer resistance, the mass transfer rate
for absorption _mj

g fi l is given by:

_mj
g fi l ¼ Ekj

l

A
Vcell

rl Y j*
l � Y j

l

� �
(20)

where rl is the density of the continuous phase, Vcell is the
cell volume, and E is the enhancement factor that describes
the influence of chemical reaction to the absorption. E can
be derived from experiments or analytical expressions.

The interfacial area corresponds to the summation of the
interface areas of each single bubble in a numerical cell.
Assuming spherical bubbles of constant size, it corresponds
to:

A ¼ 6
db

agVcell (21)

The mass transfer coefficient kj
l is calculated based on the

Sherwood number Shj and the diffusion coefficient Dj
l.

Shj ¼
kj

ldb

Dj
l

(22)

For Shj empirical correlations can be found in literature
[140].

www.cit-journal.com ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765

Table 6. Applicable terms for Eqs. (12) and (13) to model BIT.

BIT model SBIT
k SBIT

e mBIT
l

Sato & Sekoguchi [125] 0 0 Eq. (17)

Pfleger & Becker [126] alCk Fdrag
l þ Flift

l þ Fvm
l

��� ��� ug � ul

�� �� with Ck = 1.44
e
k

CeSBIT
k with Ce = 1.92 0

Troshko & Hassan [127] Fdrag
l

��� ��� ug � ul

�� ��
0:45

3CD ug � ul

�� ��
2CVMdb

SBIT
k

0

Rzehak & Krepper [128] Fdrag
l � ug � ul

� �
Ceb

SBIT
k

t
with Ceb = 1.0 and t ¼ dbffiffiffi

k
p

0

Ma et al. [129] min 0:18Re0:23; 1½ � � Fdrag
l � ug � ul

� �
0:3CD

SBIT
k

t

0

Figure 2. Mass transfer according to the two-film theory for ab-
sorption of a species in a gas bubble into the liquid bulk phase.
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Y j*
l corresponds to the equilibrium mass fraction of

species j in the liquid phase. It is defined by the Henry con-
stant H.

Hj ¼
cj*

l

cj
g

(23)

Reactions describe the transformation of one set of chem-
ical substances into another. The general stoichiometry
equation of a reversible reaction for J species taking part in
a reaction is:

XJ ¢
m

j¼1

nj¢
mXj Ð

XJ ¢ ¢
m

j¼1

nj¢ ¢
m Xj (24)

Xj represents species j in the summation formula. nj¢
m and

nj¢ ¢
m are the stoichiometric coefficients of the reaction m for

the educt (left) and product side (right).
For a chemical system with M reactions the production

rate _Sj of a species j is:

_Sj ¼W j
XM
m¼1

nj¢ ¢
m � nj ¢

m

� �
wm (25)

The production rates _Sj are the source terms in the spe-
cies transport Eq. (18). The reaction velocity wm of the m-th
reaction is dependent on the rate coefficients k ¢

m and k ¢ ¢
m for

the forward chemical reaction and the backward chemical
reaction as well as on the concentrations cj of the participat-
ing species j.

wm ¼ k ¢
m

YJ

j¼1

cj� �nj ¢
m � k ¢ ¢

m

YJ

j¼1

cj� �nj ¢ ¢
m (26)

The concentration cj of the species j is derived from the
mass fractions Yj, the density rl and the molar mass Wj:

cj ¼ Y j rl

W j (27)

3 Three-Phase Systems

The presence of solid particles in industrial processes, e.g.,
catalyzed reactions, complicates the simulation of bubble
columns. The presented equations in Sect. 2 may be also
applied to the simulation of slurry bubble columns with
their basic features, but additional phenomena have to be
considered. In the following, effects of solid particles in dis-
perse three-phase systems will be discussed and modeling
approaches are given.

3.1 Solid-Phase Effects

Solid particles may drastically affect the hydrodynamics in a
column. It has been stated repetitiously that solid particles
affect the gas holdup in an apparatus [141–143]. Also, cor-
relations for the gas holdup for different compounds were
derived and can be found collated in the work of Behkish
et al. [144].

In addition, there are adverse solid-phase effects depend-
ing on the particle properties and arise mainly from differ-
ent particle sizes. Particles with diameters in the submillim-
eter range, i.e., microparticles, mostly lead to a decrease
whereas larger particles may increase the gas holdup [145].
The small particles change the slurry density and viscosity
and promote bubble coalescence, where large bubbles de-
crease the gas holdup in slurry bubble columns [141, 142].
The promotion of coalescence was observed in the presence
of hydrophobic [146] as well as of hydrophilic particles
[147]. By contrast, large particles may lead to bubble break-
age due to collisions [148]. This results in an increase of the
gas holdup. In the following, only the influence of the tech-
nically more relevant microparticles will be evaluated.

Most of the investigations of these phenomena are of
experimental nature and find dependencies on the present
solid volume fraction [142, 149]. However, a gradient of sol-
id volume fraction occurs in the axial direction in slurry
bubble columns depending on fluidization or the superficial
gas velocities. Also, different rising velocities of bubbles
with equivalent diameters were observed with increased sol-
id volume fraction [142]. It was also found that small par-
ticles can accumulate in the bubble wakes and increase their
net mass force resulting in a lower relative velocity [150].
Additional drag on the bubbles may arise due to collisions
with particles [151].

A last important point is the dissipation rate of turbulent
kinetic energy e, which is decreasing with the presence of
small particles depending on the particle Stokes number
and volume fraction [152]. Modeling approaches of the pre-
sented phenomena will be discussed in the Sect. 3.2.

3.2 Modeling Approaches

An overview of slurry bubble column simulations carried
out with CFD methods can be found in Tab. 7. Nearly all
recently published slurry bubble column simulations are
carried out in a 3D domain, but different approaches exist
when it comes to the modeling of phase interactions. Var-
ious schematics are depicted in Fig. 3.

Satisfying results can be obtained with various degrees of
detail despite the focus of modeling may differ. Troshko
and Zdravistch [156] applied a two-phase closure as de-
picted in Fig. 3a with the assumption of a perfectly mixed
slurry. With this approach the solid-phase effects on the
material properties of the continuous phase are taken into

Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765 ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cit-journal.com
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account. The slurry properties can be calculated according
to Tsuchiya et al. [165]:

rsl ¼ 1� asð Þrl þ asrs (28)

msl ¼ mlexp
Csas

1� as

acs

0
@

1
A (29)

with the constant parameters Cs and acs depend-
ing on the solid particle properties. Other possi-
bilities are the consideration of single interac-
tions between the gas and liquid phase as well as
the liquid and solid phase (cf. Fig. 3b). But also
bubble-solid collisions [151] or bubble-bubble
and particle-particle collisions can be modeled
[161].

Most frequently, the Euler multifluid approach
is used with different closures for the interphase
momentum exchange. One can regard an ex-
change between any possible combination of
phases or reduced/hierarchical interphase mo-
mentum exchange as depicted in Figs. 3c and 3d
[159]. It should be mentioned that also validated

closures for the phase interactions of the solid particles have
to be found in analogy to the models listed in Tab. 2. In all
cases in Tab. 7 turbulence is modeled with RANS models of
k-e-type or is not mentioned.

Many authors modeled bubble breakup and coalescence,
some even with the consideration of solid-phase effects,
however, a lot of authors forgo the modeling of breakup
and coalescence in their simulations. The solid effects are

www.cit-journal.com ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765

Table 7. Selection of published slurry bubble column simulations.

Authors CFD Multiphase modeling Population balance
modeling

Experimental data for
comparison

Peculiarities

Chen et al. [86] 3D pseudo-2-phase breakup/coalescence own measurements algebraic slip mixture
model

Bourloutski & Sommerfeld [151] 3D Euler/Lagrange – Michele et al. [153] bubble-solid
interactions

Matonis et al. [154] 3D Euler multifluid – own measurements solid-solid drag

Ojima et al. [147] 3D Euler multifluid breakup/coalescence own measurements solid-effect multiplier
for coalescence

Rabha et al. [155] 3D Euler multifluid breakup/coalescence own measurements multiple size group
model

Troshko & Zdravistch [156] 3D 2-phase Euler breakup/coalescence Krishna et al. [141],
Kulkarni et al. [157]

perfectly mixed slurry,
turbulence modifica-
tion for breakup/
coalescence, mass
transfer

Wu & Gidaspow [158] 2D Euler multifluid – Phenomenological
and quantitative
comparison with a
variety of literature

heat and mass transfer

Xu et al. [159] 3D pseudo-2-phase breakup/coalescence Gandhi et al. [160] modified breakup/
coalescence model

Zhang et al. [161] pseudo-2D Euler/Lagrange coalescence Delnoji et al. [162] bubble-bubble and
solid-solid collisions

Zhou et al. [163] 3D Euler multifluid – Rados [164], Ojima
et al. [147]

dual bubble size drag
model

Figure 3. Interphase closures for gas-liquid-solid flows (adapted from Xu et al.
[159]).
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missing in the breakage and coalescence models presented
in Sect. 2.2.2. Different approaches to model the solid-phase
effect on bubble breakup and coalescence can be found. So
far, the three approaches are:
A) Adaption/fitting of breakup/coalescence parameters
B) Introduction of a solid-effect multiplier
C) Turbulence modification

A) With this approach, the bubble breakup and/or coales-
cence parameters are adapted to satisfy a certain condition
and fit experimental data. In most of the cases this is a tar-
get quantity of measurements as well as the simulations,
e.g., the total gas holdup [159], but to get a completely vali-
dated model, the spatial distribution of the quantities
should be also considered. This ensures that the modeling
deviations do not erase each other.

B) A solid-effect multiplier is introduced. The multiplier
b accounts for the promotion of coalescence due to the
presence of small solid particles and is considered in the
expression for the coalescence efficiency [145, 147]:

lse
c ¼ exp �

btij

tij

 !
(30)

where b may have values between 0 and 1 and can be
deduced from film rupture measurements. Ojima et al.
[166] carried out experiments in a quasi-2D column where
they recorded the coalescence times with a high-speed cam-
era with different particle volume fractions and diameters.
The fitted correlations for b can be found in Fig. 4.

The solid-effect multiplier deduced from reference ex-
periments can be also successfully applied with the Prince
& Blanch coalescence model in CFD multifluid simulations
[147]. Comparison between the simulations and experimen-
tal data indicate that the solid-effect multiplier approach
gives better predictions for the gas holdup distribution in
slurry bubble columns than without taking the solid effect
into account.

C) Squires and Eaton [152] found that in dilute suspen-
sions of particles the dissipation rate is attenuated. Troshko
and Zdravistch [156] scaled the dissipation rate as an expo-

nential function of the particle volume fraction based on
DNS data from Squires and Eaton [152] according to

e
e0
¼ exp �Cesasð Þ (31)

where e0 is the dissipation rate without the presence of par-
ticles. They modified the dissipation rate just for the calcu-
lation of the breakup and coalescence terms. The scaling
approach is plotted in Fig. 5.

Troshko and Zdravistch [156] found that the modifica-
tion of the dissipation rate as depicted in Fig. 5 is only valid
for as � 1 and Ces has to be increased to fit experimental
data for high solid volume fractions. The approach is based
on physical investigations and addresses the turbulent dissi-
pation in the three-phase system, but further investigations
are required.

The presented approaches A) to C) improve the modeling
of breakup and coalescence in slurry bubble columns. The
phenomena addressed in approach B) and C) should be
clarified before fitting the breakup and coalescence parame-
ters to experimental data. The introduction of new model
parameters would also be conceivable, which should be sys-
tematically investigated to account for different solid-parti-
cle properties. There is a need for research in the modeling
of disperse three-phase systems, especially for the interphase
closure models and the effects on breakup and coalescence.
Numerical and experimental studies will help to find models
with fluid dynamic quantities as well as material properties
and should reduce the uncertainties implied by fitting pa-
rameters. Therefore, measurements are still essential to vali-
date the simulations of slurry bubble columns.

4 Summary and Perspective

Within the last three decades, a lot of effort was put into the
modeling and numerical simulation of bubble columns and
substantial progress was made. Today, one can find a funda-
mental basis for the simulation of bubbly flows.

Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765 ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cit-journal.com
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Figure 4. Solid-effect multiplier for different particle diameters
(correlations from Ojima et al. [166]).
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Figure 5. Dissipation rate modification according to Troshko
and Zdravistch [156] for dilute systems and St = 0.14–0.5 based
on DNS data from Squires and Eaton [152].
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Single phenomena such as single bubbles rising and
deforming can be simulated using DNS. EE and EL
approaches can be applied to simulate a whole apparatus
and large-scale flow. The main governing equations and the
required closures were collected and presented in detail in
Sect. 2. Also, the PBE was incorporated in this review, where
special focus was on the applicable breakup and coalescence
models as well as the discretization and solution methods of
the PBE. The basic approaches for modeling turbulence and
accounting for bubble-induced turbulence were presented
in particular and the models were collated. However, there
is in general still a need for research in the field of multi-
phase turbulence and for bubbly flow applications with high
gas holdup. Within the last years, there was also a develop-
ment towards the modeling of reactive bubble columns with
the consideration of mass transfer. In heterogeneously cata-
lyzed reactions, usually a solid catalyst is present. A special
chapter in this work considered the effects of solid particles
on the fluid dynamics, especially on breakup and coales-
cence of the bubbles. Various approaches to account for the
solid-phase effects were presented and classified. However,
physical approaches are not yet fully developed and almost
all calculations are empirical in terms of the modeling of
slurry bubble columns.

The models to simulate bubbly flows are advanced nowa-
days, though a lot of different closures can be found applied
and validated in literature. Hardly any studies have been
published on the interactions of the multitude of applicable
models taking into account the full coupling of fluid
dynamics and turbulence with population balance models.
Targeted validation of single individual quantities becomes
necessary. The same applies to simulations of industrial sys-
tems and with the presence of solid particles in particular.

The biggest opportunities to further reduce empirical
design and bring the use of numerical simulation closer to
practical applications lie in the systematic validation of the
models. This should be supported with DNS on the small
scale, where especially the transfer from single to bubble
swarm models can be resolved in detail. In addition,
closures for large-scale models can be deduced from DNS.
For large-scale simulations, parameter sensitivity should be
investigated and the dominant effects in the strongly
coupled multiphase system identified. With CFD-coupled
simulations a huge amount of data is generated, where also
other methods like machine learning could be applied and
used for column design and scale-up.

Nevertheless, experiments are still a necessary step for
validation and extension of the modeling of multiphase
flows. Therefore, standardized experiments should be
defined to validate the description of particularly sensitive
parameters, e.g., turbulence quantities, breakup and coales-
cence parameters and effects of impurities. Industry can
participate in the definition of (representative) material sys-
tems and can set further research impulses to address their
needs, e.g., the investigation of long-term effects such as
foaming. Finally, an established database and a validated set

of base models for a wide range of systems will considerably
reduce the development times and uncertainty of developed
models for process simulation.
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Symbols used

A [m2] interfacial area
CD [–] drag coefficient
CL [–] lift coefficient
CTD [–] turbulent dispersion coefficient
CVM [–] virtual mass coefficient
CW [–] wall lubrication coefficient
Cg, Cb [–] breakup parameters
Ch, Cl [–] coalescence parameters
Ces [–] turbulence modification

exponent
c [kmol m–3] molar concentration
cf [–] increase coefficient of surface

area
D [m2s–1] diffusion coefficient
Dcol [m] column diameter
db [m] bubble diameter
dbk [m] bubble minor axis
db? [m] bubble major axis
Dd [m] bubble size bin width
E [–] enhancement factor
Eb [–] aspect ratio
Eo [–] Eötvös number, Bond number
F [N] force vector
fvb [–] volume ratio
g [m s–2] acceleration due to gravity
gb [s–1] breakup frequency
H [–] dimensionless Henry constant
hc [m3s–1] collision frequency
I [–] unity tensor
Jm [–] number of species on educt/

product side
k [m2s–2] turbulent kinetic energy
kl [m s–1] mass transfer coefficient

km [variable] reaction rate coefficient (unit
depends on reaction order)

M [–] total number of reactions
_m [kg m–3s–1] mass transfer rate

mb [kg] bubble mass
Mo [–] Morton number
N [–] total number of bubbles
NS [–] number of species
n [m–3] number density function
n [–] normal vector
p [Pa] pressure
rb [m] bubble radius
Re [–] particle Reynolds number
Rew [–] vorticity Reynolds number
S [s–1] characteristic filtered rate of

strain
_Sj [kg s–1] production rate of species j
Sc [–] Schmitt number
Sh [–] Sherwood number
Sr [–] ratio of particle Reynolds

number and vorticity Reynolds
number

St [–] Stokes number
t [s] time
tij [s] film drainage time
Ta [–] Tadaki number
u [m s–1] velocity vector
V [m3] volume of bubble
V¢ [m3] volume of second bubble
Vcell [m3] cell volume
W [kg kmol–1] molar mass
Weij [–] Weber number of two coalescing

bubbles
X [–] species j in summation formula
x [m] position vector
Y [–] mass fraction
yw [m] distance between bubble and

wall

Greek letters

a [–] volume fraction
b [–] solid-effect multiplier
bb [–] daughter size distribution
Gc [m3s–1] coalescence frequency
DS [m] grid width
d(n) [–] delta function of normal

coordinate n
e [m2s–3] dissipation rate of the turbulent

kinetic energy
k [–] curvature
lc [–] coalescence efficiency
le [m] turbulent eddy size
m [kg m–1s–1] dynamic viscosity
nb [–] number of daughter bubbles

Chem. Ing. Tech. 2019, 91, No. 12, 1747–1765 ª 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cit-journal.com
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nm [–] stoichiometric coefficient in
reaction m

r [kg m–3] mass density
s [N m–1] surface tension
sTD [–] turbulent Schmidt number
t [N m–2] stress tensor
tij [s] contact time
wm [kmol m–3s–1] reaction rate

Sub- and Superscripts

b bubble
BIT bubble-induced turbulence
CT Coulaloglou & Tavlarides model
cap cap bubble
disp turbulent dispersion
drag drag
eff effective
ell ellipsoidal bubble
g gas
HI Hibiki & Ishii model
highRe high Reynolds numbers
i phase (gas, liquid, solid), primary bubbles in

breakup and coalescence models
j species, second bubble in breakup and

coalescence models
inter interphase exchange
L1K3 Laakkonen model
Luo Luo model
l liquid
lift lift
lowRe low Reynolds number
m index of reaction
max maximum
min minimum
s solid
se solid-effect
sl slurry
sph spherical bubble
swarm swarm effect
turb turbulent
vm added-mass, virtual mass
wake wake-entrainment
wall wall lubrication
* gas-liquid interface equilibrium
¢ forward reaction (educt)
¢¢ backward reaction (educt)

Abbreviations

2D 2-dimensional
3D 3-dimensional
BIT bubble-induced turbulence
BSD bubble size distribution

CFD computational fluid dynamics
CQMOM conditional, cumulative quadrature method of

moments
CM classes method
DNS direct numerical simulation
DQMOM direct quadrature method of moments
EE Euler-Euler approach
EL Euler-Lagrange approach
EQMOM extended quadrature method of moments
GENTOP generalized two-phase flow
IATE interfacial area transport equation
LES large eddy simulation
OPOSPM one primary one secondary particle method
PBE population balance equation
PLIC piecewise linear interface calculation
QMOM quadrature method of moments
RANS Reynolds averaged Navier-Stokes equations
RSM Reynolds stress model
SGS sub-grid scale
SLIC simple line interface calculation
SMM standard method of moments
SQMOM sectional quadrature method of moments
VOF Volume-of-fluid method
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[95] M. W. Hlawitschka, J. Schäfer, M. Hummel, C. Garth, H.-J. Bart,
Chem. Ing. Tech. 2016, 88 (10), 1480–1491. DOI: https://doi.org/
10.1002/cite.201600006

[96] C. Yuan, R. O. Fox, J. Comput. Phys. 2011, 230 (22), 8216–8246.
DOI: https://doi.org/10.1016/j.jcp.2011.07.020

[97] M. Attarakih, Comput. Chem. Eng. 2013, 48, 1–13. DOI: https://
doi.org/10.1016/j.compchemeng.2012.08.001

[98] C. Yuan, F. Laurent, R. O. Fox, J. Aerosol Sci. 2012, 51, 1–23.
DOI: https://doi.org/10.1016/j.jaerosci.2012.04.003

[99] E. A. Mahvelati, G. S.-P. Lemieux, C. B. Vieira, G. Litrico,
P. Proulx, in AIP Conference Proceedings 1978, Thessaloniki,
Greece 2018.

[100] M. M. Attarakih, C. Drumm, H.-J. Bart, Faqir N. M., in Proc. of
the 3rd Int. Conf. on Population Balance Modelling, Quebec
2007.
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