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Abstract

In group theory, a big and important family of infinite groups is given by the algebraic
groups. These groups and their structures are already well-understood. In representa-
tion theory, the study of the unipotent variety in algebraic groups — and by extension
the study of the nilpotent variety in the associated Lie algebra— is of particular interest.

Let G be a connected reductive algebraic group over an algebraically closed field k,
and let Lie(G) be its associated Lie algebra. By now, the orbits in the nilpotent and
unipotent variety under the action ofG are completely known and can be found for ex-
ample in a book of Liebeck and Seitz. There exists, however, no uniform description of
these orbits that holds in both good and bad characteristic. With this in mind, Lusztig
defined a partition of the unipotent variety of G in 2011. Equivalently, one can con-
sider certain subsets of the nilpotent variety of Lie(G) called the nilpotent pieces. This
approach appears in the same paper by Lusztig in which he explicitly determines the
nilpotent pieces for simple algebraic groups of classical type. The nilpotent pieces for
the exceptional groups of type G2, F4, E6, E7, and E8 in bad characteristic have not yet
been determined. This thesis gives an introduction to the definition of the nilpotent
pieces and presents a solution to this problem for groups of type G2, F4, E6, and partly
for E7. The solution relies heavily on computational work which we elaborate on in
later chapters.

Zusammenfassung

In der Gruppentheorie bilden sogenannte algebraische Gruppen eine große und wich-
tige Familie von unendlichen Gruppen. Algebraische Gruppen und ihre Strukturen sind
in der Vergangenheit bereits sehr ausführlich untersucht worden. Insbesondere die
Struktur der unipotenten Varietät — und damit der nilpotenten Varietät in der aso-
ziierten Lie-Algebra — ist von großem Interesse in der Darstellungstheorie.

SeiG eine zusammenhängende reduktive algebraische Gruppe über einem algebra-
isch abgeschlossenem Körper k. Sei weiterhin Lie(G) die zu G asoziierte Lie-Algebra.
Zum jetzigen Zeitpunkt sind alle unipotenten und nilpotenten Bahnen unter der Ope-
ration einer algebraischen Gruppe bekannt. Diese sind beispielsweise ausführlich in
dem Werk von Liebeck und Seitz beschrieben. Allerdings gibt es keine uniforme Be-
schreibung der Bahnen, die sowohl in guter als auch in schlechter Charakteristik gilt.
In Betracht dieser Tatsache definierte Lusztig in 2011 eine Partition der unipotenten
Varietät von G. Es ist möglich, stattdessen auch bestimmte Teilmengen der nilpoten-
tenVarietät vonLie(G) zu betrachten, welche die „nilpotenten pieces“ genanntwerden.
Auch dieser Ansatz wird von Lusztig beschrieben. In demselben Artikel bestimmt Lusz-
tig außerdem die nilpotenten pieces für die klassischen algebraischen Gruppen. In den
exzeptionellen Gruppen vom Typ G2, F4, E6, E7 und E8 müssen die nilpotenten pieces
noch bestimmt werden. Diese Dissertation gibt eine Einführung in die Definition der
nilpotenten pieces und stellt eine Lösung für Gruppen vomTypG2, F4, E6 und teilweise
E7 vor. Die Lösung hängt großteils von programmiertechnischen Verfahren ab, welche
in späteren Kapiteln beleuchtet werden.
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Preface

In this thesis, we take a closer look at certain subsets of Lie algebras arising from al-
gebraic groups, the so-called nilpotent pieces.

Algebraic groups forman important subset of the family of infinite groups andhave
been extensively studied in the past. Algebraic groups can, for example, be defined as
closed subgroups of the general linear groupGLn(k) for an algebraically closed field k
of arbitrary characteristic. Thenilpotent pieces arise from the idea to define a partition
of the nilpotent variety in the Lie algebra which is similar to the orbits in the nilpotent
variety under the adjoint action of the corresponding algebraic group. The aim is to
complete further steps in the proof that the nilpotent pieces form a partition of the
nilpotent variety. More precisely, we believe that the following conjecture holds and
work towards proving it.

Conjecture A. LetG be a connected reductive algebraic group over an algebraically closed
field k and let g be its Lie algebra. Then the set of nilpotent pieces for g is in bijection with
the set of nilpotent orbits of a group G̃ defined over C with the same root datum as G.
In particular, any nilpotent piece is given by a union of nilpotent orbits having the same
T -labelling (see [20, Chapter 10]) as the corresponding orbit in good characteristic.

The nilpotent pieces have been defined by George Lusztig in a series of papers,
[21], [22], [23], and [24]. We will work with the definition of the nilpotent pieces given
in [23]. Lusztig originally defined the unipotent pieces in [21] and elaborated on the
concept in [22], [23], and [24]. However, having computed the nilpotent pieces, it
should be within reach to give a description of the unipotent pieces as both defini-
tions rely crucially on the same sets.

Algebraic groups form an important family of groups that gives rise to the finite
groups of Lie type which are a large collection of groups appearing in the classification
of finite simple groups. As such, we are also interested in the representation theory
of the finite groups of Lie type and by extension the structures of algebraic groups,
such as the nilpotent orbits. As mentioned above, the idea behind the definition of
the nilpotent pieces comes from certain orbits in the Lie algebras of algebraic groups,
called the nilpotent orbits. These orbits arise from the action of an algebraic group on
its Lie algebra given by the adjoint representation. The study of the nilpotent orbits is
closely related to the unipotent conjugacy classes in algebraic groups and both objects
find applications in representation theory. These orbits have been extensively studied
and are well-understood. A thorough description can be found in the book by Liebeck
and Seitz [20], for instance. We notice that there is no uniform description of the nil-
potent orbits which holds in every characteristic. Especially in small characteristic we
may get a different number of nilpotent orbits. By defining the nilpotent pieces, we
hope to give amore uniformdescription closely related to the nilpotent orbits “coming
from characteristic 0”. This problem has already been solved for the classical algebraic
groups in [23]. It is closely related to the representation theory of algebraic groups
and should help to work out specifics for generalised Gelfand–Graev representations
in small characteristics, see [12]. In this paper, Geck describes a way to define gener-
alised Gelfand–Graev representations in small characteristic. This relies heavily on a
linear map λ being in “sufficiently general position” which can be checked with the
knowledge of the nilpotent pieces.

Interestingly, there exist different definitions of partitions of the nilpotent variety.
In [13], Hesselink defines a stratification of the nilpotent variety. Clarke and Premet
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define their own nilpotent pieces in [9] and show that this leads to the same strati-
fication as proposed by Hesselink. In [33], Xue computes nilpotent pieces in g∗ for
groups of type F4 and G2 using the definition for the nilpotent pieces in g∗ proposed
by Clarke–Premet in [9]. One would hope that these definitions lead to the same ob-
ject, and this is indeed the case for algebraic groups of classical type. We expect the
equality to hold in the exceptional cases as well.

Conjecture B. The nilpotent pieces as defined by Clarke–Premet in [9] result in the same
nilpotent pieces as defined by Lusztig in [23].

The main result of this thesis is as stated below.

Theorem A. Conjecture A and Conjecture B hold for simple algebraic groups of type G2,
F4, and E6.

This thesis is organised as follows. In the first chapter, we give an introduction
to algebraic groups and their Lie algebras, presenting results that are already very
well understood. Following this, we describe the construction of the nilpotent orbits
and give orbit representatives for simple Lie algebras of typeG2, F4, E6, and E7 in the
second chapter. Furthermore, we introduce the weighted Dynkin diagrams which en-
able us to describe the nilpotent orbits in characteristic 0 in a concise way. In chapter
3 we define the nilpotent pieces relying heavily on the weighted Dynkin diagrams and
examine their properties, as well as give case-free descriptions of certain nilpotent
pieces. For instance, it is always possible to explicitly determine the regular nilpotent
piece, arising from the regular weighted Dynkin diagram without explicit computa-
tions.
In Chapter 4 we propose a way to compute the nilpotent pieces with a computer pro-
gramme written in Magma [2]. In order to write a functioning algorithm, we need to
develop a way to compute the action of elements in a connected reductive algebraic
groupG on the associated Lie algebra. This can be done by writing the group elements
in the Bruhat decomposition for a fixedmaximal torusT , a fixedBorel subgroupB con-
taining T , a root system Φ with simple roots Π with respect to T and B, and a fixed
total ordering onΦ+. Using the paper by Geck [11], we are able to implement formulas
for the action of G on its Lie algebra via the adjoint map on a basis of Lie(G). This
means also that we rely heavily on a given root system and the linear combination of
elements in Lie(G) with respect to the Chevalley basis for this root system.

In the course of Chapter 4, we also work out results on the structure of the nil-
potent pieces in order to simplify the computations. At the end of this chapter we
describe an algorithm to compute the nilpotent pieces, based on the previous theor-
etical discussions. This algorithm uses further algebraic structures in order to solve
non-linear equation systems, such asGröbner bases and various constructions in poly-
nomial rings.

We will elaborate on these programming aspects in the following chapters. In
Chapter 5 we propose further possible approaches for the computations of the nilpo-
tent pieces, such as an inductive method. In Chapter 6 we describe the implementa-
tion inmore detail, focusing especially onways inwhich to efficiently solve non-linear
equation systems.

The results for simple algebraic groups of type G2, F4, and E6, and partly E7 for
characteristic 2 are stated in the final chapter, leading to the main theorem of this
thesis.
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1 | Preliminaries

As this work will mainly focus on algebraic groups and their Lie algebras, we start by
giving an overview of this extensive area in group theory. It is, unfortunately, not pos-
sible to give all proofs and background information on algebraic groups, but the most
important results that are necessary to understand this work are stated in this chapter.
Further background information can be found in the books of Malle and Testerman
[25], Geck [10], and Humphreys [15] for example. The structure of the first chapter
will, in most parts, follow the book by Malle and Testerman.
Throughout this text, let k be an algebraically closed field of arbitrary characteristic
unless stated otherwise.

1.1 Algebraic varieties

First, we need to understand the definition of algebraic groups. Algebraic groups arise
from a background in algebraic geometry. We keep this section rather short and only
define strictly necessary objects.

Definition 1.1 (Affine algebraic variety, [10, Definition 2.1.6]). Let X ̸= ∅ be a non-
empty set and let k be a field. Then the set Maps(X,k) of maps from X to k is a
k-algebra with pointwise defined operations. For each map f : X → k, that is f ∈
Maps(X,k), define

εx : Maps(X,k) −→ k

f 7−→ f(x).

Let A[X] ⊆ Maps(X,k) be such that

1. A[X] is a finitely generated k-algebra such that 1 ∈ A[X],

2. for two elementsx, y ∈ X withx ̸= y there exists f ∈ A[X] such that f(x) ̸= f(y),
and

3. if λ : A[X]→ k is a k-algebra morphism there exists x ∈ X such that λ = εx.

The tuple (X,A[X]) is called an affine algebraic variety, or affine variety.

If the choice of A[X] is clear from the context, we will also just refer to the set X
as an affine variety. Sometimes we will just write A instead of A[X].
Affine varieties can be turned into topological spaces via the Zariski topology.

11
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Definition 1.2 (Zariski Topology, [10, 2.1.7]). Let (X,A) be an affine variety. For all
subsets S ⊆ A the sets

VX(S) := {x ∈ X | f(x) = 0 for all f ∈ S}

form the closed sets of the Zariski topology. The open sets are given by the comple-
ments of the closed sets.

In the terminology of classical algebraic geometry, affine algebraic varieties are
also defined as algebraic sets together with the induced Zariski topology. A set X is
called an algebraic set if

X = {(x1, . . . , xn) ∈ kn | f(x1, . . . , xn) = 0 for all f ∈ I},

where I ◁ k[X1, . . . , Xn] is an ideal, see for instance [25, 1.1].
Note also that it is possible to define algebraic varieties which are not affine varieties.
For instance, it is also possible to define projective varieties, see [25, Section 5.1].

Example 1.3.

1. LetX = kn and let A[X] = k[Yi | 1 ⩽ i ⩽ n] for indeterminates Yi, i ∈ {1, . . . n}.
Then (X,A[X]) is an affine variety, see [10, 2.1.8].

2. Let X be as in (1), let S ⊆ A[X] and let V = {x ∈ kn | f(x) = 0 for all f ∈ S} be
a closed subset ofX with respect to the Zariski topology. Let

A[V ] := A[X]/{f ∈ A[X] | f(x) = 0 for all x ∈ V }.

Then (V,A[V ]) is also an affine variety, see [10, 2.1.12].

Next, let us define morphisms of affine varieties following the definition in [10].

Definition 1.4 (Morphism of affine varieties, [10, 2.1.6]). Let (X,A) and (Y,B) be
affine varieties. The map

φ : X −→ Y

is called a morphism of affine varieties if g ◦ φ ∈ A for all g ∈ B. In this case we
define the comorphism of φ as

φ∗ : B −→ A, g 7−→ g ◦ φ.

Definition 1.5 (Dominant, [10, Proposition 1.4.15]). Let (X,A) and (Y,B) be affine
varieties. A morphism

φ : X −→ Y

is called dominant if the image φ(X) is dense in Y .

1.2 Algebraic groups

Having defined affine algebraic varieties and a corresponding topology, we can move
on to the study of algebraic groups. It turns out that it is possible to endow groups
with the structure of algebraic varieties. This indeed gives rise to a mathematically
interesting object, an algebraic group. We can find outmore about their properties by
also taking into account their structure as affine varieties, rather than purely looking
at them as abstract groups. In the following section, we are going to define these
structures and find a way to link a Lie algebra to each algebraic group.
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Definition 1.6 (Algebraic groups, [25, Definition 1.1]). Let (G,A) be an affine variety
and let (G, ⋆) be a group. There exist maps

µ : G×G −→ G, ι : G −→ G,

(g, h) 7−→ g ⋆ h, g 7−→ g−1.

If both µ and ι are morphisms of affine varieties, thenG is called an algebraic group.

Remark 1.7. For two affine varieties (X,A) and (Y,B) over a field k we can take the
cartesian product X × Y endowed with the Zariski variety. Then (X × Y,A ⊗k B) is
again an affine variety, see [10, 2.1.13]. This shows that taking the product G × G in
the above definition makes sense.

We will give a couple of first examples in order to get a better understanding of
algebraic groups. In fact, quite a few groups that are already well-understood are also
algebraic groups.

Example 1.8.

1. Let Ga := (k,+) be the additive group of the field k. By Example 1.3, Ga is
a variety. It is possible to prove that both µ and ι are morphisms of varieties,
therefore Ga is an algebraic group, see [25, Example 1.2].

2. LetGm := (k×, ·) be the multiplicative group of the field k. Similar to above,Gm

is also an algebraic group, see [25, Example 1.2].

3. The group of invertible n× n-matrices

GLn(k) = {C ∈ kn×n | det(C) ̸= 0}

is an algebraic group. To see this, note that GLn(k) is isomorphic to the set
{(C, y) ∈ kn×n × k | det(C)y = 1}. Then

A[GLn(k)] = k[Xij , Y | 1 ⩽ i, j ⩽ n]/
(
det
(
(Xij)

n
i,j=1

)
Y − 1

)
,

see [25, section 1.1] and Example 1.3 (2).

4. The group SLn(k) = {C ∈ GLn(k) | det(C) = 1} ⊆ GLn(k) is an algebraic group
and a closed subgroup of GLn(k), see [25, section 1.2].

5. In fact, we have the following result: LetG ⩽ GLn(k) be a closed subgroup (with
respect to the Zariski topology). Then G is an algebraic group. We call these
groups linear algebraic groups. Each algebraic group as given in Definition 1.6
is isomorphic to a linear algebraic group, see [10, Corollary 2.4.4].

From now on we want to focus on the irreducible components of algebraic groups,
which leads us to the concept of connected groups.

Definition and Proposition 1.9 (Connected group, [10, Proposition 1.3.13]). Recall
that a variety is a topological space and that a topological space X is called irredu-
cible if X cannot be decomposed as X = X1 ∪X2 where X1, X2 ̸= X and X1, X2 ̸= ∅
and bothX1 andX2 are closed.
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IfG is an irreducible algebraic group, we callG connected. Otherwise,G can be writ-
ten as a decomposition of irreducible components, that is, a union of maximal irre-
ducible topological subspaces.
Let G◦ denote the irreducible component of G containing 1 ∈ G. By [10, Proposition
1.3.13 (a)] G◦ is uniquely determined, G◦ is an algebraic group, and G/G◦ is a finite
group.

The so-called unipotent and semisimple elements play a central part in under-
standing the structure of algebraic groups.

Definition 1.10 (Unipotent and semisimple elements, [31, Definition 2.1]). Let (G,A)
be an algebraic group. For every element g ∈ G we define the map

ρ∗g : A −→ A,

f 7−→ (h 7→ f(hg)).

We call g unipotent if ρ∗g is unipotent, i.e. the map ρ∗g − idA is nilpotent. Recall that
an element φ is called nilpotent if there exists n ∈ N such that φn = 0.
We call g semisimple if ρ∗g is diagonalisable.

In fact, every element of an algebraic group can be written as a commuting product
of a semisimple and a unipotent element.

Proposition 1.11 (Jordan decomposition, [31, Proposition 2.4.1]). For each element
g ∈ G there exists a unipotent element ug ∈ G and a semisimple element sg ∈ G such that
g = ugsg = sgug. This is called the Jordan decomposition of g.

1.2.1 Lie algebras of algebraic groups

As previously mentioned, it is possible to define a Lie algebra linked to an algebraic
group. In order to do so, we will first recall a few facts about Lie algebras, tangent
spaces, and derivations.

Definition 1.12 (Lie algebra). A Lie algebra is a vector space L over a field k such
that there exists a bilinear product

[ , ] : L× L −→ L

which fulfils the Jacobi identity:

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, ∀x, y, z ∈ L,

and is alternating, that is
[x, x] = 0, ∀x ∈ L.

Definition 1.13 (Tangent Space, Derivation, [15, 5.1]).

1. Let (X,A) be an irreducible variety and x ∈ X. Note that in this case, A is an
integral domain, see [15, 1.5]. Define the localised ring

Ox =

{
g

f

∣∣∣∣ f, g ∈ A, f(x) ̸= 0

}
⊆ Frac(A).
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Then we have a unique maximal ideal ofOx given by

mx =

{
g

f

∣∣∣∣ g(x) = 0, f(x) ̸= 0

}
⊆ Ox.

We call the dual space of the k-vector space mx/m2
x
, denoted by

T (X)x :=
(
mx/m2

x

)∗
,

the tangent space ofX at x.

2. We call a k-linear map δ : A → A a derivation if all elements f, g ∈ A fulfil the
product rule:

δ(fg) = fδ(g) + gδ(f).

We denote by Derk(A,A) the space of all derivations of A into A.

Remark 1.14. The set of derivations Derk(A,A) is a Lie algebra, see [10, Example 1.4.2
(a)].

Let us now consider the connection between Lie algebras and algebraic groups.

Definition 1.15 (Lie algebra of an algebraic group, [15, 9.1]). Let (G,A) be an algebraic
group. For x ∈ G let λx : A → A, f 7→ (g 7→ f(xg)) be the left translation. We define
the Lie algebra of G by

Lie(G) := {δ ∈ Derk(A,A) | δλx = λxδ for all x ∈ G}.

Remark 1.16. Lie(G) is isomorphic to T (G)1, where we identify T (G)1 with T (G◦)1,
see [15, Theorem 9.1].

Depending on the problem at hand, considering Lie(G) either as a tangent space
or as a set of derivations might yield better results.
As an example, we will give the Lie algebras of two well-understood algebraic groups,
GLn(k) and SLn(k).

Example 1.17 ([25, Example 7.5] and [15, 9.4]).

1. Let G = GLn(k) and let gln(k) = kn×n be the Lie algebra with Lie product

[A,B] = AB −BA, for A,B ∈ kn×n

using the usual matrix multiplication. Then Lie(G) ≃ gln(k) via the map

gln(k)→ Lie(G), X 7→ (DX : (Tij)ij 7→ (
n∑

l=1

TilXlj)ij).

2. We have Lie(SLn(k)) ≃ sln(k) = {A ∈ gln(k) | tr(A) = 0}.

It is possible to define Lie algebra homomorphisms from morphisms of algebraic
groups. This may simplify some problems, as passing to the Lie algebra "linearises"
some actions.
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Definition 1.18 (Differentials and the adjoint representation, [15, 5.4] and [25, Sec-
tion 7.2]). Let (X,A) and (Y,B) be two varieties and φ : X → Y be a morphism of
varieties. Let x ∈ X and y := φ(x) ∈ Y . The composition of φ∗ with a map h ∈ T (X)x
induces the k-linear map

dφx : T (X)x −→ T (Y )y, h 7−→ h ◦ φ∗.

The map dφx is called the differential of φ at x.
Let G be an algebraic group. For each x ∈ G we get the morphism of affine varieties

Intx : G −→ G, g 7−→ xgx−1,

given by conjugation. We write Ad(x) for the differential dIntx. Then the map

Ad : G −→ GL(Lie(G))

is called the adjoint representation of the group G on its Lie algebra Lie(G).

Remark 1.19. Following [7, Section 1.3], we see that the adjoint map can also be dif-
ferentiated. We write ad := dAd. Then ad(x) ∈ End(Lie(G)) and in fact

ad(x) : Lie(G) −→ Lie(G),

y 7−→ [x, y].

The map ad is also called the adjoint representation of the Lie algebra Lie(G).

Proposition 1.20 (Differential criterion for dominance, [10, Proposition 1.4.15]). Let
k be an infinite perfect field (e.g. k algebraically closed) and V ⊆ kn, W ⊆ km be ir-
reducible algebraic sets. Furthermore, let φ : V → W be a regular map, so there exist
f1, . . . , fm ∈ k[X1, . . . , Xn] such that φ(x) = (f1(x), . . . , fm(x)) for all x ∈ V .
Assume that dφx : T (V )x → T (W )y is surjective, where x ∈ V and y ∈W are such that
dim(V ) = dim(T (V )x) and dim(W ) = dim(T (W )y). Then φ is dominant.

We will now consider some examples of derivations of well-known morphisms as
well as for the adjoint representation of GLn(k) and SLn(k).

Example 1.21 ([15, Proposition 10.1] and [25, Example 7.13]).

1. Let G be an algebraic group. Consider the maps

µ : G×G −→ G, ι : G −→ G,

(g, h) 7−→ gh, g 7−→ g−1.

By Definition 1.6 these maps are morphisms of affine varieties. Their differen-
tials are given by

dµ(1,1) : T (G×G)(1,1) −→ T (G)1, dι1 : T (G)1 −→ T (G)1,

(g, h) 7−→ g + h, g 7−→ −g.

2. Let G = GLn(k). Then one can explicitly compute the adjoint map to be given
by Ad(g)(x) = gxg−1 for g ∈ G, x ∈ gln(k).
The adjoint map for SLn(k) is simply given by restricting the adjoint map for
GLn(k).
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1.2.2 Structures in algebraic groups

In this section we study algebraic groups by taking a closer look at their structures.
This will lead to the Structure Theorem 1.34, which is of central importance when
working with algebraic groups. This section follows the book by Malle and Testerman,
[25, Chapters 8 and 9], closely.

Definition 1.22 (Torus, character group of a torus, [25, Definitions 3.3 and 3.4]). Let
Dn(k) ⩽ GLn(k) denote the subgroup of diagonal matrices, that is

Dn(k) = {diag(t1, . . . , tn) | ti ∈ k×}.

By Example 1.8 (3),Dn(k) is an algebraic group. A group T ≃ Dn(k) is called a torus.
Note that a torus is an abelian group.
The group

X(T ) := {χ : T → Gm | χ is a homomorphism of algebraic groups}

is called the character group of T .

Example 1.23 ([25, Example 3.5]). The maps χi : Dn(k)→ Gm with

χi(diag(t1, . . . , tn)) = ti for all 1 ⩽ i ⩽ n,

are characters of T . In fact, every character χ ∈ X(Dn(k)) can be written as χ =
a1χ1 + . . .+ anχn, ai ∈ Z. This shows thatX(Dn(k)) ≃ Zn.

If we want to consider structures in G that depend on subgroups such as the max-
imal tori, it would be helpful if they would not depend on the choice of a maximal
torus. Indeed, the following proposition gives the desired result, see [25, Corollary
6.5].

Proposition 1.24. LetG be an algebraic group. Then all maximal tori inG are conjugates
of each other.

Additional to the maximal tori, we can find subgroups inG that contain a maximal
torus. These so-called Borel subgroups are defined as follows:

Definition 1.25 (Borel subgroup, [25, Definition 6.3]). Let G be an algebraic group
and B ⩽ G such that:

(i) B is closed,

(ii) B is connected,

(iii) B is solvable,

(iv) B is maximal with respect to (i)-(iii).

Then B is called a Borel subgroup of G.

As mentioned above, each maximal torus is contained in a Borel subgroup. There
is a similar result to Proposition 1.24 for Borel subgroups, see [25, Theorem 6.4 (a)].

Proposition 1.26. Let G be an algebraic group. Then all Borel subgroups in G are con-
jugates of each other. Each maximal torus lies in a Borel subgroup of G.
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Example 1.27 ([25, Example 6.7 and 11.4]).

1. LetG = GLn(k). ThenDn(k) is a maximal torus and a Borel subgroupB is given
by Bn(k), the subgroup of all upper triangular matrices. All unipotent elements
in B are given by the upper triangular matrices with 1 on the diagonal, denoted
by Un(k). ThenDn(k)Un(k) = B.

2. Let G = SLn(k). It is possible to prove that B = G ∩ Bn(k) is a Borel subgroup,
U = G ∩ Un(k) is the subgroup of unipotent elements in B, and T = G ∩Dn(k)
is a maximal torus.

Definition 1.28 (Radical, reductive, semisimple, simple, [25, Definition 6.13 and6.14]).
Let G be a connected algebraic group. Define

R(G) :=

〈
S ⩽ G

S normal, solvable,
closed, connected

〉
⩽ G.

The subgroup R(G) is called the radical of G. Furthermore, the unipotent radical is
given by Ru(G) := {g ∈ R(G) | g is unipotent}.
IfRu(G) = 1, the groupG is called reductive. IfR(G) = 1, G is a semisimple algebraic
group.
Furthermore, a non-trivial semisimple algebraic group that has no non-trivial proper
closed connected normal subgroups is called a simple group.

Example 1.29 ([25, Example 6.17]). The group GLn(k) is reductive and SLn(k) is
semisimple.

From now on we consider only reductive connected algebraic groups. We note that
for any connected algebraic group G, the factor group G/Ru(G) is reductive, see [1,
11.21].

Definition 1.30 (Roots, Weyl Group, [25, Definition 8.1]). LetG be an algebraic group.
Let T ⩽ G be a maximal torus and let g := Lie(G) be the Lie algebra of G. We define
the weight spaces under the action of G on g for all χ ∈ X(T ) as

gχ := {x ∈ g | Ad(t)(x) = χ(t)x for all t ∈ T}.

Then the roots of G with respect to T are given by the set

Φ(G) := {χ ∈ X(T ) | χ ̸= 0, gχ ̸= 0}.

Furthermore, we define theWeyl group of G with respect to T as

W := NG(T )/CG(T ).

If G is connected reductive, CG(T ) = T, so in this case the Weyl group is given by
NG(T )/T , see [25, Corollary 8.13].

Remark 1.31. Wecanwrite the Lie algebra ofG as a direct sumof the rootweight spaces
and g0 = Lie(T ). This results in

g = g0 ⊕
⊕

α∈Φ(G)

gα.
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Example 1.32. Let G = GLn(k) and T = Dn(k) as before. For 1 ⩽ i, j ⩽ n define
maps

χij : T −→ k×, diag(t1, . . . , tn) 7→ tit
−1
j .

Then χij ∈ X(T ) and

gχij = {cEij | c ∈ k}, and i ̸= j,

where the entries of Eij ∈ kn×n are given by (Eij)k,l = δ(i,j),(k,l), that is the Eij ∈ kn×n

are matrices with entry 1 at the position (i, j) and 0 elsewhere.
In fact, we have Φ(GLn(k)) = {χij | 1 ⩽ i, j ⩽ n, i ̸= j} and it is clear that

gln(k) =
n⊕

i,j=1,
i ̸=j

gχij ⊕ Lie(T ),

where Lie(T ) = {diag(c1, . . . , cn) | c1, . . . , cn ∈ k}.
One can prove that the corresponding Weyl group is isomorphic to Sn, the symmetric
group on n elements, see [25, Example 8.2].

Remark 1.33. The Weyl groupW acts on the roots as follows: Let

w = nwCG(T ) ∈W

where nw ∈ NG(T ) and α ∈ Φ(G). Then

w.α(t) = α(n−1
w tnw), for all t ∈ T,

and Ad(nw)(gα) = gw.α, see [25, Chapter 8.1, Proposition 8.4, and Theorem 8.17].

Remark 1.31 suggests the question of whether it is possible to find a similar result
for algebraic groups. Indeed, we have already seen that roots and maximal tori seem
to play a central role in understanding the structure of algebraic groups. The following
theorem, taken from [25, Theorem 8.17], summarises the results on the structure of
connected reductive groups.

Theorem1.34 (Structure theorem for reductive groups). LetG be a connected reductive
algebraic group, T ⩽ G a maximal torus, and Φ(G) = Φ. Then we have the following
properties:

(i) g = g0 ⊕
⊕

α∈Φ gα with dim(gα) = 1 for all α ∈ Φ and g0 = Lie(T ).

(ii) For each α ∈ Φ there exists a unique morphism of algebraic groups (up to right
composition with the multiplication by c ∈ k×) given by

uα : Ga −→ G

such that tuα(c)t−1 = uα(α(t)c) for all t ∈ T, c ∈ Ga.
Furthermore, let Uα := im(uα). Then the restriction uα : Ga → Uα is an isomorph-
ism and Lie(Uα) = gα.

(iii) Let w ∈ W = NG(T )/CG(T ) and nw ∈ NG(T ) such that nwCG(T ) = w. Then
nwUαn

−1
w = Uw.α.
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(iv) G = ⟨T,Uα | α ∈ Φ⟩.

(v) Z(G) =
⋂

α∈Φ ker(α).

Definition 1.35 (Root Subgroups). The subgroups Uα, α ∈ Φ, from Theorem 1.34 are
called the root subgroups of G with respect to T .

Let V be a real, finite-dimensional vector space. An element s ∈ GL(V ) is called
a reflection along v ∈ V if v is an eigenvector of s with eigenvalue −1 and s fixes
a hyperplane of V pointwise. The Weyl group of an algebraic group is generated by
reflections, as stated in the next proposition, see also [25, Lemma8.19 and Proposition
8.20].

Proposition 1.36. Let Cα := CG(ker(α)) for each α ∈ Φ. Define sα = nαCG(T ) for
nα ∈ NCα(T ) \ CG(T ) (we have CG(T ) ⩽ NCα(T ) and [NCα(T ) : CG(T )] = 2 so sα is
well-defined). The elements sα are reflections along α in the vector space V = X(T )⊗ZR.
The Weyl groupW is generated by the sα, soW = ⟨sα | α ∈ Φ⟩.

If G is a semisimple group, there are stronger results on its structure than stated
in Theorem 1.34, see [25, Theorem 8.21].

Proposition 1.37. Let G be a semisimple algebraic group and let the notation be as in
Theorem 1.34. Then

(i) G = ⟨Uα | α ∈ Φ⟩.

(ii) G = [G,G].

(iii) G = G1 · · ·Gr where the Gi are simple algebraic groups that are normal subgroups
of G.

For connected reductive groups we get the following connection with semisimple
groups as stated in [25, Corollary 8.22].

Proposition 1.38. Let G be a connected reductive group. Then

G = [G,G]R(G) = [G,G]Z(G)◦

and [G,G] is semisimple.

At the end of this section we want to compute the structures in the symplectic
group of dimension 4 over an algebraically closed field k.

Example 1.39. The symplectic group in k4×4 is defined as

Sp4(k) := {A ∈ GL4(k) | AtrJ4A = J4}, where J4 :=
(

. . . 1

. . 1 .

. −1 . .
−1 . . .

)
.

First note that the Lie algebra of Sp4(k) is given by

Lie(Sp4(k)) = {A ∈M4(k) | J4A+AtrJ4 = 0},

see [20, Lemma 2.7].
We define the subgroup T of Sp4(k) as

T :=


 t1 . . .

. t2 . .

. . t−1
2 .

. . . t−1
1

∣∣∣∣∣∣ t1, t2 ∈ k×

 .
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Clearly, T is abelian and T ≃ D2(k), so T is a torus. In fact, T is a maximal torus of
Sp4(k), as for each A ∈ Sp4(k) we have Adiag(t1, t2, t

−1
2 , t−1

1 ) = diag(t1, t2, t
−1
2 , t−1

1 )A
if and only if A ∈ T . This shows that there is no abelian subgroup T ′ containing T as
a proper subset.
Next, we want to determine the roots of Sp4(k). In order to do so, we compute the
adjoint representation of elements in T on Lie(Sp4(k)). As a subgroup of GL4(k), the
adjoint representation of Sp4(k) on its Lie algebra is also given by conjugation, see
[25, Example 7.13 and remarks before]. For A ∈ Lie(Sp4(k)) we therefore have

Ad(diag(t1, t2, t
−1
2 , t−1

1 ))(A) = (tit
−1
j ai,j)

4
i,j=1.

By the strucuture of T we have t−1
i = t4−i+1 for i ∈ {1, 2, 3, 4}. In particular

t1t
−1
2 = t3t

−1
4 , t1t

−1
3 = t2t

−1
4

t2t
−1
1 = t4t

−1
3 , t3t

−1
1 = t4t

−1
2 .

This means, we are interested in matrices of the form

A1(a) :=

(
. a . .
. . . .
. . . −a
. . . .

)
, A2(b) :=

(
. . b .
. . . b
. . . .
. . . .

)
A3(c) :=

(
. . . c
. . . .
. . . .
. . . .

)
, A4(d) :=

( . . . .
. . d .
. . . .
. . . .

)
,

for a, b, c, d ∈ k, as

Ad(diag(t1, t2, t
−1
2 , t−1

1 ))(A1(a)) = t1t
−1
2 A1(a),

Ad(diag(t1, t2, t
−1
2 , t−1

1 ))(A2(b)) = t1t2A2(b),

Ad(diag(t1, t2, t
−1
2 , t−1

1 ))(A3(c)) = 2t21A3(c),

Ad(diag(t1, t2, t
−1
2 , t−1

1 ))(A4(d)) = 2t22A4(d).

Indeed, we have the characters

χ1 : T −→ k×,

 t1 . . .
. t2 . .

. . t−1
2 .

. . . t−1
1

 7−→ t1,

χ2 : T −→ k×,

 t1 . . .
. t2 . .

. . t−1
2 .

. . . t−1
1

 7−→ t2,

and therefore the root spaces

gχ1−χ2 =

{(
. a . .
. . . .
. . . −a
. . . .

)∣∣∣∣ a ∈ k

}
, g2χ2 =

{( . . . .
. . a .
. . . .
. . . .

)∣∣∣ a ∈ k
}
,

gχ1+χ2 =

{(
. . a .
. . . a
. . . .
. . . .

)∣∣∣∣ a ∈ k

}
, g2χ1 =

{(
. . . a
. . . .
. . . .
. . . .

)∣∣∣∣ a ∈ k

}
.

Defining the characters α := χ1 − χ2 and β := 2χ2 gives rise to the root system
Φ = Φ+ ⊔ Φ− where Φ+ = {α, β, α+ β, 2α+ β}.
Finally, we can compute the root subgroups. Recall that root subgroups for a root
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χ ∈ Φ are defined by Uχ = {uχ(c) | c ∈ k} where uχ : k → G is a homomorphism of
algebraic groups and tuχ(c)t

−1 = uχ(χ(t)c) for all t ∈ T and c ∈ k. Clearly, the maps
of the form c 7→ Ai(c) + I4 for i ∈ {1, . . . , 4} are of this form, resulting in the root
subgroups

Uα =

{(
1 a . .
. 1 . .
. . 1 −a
. . . 1

)∣∣∣∣ a ∈ k

}
, Uβ =

{(
1 . . .
. 1 a .
. . 1 .
. . . 1

)∣∣∣∣ a ∈ k

}
,

Uα+β =

{(
1 . a .
. 1 . a
. . 1 .
. . . 1

)∣∣∣∣ a ∈ k

}
, U2α+β =

{(
1 . . a
. 1 . .
. . 1 .
. . . 1

)∣∣∣∣ a ∈ k

}
.

1.2.3 Root systems

Root systems can also be considered and studied as abstract objects. As seen in the
Structure Theorem 1.34, understanding root systems may lead to a deeper under-
standing of algebraic groups. In fact, we can prove that there are only nine different
types of irreducible root systems that occur for simple algebraic groups. This is an
important tool in the classification of these groups.

Definition 1.40 (Abstract root system, Weyl group, [25, Definintion 9.1]). Let E be a
finite-dimensional real vector space and Φ ⊆ E. Then Φ is an abstract root system
in E if the following properties are fulfilled:

(R1) Φ is finite, 0 /∈ Φ, and ⟨Φ⟩R = E.

(R2) If c ∈ R is such that α, cα ∈ Φ, then c = ±1.

(R3) For each α ∈ Φ there is a reflection sα ∈ GL(E) along α. For each β ∈ Φ we have
sα(β) ∈ Φ.

(R4) For α, β ∈ Φ, the expression sα(β)− β is an integer multiple of α.

The groupW = ⟨sα | α ∈ Φ⟩ is called theWeyl group of Φ.

Note that E can be equipped with a positive definite symmetric bilinear form ( , ),
left invariant by W , and thus becomes an Euclidean vector space, see [30, 7.1.7] and
[25, 9.1].
Since Φ spans the vector space E, we can find a basis for E in Φ, that is every root can
be written as a linear combination of elements of a basis in Φ. It turns out that we
have an even stronger result, see [25, Definition 9.3 and Proposition A.7].

Definition and Proposition 1.41 (Simple Roots). LetΦ be an abstract root system in
E. We call a subset Π ⊆ Φ a set of simple roots if Π is a basis of the vector space E
and each root β ∈ Φ can be written as an integer linear combination β =

∑
α∈Π cαα

such that either cα ⩾ 0 for all α ∈ Π or cα ⩽ 0 for all α ∈ Π.
Let

Φ+ := {β =
∑
α∈Π

cαα ∈ Φ | cα ⩾ 0 ∀α ∈ Π}

andΦ− := −(Φ+). The elements ofΦ+ are called the positive roots and the elements
of Φ− are the negative roots. We have Φ = Φ+ ⊔ Φ−.
For each root system Φ there exists a set of simple roots.
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One way to store information about a root system is the Cartan matrix.

Definition 1.42 (Cartan matrix, [8, 6.1]). Let Φ be a root system with simple roots
Π = {α1, . . . , αr}. We fix an ordering (α1, . . . , αr) and define a matrix by

C := (ci,j)
r
i,j=1 , ci,j = 2

(αi, αj)

(αi, αi)
,

called the Cartan matrix.

We will define a few important terms in the context of root systems.

Definition 1.43 (Irreducible and reducible root systems, [25, Section 9]). Let Φ be
a root system with simple roots Π. The root system Φ is called reducible or de-
composable if we can write Π = Π1 ⊔ Π2 for two orthogonal sets Π1, Π2 such that
Φ = (ZΠ1 ∩ Φ) ⊔ (ZΠ2 ∩ Φ). Otherwise Φ is called irreducible or indecomposable.

Definition 1.44 (Height of a root, [25, Definition A.10]). Let Φ be a root system and
Π ⊆ Φ be the simple roots. For any root β ∈ Φ with

β =
∑
α∈Π

cαα

we define the height of β as ht(β) :=
∑

α∈Π cα.

Definition 1.45 (Highest root, [25, Definition B.6]). Let Φ be an indecomposable root
system andΠ ⊆ Φ be the simple roots. Let α0 ∈ Φ+ with α0 =

∑
α∈Π cαα such that for

every other root β ∈ Φ+ with β =
∑

α∈Π nαα we have nα ⩽ cα for all α ∈ Π. Then α0

is called the highest root.
It is clear that ht(α0) is maximal if α0 is the highest root.

Remark 1.46. The highest root exists for every indecomposable root system, see [25,
Proposition B.5].

Definition 1.47 (Coxeter number, [8, Definition 12.3]). Let Φ be a root system with
highest root α0. The number c := 1 + ht(α0) is called the Coxeter number of Φ.

Recall that the Weyl group acts on the root system and by extension also on
⟨Φ⟩R = E.

Definition 1.48 (Fundamental domain, [16, Section 1.12]). A setD of representatives
for the orbits of E under the action of the Weyl group W is called a fundamental
domain for the action ofW on E.

It is possible to explicitly write down a fundamental domain for the action ofW on
E.

Definition and Proposition 1.49 (Fundamental chamber, [25, Theorem A.27]). Let
Φ be a root system with Weyl groupW, simple roots Π, and ⟨Φ⟩R = E. Then

C := {v ∈ E | (v, α) > 0 for all α ∈ Π}

is called the fundamental chamber ofW with respect to Π. The closure of C,

C̄ = {v ∈ E | (v, α) ⩾ 0 for all α ∈ Π},

is a fundamental domain for the action ofW on E.
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As mentioned before, one can show that the root systems arising from algebraic
groups are in fact also abstract root systems, see [25, Proposition 9.2].

Proposition 1.50. LetG be a connected reductive algebraic group. Then the root system
Φ ⊆ X(T ) with respect to a maximal torus T ⩽ G is an abstract root system in the vector
space ⟨Φ⟩R ⊆ E := X(T )⊗Z R. If G is semisimple, we have ⟨Φ⟩R = E.

Knowing this, we can combine the structure theorem and the results on abstract
root systems in order to get a better picture of the elements in algebraic groups. The
result is called the Bruhat decomposition and is stated in the following theorem, see
[15, Theorem 28.4].

Theorem 1.51 (Bruhat decomposition). LetG be a connected reductive algebraic group
over k and W = NG(T )/CG(T ) the Weyl group of G with respect to a maximal torus
T ⊆ G. Furthermore, let Φ be the root system of G with respect to T .
The Bruhat decomposition of an element g ∈ G is given by g = u′tnwu where

1. nw ∈ NG(T ) is a representative of w ∈W,

2. u ∈
∏

α∈Φ+ Uα =: U,

3. t ∈ T, and

4. u′ ∈
∏

α∈Φ+

w−1.α∈Φ−
Uα =: U−

w .

This decomposition is uniquely defined for any fixed choice of thenw,w ∈W . In particular,
we have

G =
⊔

w∈W
BnwB,

whereB is a Borel subgroup such that T ⊆ B. In fact, TU = UT is such a Borel subgroup.

Knowing this, we are interested in classifying the irreducible components of a root
system, which in turn will lead us to the classification of the root systems of simple
algebraic groups.

Graphically, the irreducible root systems can be described by their Dynkin dia-
grams:

Definition 1.52 (Dynkin Diagrams, [25, Section 9.1]). Let Φ be an irreducible root
system with simple roots Π. Define a diagram with |Π| nodes where each node corres-
ponds to a simple root.
Two nodes corresponding to the simple roots α, β ∈ Π are connected by m − 2 edges
if ord(sαsβ) = m, for m ∈ {2, 3, 4}, and 3 edges if ord(sαsβ) = 6, where sα and sβ are
the reflections along α and β respectively.
If two nodes corresponding to α, β ∈ Π are connected and α, β have different length,
we draw an arrow on the edge connecting the nodes. The arrow points in the direction
of the shorter root.

Theorem 1.53 (Classification of Irreducible Root Systems). LetΦ be an irreducible root
system in a Euclidean vector space E. Then Φ is described by one of the Dynkin diagrams
in Figure 1.1.
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An Bn Cn

Dn G2 F4 E6

E7 E8

Figure 1.1: The Dynkin diagrams of irreducible root systems

Example 1.54. Let G = SLn(k). We already know by Example 1.27 that a maximal
torus in G = SLn(k) is given by T = Dn(k) ∩ SLn(k). We have the root system Φ =
{χij | 1 ⩽ i, j ⩽ n, i ̸= j} with the same notation as in Example 1.32. Then Π :=
{χi,i+1 | 1 ⩽ i ⩽ n−1} is a set of simple roots forΦ. We have ord(sαsβ) = |(Zα+Zβ)∩
Φ+| for two simple roots α, β ∈ Π by [25, Example 9.5]. Note that

|(Zχi,i+1 + Zχj,j+1) ∩ Φ+| = 3 if j = i+ 1,

|(Zχi,i+1 + Zχj,j+1) ∩ Φ+| = 2 if j > i+ 1.

This gives us the following diagram:

χ1,2 χ2,3 · · · χn−2,n−1 χn−1,n

,

so the roots of G form an irreducible root system of type An−1.

An important tool in understanding the multiplication of group elements is the
commutator formula which describes the form of the commutator of two elements in
the root subgroups. This is stated, for example, in [15, Lemma 32.5.] and [25, Theorem
11.8].

Proposition 1.55 (Commutator formula). Let Φ be a root system of a connected reduct-
ive group G over an algebraically closed field k and fix a total ordering in Φ compatible
with addition. Let α, β ∈ Φ be two roots such that α ̸= ±β. Then there exist cm,n

α,β ∈ Z and
isomorphisms uγ for every γ ∈ Φ as in Theorem 1.34 (ii) such that

[uα(c1), uβ(c2)] =
∏

m,n>0
mα+nβ∈Φ

umα+nβ(c
m,n
α,β c

m
1 cn2 ) for all c1, c2 ∈ k.

In Lie algebras wewould like to understand how the Lie product [eα, eβ] behaves for
α, β ∈ Φ and ⟨eα⟩ = gα generating the root weight space of the roots α ∈ Φ. Indeed,
there is a similar formula, see [5, Ch. VIII, §2, n°4].

Proposition 1.56. Let g = t⊕
⊕

α∈Φ gα be the decomposition of a Lie algebra with root
system Φ. We have a basis {hi | i ∈ {1, . . . , |Π|}} ∪ {eα | α ∈ Φ} where Π is a system of
simple roots and the eα generate the one-dimensional spaces gα. For the Lie product we
have

[eα, eβ] =

{
Nα,βeα+β, if α+ β ∈ Φ

0, if α+ β /∈ Φ ∪ {0}

and [eα, e−α] ∈ t. The Nα,β are constants in k× depending on the root system.
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1.2.4 Parabolic subgroups

Sometimes it is a good idea to consider smaller subgroups with their own root system
in an algebraic group G. This can be done by defining the parabolic subgroups. This
section mainly follows the book by Malle and Testerman, [25, Chapter 12].
For this section, letG be a connected reductive group, T ⩽ G a maximal torus,B ⩽ G
a Borel subgroup such that T ⩽ B, and Φ a root system with respect to T with simple
rootsΠ defined byB. Furthermore, letW = NG(T )/T denote the Weyl subgroup with
respect to the maximal torus T .
Parabolic subgroups can be defined via a corresponding root system, see [25, Section
12.1].

Definition 1.57 (Parabolic Weyl subgroups, parabolic root subsystems).
Let S := {sα | α ∈ Π} be the set of simple reflections defined by the simple roots Π
from above. Fix a subset I ⊆ S. Then the subgroup WI := ⟨s ∈ I⟩ ⩽ W is called a
standard parabolic subgroup ofW . Any subgroup ofW conjugate toWI is called a
parabolic subgroup ofW .
Let ΠI := {α ∈ Π | sα ∈ I} and ΦI := Φ ∩

∑
α∈ΠI

Zα. Then ΦI is the corresponding
parabolic subsystem of the roots.

It is indeed the case that the parabolic subsystems form their own root systems
and Weyl groups, see [25, Proposition 12.1].

Proposition 1.58. Let the notation be as in Definition 1.57. Then ΦI is a root system in
RΦI with simple roots ΠI and Weyl groupWI .

Using these root subsystems, it is possible to define parabolic subgroups in algeb-
raic groups.

Definition 1.59 (Parabolic subgroup, [25, Example 12.4]). Let the notation be as in
Definition 1.57. Then PI := BWIB =

⊔
w∈WI

BnwB is a subgroup of G, called a
standard parabolic subgroup. A parabolic subgroup of G is a subgroup which is
conjugate to PI for a subset I ⊆ S.

We summarise a few results on parabolic subgroups, as stated in [25, Proposition
12.2].

Proposition 1.60. Let the notation be as in Definition 1.57. We have the following prop-
erties of the parabolic subgroups.

1. PI is a closed, connected, self-normalising subgroup of G which contains B.

2. The PI are not conjugate to each other. In particular, if PI = PJ for two subsets
I, J ⊆ S, then I = J .

3. We have PI = ⟨T,Uα | α ∈ Φ+ ∪ ΦI⟩.

4. Every parabolic subgroup contains a Borel subgroup and every subgroup containing
a Borel subgroup is a parabolic subgroup.

We see that a parabolic subgroup in itself does not just contain root subgroups for
α ∈ ΦI but also for all α ∈ Φ+. In order to argue inductively by using groups with
smaller root systems, we would like to know the role of the group ⟨T,Uα | α ∈ ΦI⟩ in
PI . Indeed, this gives rise to a rather interesting decomposition of the subgroup PI .
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Proposition 1.61 (Levi decomposition, see [25, Proposition 12.6]). Let PI be a para-
bolic subgroup of G for some subset I ⊆ S. Define two subgroups of PI as follows.

UI :=
∏

α∈Φ+\ΦI

Uα = ⟨Uα | α ∈ Φ+ \ ΦI⟩,

LI := ⟨T,Uα | α ∈ ΦI⟩.

Then the unipotent radical satisfies Ru(PI) = UI , and LI is a complement to UI , that is
PI = UI ⋊ LI . Furthermore, LI is a connected reductive group with root system ΦI .

Definition 1.62 (Levi decomposition, [25, Definition 12.7]).
The decomposition PI = UI ⋊ LI is called the Levi decomposition of PI and LI is
the standard Levi complement of PI . All subgroups conjugate to LI are called Levi
subgroups of G.

1.2.5 Formulas for the adjoint representation

Following [11], we can give explicit formulas of a semisimple algebraic groupG acting
on its Lie algebra via the adjoint representation. Let Φ be the root system of G with
respect to a maximal torus T ⊆ G and Π ⊆ Φ a set of simple roots.
For α, β ∈ Φ define the integers pβ,α, qβ,α ∈ N in the following way:

β + pβ,αα ∈ Φ and β + (pβ,α + 1)α /∈ Φ,

β − qβ,αα ∈ Φ and β − (qβ,α + 1)α /∈ Φ.
(1.1)

Then sα(β) = β − (qβ,α − pβ,α)α, see [4, VI, §1, no. 1.3, Proposition 9].
It is possible to fix a Chevalley basis C = {hi | i ∈ {1, . . . , |Π|}} ∪ {eα | α ∈ Φ} where
⟨eα⟩ = gα for each α ∈ Φ, such that we can explicitly describe the action of G on this
basis. In order to do this, we define the map

exp : Lie(G)→ GL(Lie(G)), x 7→
∑
i⩾0

1

i!
adi(x).

Following [11], wewill list the action of each factor in the Bruhat decomposition, using
the same notation as in Definition 1.51. Additionally, fix an ordering (α1, . . . , αn) of
the simple roots Π = {α1, . . . , αn}.

1. Action of an element uα(cα) ∈ Uα on g where α ∈ Φ+ and cα ∈ k. Let x ∈ g.
Then

Ad(uα(cα))(x) = exp(cαeα)(x)

=
∑
i⩾0

ciα
i!
eiα(x),

where we set eα(x) := [eα, x] and eiα(x) := [ei−1
α , x] for i > 1, by [11, 4.10. and

Section 5].
Note that we are dividing by i! in this formula. In particular, we need to be
careful if the characteristic of k is positive: In this case we will first compute
Ad(uα(cα))(x) in characteristic 0 and then reduce modulo the characteristic of
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k. This is possible since the coefficients ciα
i! are integers, see [11, 4.10. and Co-

rollary 5.6.].
Alternatively, we can also describe the action of the elements uα(cα) for roots α
such that α ∈ Π or −α ∈ Π on the Lie algebra elements eβ for β ∈ Φ as follows
by [11, 4.10]:

Ad(uα(cα))(eβ) =



∑
k⩾0

β+kα∈Φ

(k+qβ,α
k

)
ckαeβ+kα if α ∈ Φ+, α ̸= ±β,

eα if α ∈ Φ+, α = β,

eβ + cαhi + c2αeα if α ∈ Φ+, α = −β,
and α = αi ∈ Π,∑

k⩾0
β−kα∈Φ

(k+pβ,α
k

)
ckαeβ−kα if α ∈ Φ−, α ̸= ±β,

eα if α ∈ Φ−, α = β,

eβ + cαhi + c2αeα if α ∈ Φ−, α = −β,
and − α = αi ∈ Π.

2. Action of a representative nw ∈ NG(T ) ⊆ G of the element w ∈W . First, define
the map nα(c) : g→ g for c ∈ k× and α ∈ Π by

nα(c) := exp(ceα) exp(−c−1e−α) exp(ceα).

There exist elements hi ∈ t for i ∈ {1, . . . , |Π|} that form a basis of t, that is
t = ⟨hi | i ∈ {1, . . . , |Π|}⟩, and Π = {α1, . . . , αn} as in [11, Definition 5.2.]. Then
for i ∈ {1, . . . , |Π|}

nαi(c)(hj) = hj −
∣∣∣∣2(αi, αj)

(αi, αi)

∣∣∣∣hi,
nαi(c)(eα) =


c−2e−αi α = αi,

c2eαi α = −αi,

−(−1)qα,αi+1c
−2

(αi,α)

(αi,αi) esαi (α)
else.

Here 2
(αi,αj)
(αi,αi)

is the (i, j)-th entry of the Cartan matrix of G and qα,αi is as in
(1.1). In this case we haveAd(nsα)(x) = nα(1)(x) for all x ∈ g. Alternatively, the
element nsα can also be described by nsα = uα(1)u−α(−1)uα(1), see [7, Section
1.9, p. 19].

3. Action of an element of the torus T on g. For every element in T we can find
c ∈ k× and α ∈ Π such that the action of this element can be represented by the
map hα(c) := nα(c)nα(−1), see [6, Theorem 12.1.1].

Note that these actions are all defined up to sign, depending on the concrete choice of
the Chevalley basis, see [11, Lemma 5.1 and Definition 5.2].

1.3 The classification of semisimple algebraic groups

As mentioned before, an important tool in the classification of semisimple algeb-
raic groups is given by their root systems. However, it is possible to have two non-
isomorphic semisimple groups with the same root system, as shown by the following
example, see [25, Example 9.9].
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Example 1.63 (Root systems of SL2(k) and PGL2(k)).

(i) Let G = SL2(k) and T = D2(k) ∩G. Then the character group of T is generated
by the element χ, where

χ

((
t 0
0 t−1

))
= t.

Furthermore, let α ∈ X(T ) such that α
((

t 0
0 t−1

))
= t2. Then Φ(G) = {±α} as

seen in Example 1.54 and ZΦ = ⟨2χ⟩, X(T ) = Zχ.

(ii) Let G = PGL2(k) = GL2(k)/Z(GL2(k)). We have the homomorphism

: GL2(k) −→ PGL2(k),

A 7−→ A = AZ(GL2(k)).

Then a maximal torus of PGL2(k) is given by T = D2(k), the image of D2(k)
under . The root system is given by Φ = {±β} where

β

((
t 0
0 1

))
= t, for t ∈ k×

andX(T ) = ZΦ.

We see thatΦ(SL2(k)) is isomorphic toΦ(PGL2(k)). However, the indices [X(T ) : ZΦ]
are not the same.

We would therefore like to define some structures that differ if the groups are not
isomorphic.

Definition and Proposition 1.64 (Cocharacters and Coroots, [25, Definition 3.4 and
Lemma 8.19]). Let G be a connected reductive algebraic group and T ⊆ G a maximal
torus. We define the cocharacters of T by

Y (T ) := {γ : Gm → G | γ is a homomorphism of algebraic groups}.

The Weyl group W = NG(T )/T of G with respect to T acts on Y (T ) as follows: Let
w ∈ W and nw ∈ NG(T ) be a fixed corresponding representative in G. Let γ ∈ Y (T )
and c ∈ k. Then

w.γ(c) = nwγ(c)n
−1
w .

We have a map
⟨ , ⟩ : X(T )× Y (T ) −→ Z

where ⟨χ, γ⟩ is defined by χ(γ(t)) = t⟨χ,γ⟩ for all t ∈ Gm.
It is possible to prove that this map induces isomorphismsHom(X(T ),Z) ≃ Y (T ) and
Hom(Y (T ),Z) ≃ X(T ), see [7, 1.9]. Furthermore, let Φ be the root system of G with
respect to T and let α ∈ Φ. Then there is a unique element α∨ ∈ Y (T ) such that

sα.χ = χ− ⟨χ, α∨⟩α, for all χ ∈ X(T ) and
sα.γ = γ − ⟨α, γ⟩α∨, for all γ ∈ Y (T ).

In particular, ⟨α, α∨⟩ = 2.
The element α∨ is called the coroot of α and Φ∨ = {α∨ | α ∈ Φ} is the set of all
coroots of Φ.
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Example 1.65 (Coroots of SL2(k) and PGL2(k), [25, Example 9.9]). We continue Ex-
ample 1.63, using the same notation as before.

(i) Let G = SL2(k). Recall that Φ(G) = {±α}.
The coroot of α is given by

α∨(t) =

(
t 0
0 t−1

)
for t ∈ k∨.

Then ZΦ = ⟨2χ⟩, X(T ) = Zχ and ZΦ∨ = Y (T ).

(ii) Let G = PGL2(k) and Φ = {±β}. The coroot of β is given by

β∨(t) =

(
t 0
0 t−1

)
=

(
t2 0
0 1

)
.

Therefore ZΦ∨ = 2Y (T ).

In particular, we see that both SL2(k) and PGL2(k) have the same root system,
but there are still differences in the relations of (co-)roots and (co-)characters. This
motivates the following definition:

Definition 1.66 (Root Datum, [25, Definition 9.10]).
A quadruple (X,Φ, Y,Φ∨) is called a root datum if:

(i) X ≃ Zn ≃ Y and there is a map ⟨ , ⟩ : X×Y → Z such that each homomorphism
X → Z is of the form χ 7→ ⟨χ, γ⟩ for a unique γ ∈ Y and each homomorphism
Y → Z is of the form γ 7→ ⟨χ, γ⟩ for a unique χ ∈ X.

(ii) Φ ⊆ X, Φ∨ ⊆ Y are abstract root systems in ZΦ⊗Z R, respectively ZΦ∨ ⊗Z R.

(iii) There exists a bijection Φ→ Φ∨, α 7→ α∨ such that ⟨α, α∨⟩ = 2.

(iv) The reflections sα of the root system Φ and sα∨ of the root system Φ∨ are given
by

sα.χ = χ− ⟨χ, α∨⟩α, for all χ ∈ X and
sα∨ .γ = γ − ⟨α, γ⟩α∨, for all γ ∈ Y.

It remains to see that the corresponding structures in algebraic groups form a root
datum, which is indeed the case, see [25, Proposition 9.11].

Proposition 1.67. LetΦ be a root system of a connected reductive algebraic groupGwith
respect to a maximal torus T ⩽ G with Weyl groupW . Let Φ∨ = {α∨ | α ∈ Φ} be the set
of coroots of Φ. Then the quadruple (X(T ),Φ, Y (T ),Φ∨) is a root datum.

Finally, we need to prove that different root data do indeed define non-isomorphic
simple algebraic groups and vice versa. This result is stated in Chevalley’s classifica-
tion theorem, see [25, Theorem 9.13]:

Theorem 1.68 (Chevalley’s Classification Theorem). Two semisimple algebraic groups
are isomorphic if and only if they have isomorphic root data. For each root datum there
exists a semisimple algebraic group and this group is simple if and only if its root system
is irreducible.
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1.3.1 Isogenies and isogeny types

We have already seen that each connected reductive algebraic group has a root system
and that groups with the same root system are not necessarily isomorphic. The ques-
tion that poses itself in this context, is whether there is a way to compare groups with
the same root system. In order to solve this problem, we are going to define special
homomorphisms of algebraic groups, so-called isogenies. For this section let G be a
semisimple algebraic group.
First, we are going to look at the different types of groups that exist for each root sys-
tem. Recall that Φ ⊆ X := X(T ) and as ⟨Φ⟩R = E ⊇ X the group ZΦ has finite index
in E, see Proposition 1.50.
Let Ω := Hom(ZΦ∨,Z). We can consider ZΦ ⊆ X ⊆ Ω via the homomorphism

X ≃ Hom(Y (T ),Z) −→ Hom(ZΦ∨,Z) = Ω.

We recall that ZΦ∨ has finite index in Y (T ), so the homomorphism is injective.

Definition 1.69 (Fundamental group, simply connected, adjoint, [25, Definition 9.14]).
Let Λ := Λ(Φ) := Ω/ZΦ. This group does not depend on X and therefore not on
the torus T or the group G. The set Λ(Φ) is called the fundamental group of Φ and
Λ(G) := Ω/X is called the fundamental group of the semisimple group G. IfX = Ω
(i.e. Λ(G) = 1), then G is called simply connected. If X = ZΦ, then G is of adjoint
type. We write Gad for an adjoint algebraic group and Gsc for a simply connected al-
gebraic group with root system Φ.

Note also that all root data with a fixed root system Φ are classified by the sub-
groupsX/ZΦ ⩽ Ω/ZΦ of the fundamental group of Φ.
We are interested infindinghomomorphismsbetween the different types of semisimple
algebraic groups G for a given root system Φ. These maps are called isogenies and the
types of algebraic groups for a given root system are called isogeny types.

Definition 1.70 (Isogeny). Let φ : G −→ H be a surjective homomorphism of algeb-
raic groups. If the kernel of φ is finite, φ is called an isogeny. If G is connected, the
kernel lies in the centre of G. If G is also reductive, then kerφ lies in all maximal tori
of G, see also [30, 9.6.1].

We have the following properties for isogenies of algebraic groups, see
[30, 9.6.1,9.6.3] and [1, Corollary 22.5]:

Proposition 1.71. Let G and H be two connected reductive algebraic groups with max-
imal tori TG and TH and corresponding root data ΨG = (XG,ΦG, YG,Φ

∨
G) of G and

ΨH = (XH ,ΦH , YH ,Φ∨
H) of H. Let φ : G −→ H be an isogeny. We have the follow-

ing properties.

1. If φ(TG) = TH , the isogeny φ defines two homomorphisms f : XH → XG and
f∨ : YG → YH of the character and cocharacter groups respectively.
Then ⟨χ, f∨(λ)⟩ = ⟨f(χ), λ⟩ for all χ ∈ XH and λ ∈ YG.

2. There is a bijection ρ : ΦG → ΦH with φ(Uα) = Uρ(α) where the Uα denote the root
subgroups in G orH.
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3. For ρ as above we have f(ρ(α)) = q(α)α and f∨(α∨) = q(α)(ρ(α))∨ where q(α) is
a power of the characteristic p of k (or 1 if char(k) = 0).
The isogeny φ is called central if q(α) = 1 for all α ∈ Φ.

4. If φ is central, then im(dφ) contains all nilpotent elements of Lie(H) = h. We have
h = dφ(g) + Lie(TH).

It is in fact true that we can find an isogeny between groups of different isogeny
types with the same root system. This result is stated in the isogeny theorem, see for
example [30, Theorem 9.6.5].

Theorem 1.72 (Isogeny theorem). Let (f, ρ, q) be as in Proposition 1.71. Then there
exists an isogeny φ : G → H with φ(TG) = TH . If φ′ is another isogeny fulfilling these
properties, then there exists an element t ∈ TG such that φ′ = φ(tgt−1) for all g ∈ G.
In particular, there are isogenies π1 and π2 with

Gsc
π1−→ G

π2−→ Gad.

1.4 Good and bad primes

Recall that the commutator formula given in Proposition 1.55 depends (amongst other
things) on constants cn,mα,β ∈ Z. In small prime characteristic it can happen that cn,mα,β =

0 for fixed α, β ∈ Φ and n,m ∈ N but cn,mα,β ̸= 0 for char(k) = 0. Certainly, this de-
pends on the root system. It follows therefore that the calculations in these cases are
different than for characteristic 0.

Definition 1.73 (Badprimes, [25, Definition 14.14]). LetGbe a simple algebraic group.
Depending on the root system of an algebraic groupG, the following primes are called
bad primes:

type of G bad primes
An –

Bn (n ⩾ 3), Dn (n ⩾ 4), Cn (n ⩾ 2) 2
G2, F4, E6, E7 2, 3

E8 2, 3, 5

Table 1.2: Bad primes of simple algebraic groups

If p is a bad prime and char(k) = p, then the characteristic of k is called bad for G.
Otherwise, the characteristic is called good for G. If G is not simple, the bad primes
for G are the bad primes of the irreducible components of the root system of G.

Example 1.74 (Bad primes in Sp4(k)). The prime p = 2 is a bad prime forG = Sp4(k),
as the root system has type C2, see for instance [25, Table 9.2].
We compute the commutator of two elements in Sp4(k), where a, b ∈ k×:[(

1 a . .
. 1 . .
. . 1 −a
. . . 1

)
,

(
1 . b .
. 1 . b
. . 1 .
. . . 1

)]
=

(
1 a . .
. 1 . .
. . 1 −a
. . . 1

)(
1 . b .
. 1 . b
. . 1 .
. . . 1

)(
1 −a . .
. 1 . .
. . 1 a
. . . 1

)(
1 . −b .
. 1 . −b
. . 1 .
. . . 1

)

=

(
1 . . 2ab
. 1 . .
. . 1 .
. . . 1

)
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It is easy to see that the matrices
(

1 a . .
. 1 . .
. . 1 −a
. . . 1

)
and

(
1 . b .
. 1 . b
. . 1 .
. . . 1

)
only commute if char(k) =

2.



2 | Nilpotent orbits

In this chapter we give an overview of the theory of nilpotent orbits. LetG be a connec-
ted reductive algebraic group and g := Lie(G) be its Lie algebra. As noted in Definition
1.18,G acts on g via the adjoint representationAd. LetNg ⊆ g be the nilpotent vari-
ety consisting of all nilpotent elements in g. ThenAd fixesNg andwe can consider the
action ofG on the nilpotent variety. The orbits under this action are called the nilpo-
tent orbits and have been extensively studied. By now, all nilpotent orbits are known
for each type of root system regardless of the characteristic of k. For the description
see for example [20]. In good characteristic the nilpotent orbits can be parametrised
by objects called the weighted Dynkin diagrams. Note that we have to consider the
cases where char(k) is bad forG separate from the cases in good characteristic for the
description of the nilpotent orbits. This means that we do not always get a uniform
description of the orbits in each type.
We additionally give a list of explicit representatives of the orbits in the exceptional
groups, as this will prove useful in later chapters.

2.1 Weighted Dynkin diagrams

In the following section letG be defined over an algebraically closed field k, such that
the characteristic of k is good for G. In this case the nilpotent orbits of g can be de-
scribed by certain diagrams, called the weighted Dynkin diagrams.
Let 0 ̸= e ∈ g = Lie(G) be a nilpotent element. The construction of the weighted
Dynkin diagrams relies on embedding e in a 3-dimensional subalgebra ⟨e, h, f⟩ of g
isomorphic to sl2(k). This will in turn define a linear map from the roots of G, Φ(G),
to Z which gives rise to the weighted diagram of the orbit of e.
In order to do so, we first need the fact that any nilpotent element can indeed be em-
bedded in a subalgebra isomorphic to sl2(k). This is a result of the Jacobson–Morozov
theorem.

Theorem 2.1 (Jacobson–Morozov, [7, Theorem 5.3.2]). Let G be a simple algebraic
group over an algebraically closed field k of characteristic 0 or a good prime p for G. Let
g := Lie(G) and e ∈ g, e ̸= 0 be a nilpotent element such that ad(e)m = 0 for some
m ∈ N. In the case of char(k) = p, we additionally assume that m ⩽ p − 2. Then
there exist elements h, f ∈ g with [h, e] = 2e, [h, f ] = −2f, [e, f ] = h, that is, e can be
embedded in a subalgebra ⟨e, h, f⟩ ⊆ g isomorphic to sl2(k).

It follows therefore, that each nilpotent element e ∈ g, e ̸= 0 can be embedded in a
subalgebra isomorphic to sl2(k) if char(k) = 0. This poses the question what happens
if there are two such subalgebras. We cannot expect them to be the same. However,
following [7, Proposition 5.5.10] we see that they are in the same G-orbit.

34
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Proposition 2.2. Let char(k) = 0 or char(k) = p > 3(c − 1) where c is the Coxeter
number of G. Let ⟨e, h, f⟩ and ⟨e, h1, f1⟩ be two subalgebras of g as in Theorem 2.1. Then
there exists an element g ∈ CG(e)

◦ such that Ad(g)(h) = h1 and Ad(g)(f) = f1, that is
⟨e, h, f⟩ and ⟨e, h1, f1⟩ are in the same G-orbit.

In fact, it follows that the Lie algebra g is a direct sumof irreducible sl2(k)-modules
as stated in [7, Theorem 5.4.8].

Theorem 2.3. Let V be a finite-dimensional sl2(k)-module affording the representation
ρ. We use the notation from Theorem 2.1. Suppose there is a positive integerm ⩾ 2 such
that ρ(em−1) = 0, ρ(fm−1) = 0. Suppose that p ̸= 2 and m ⩽ p if char(k) = p. If
char(k) = 0, we do not need any restrictions on m. Then V is a direct sum of irreducible
submodules each of which affords one of the representations ρj for some j ⩽ m− 1. Here
the representations ρj are defined as follows: Let x1, . . . , xj be a basis of an irreducible
sl2(k)-module. Then

ρj(e).xi = xi+1, i = 1, 2, . . . , j − 1, ρj(e).xj = 0,

ρj(h).xi = (2i− j − 1)xi, i = 1, 2, . . . , j, (2.1)
ρj(f).xi+1 = i(j − i)xi, i = 1, 2, . . . , j − 1, ρj(f).x1 = 0,

as defined in [7, Section 5.4].

Setting V := g in the above theorem, it follows that g is a direct sum of irreducible
sl2(k)-modules with a basis x1, . . . , xj and representations ρj of sl2(k) as above.
Let c ∈ k and x1, . . . , xj be a basis of an irreducible sl2(k)-module in g as above. There
is a homomorphism of algebraic groups, γ : k× → G, such that the elements in its
image act on this basis by

γ(c).xi = c2i−j−1xi, c ∈ k× (2.2)

and γ(c) describes an action of
(
c 0
0 c−1

)
∈ SL2(k) on g, see [7, Proposition 5.5.6].

Therefore, if char(k) = 0 or m ⩽ char(k) − 2, we can define such a map γ for each
nilpotent element e ∈ g. The following result holds by [7, Theorem 5.5.11].

Proposition 2.4. Let char(k) = 0 or char(k) = p > 3(c − 1) where c is the Coxeter
number of G. Then there is a bijection between the non-zero nilpotent orbits of g and the
G-orbits of the subalgebras of g isomorphic to sl2(k).
By Pommerening [27] and [28], as well as Premet [26], this result also holds if char(k) is
good for G.

Proof. We follow the proof in [7].
Define a map

ϕ : G\(Ng \ {0}) −→ G\{subalgebras isomorphic to sl2(k)},
Oe 7−→ G.⟨e, h, f⟩.

First note that each non-zero nilpotent element e ∈ g is contained in a subalgebra
⟨e, h, f⟩ ⊆ g isomorphic to sl2(k), which follows from the Jacobson-Morozov Theorem
2.1. By Proposition 2.2, this subalgebra is in the sameG-orbit as any other subalgebra
⟨e, f1, h1⟩ isomorphic to ⟨e, h, f⟩. This shows that ϕ is well-defined. In order to see
that ϕ is surjective, note that each subalgebra in g isomorphic to sl2(k) is of the form
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⟨e, f, h⟩. Now this subalgebra ⟨e, f, h⟩ is the Lie algebra of a subgroup H ⊆ G where
H is isomorphic to SL2(k) or PGL2(k) (see for example [7, 5.5.5]). In particular, e is
a non-zero nilpotent element in Lie(H) and therefore also in Lie(G). Thus, for each
subalgebra h of g isomorphic to sl2(k),we can find e ∈ g, e nilpotent, such that ϕ(Oe) =
G.h.
Now suppose ϕ(Oe) = ϕ(Oe′) for two non-zero nilpotent elements e, e′ ∈ g. In gl2(k)
each non-zero nilpotent element is conjugate to ( 0 0

1 0 ) under the action ofGL2(k), i.e.
e, e′, and ( 0 0

1 0 ) are in the same orbit under this action. Since

CGL2(k)

((
0 0
1 0

))
=

{(
a 0
c a

)∣∣∣∣ c ∈ k, a ∈ k×
}
,

we haveGL2(k) = SL2(k).CGL2(k) ((
0 0
1 0 )). Thus, any two non-zero nilpotent elements

in a subalgebra isomorphic to sl2(k) are conjugate under SL2(k), and therefore under
Gwhich contains a subgroup related toE and either isomorphic to SL2(k) orPGL2(k)
by [7, 5.5.6]. This means that Oe = Oe′ , so ϕ is injective.

Let γ : k× → G be a homomorphism of algebraic groups. If we choose a maximal
torus T ⊆ G such that im(γ) ⊆ T, the map γ gives rise to a linear map

ηγ : Φ −→ Z, α 7−→ ⟨α, γ⟩. (2.3)

Here γ◦α : k× → k×, c 7→ cn for somen ∈ Z. We set ⟨α, γ⟩ := n. If γ is the homomorph-
ism from (2.2), there exists a set of simple roots Π ⊆ Φ such that ηγ(Π) ⊆ {0, 1, 2} by
[7, Proposition 5.6.6]. We will briefly repeat the proof of this fact here.

Lemma 2.5. Let η : Φ → Z be a linear map, that is η(−α) = −η(α) and η(α + β) =
η(α)+η(β) for all α, β ∈ Φ such that α+β ∈ Φ. Then there exists a system of simple roots
Π ⊂ Φ such that η(α) ⩾ 0 for all α ∈ Π. In fact we have η(α) ∈ {0, 1, 2} if η corresponds
to the map γ ∈ Y (T ) and γ is as in (2.2).

Proof. Note that η is determined by its values on the simple roots and can be uniquely
extended to an element in Hom(X,Z) where X = X(T ) = ZΦ. As Hom(X,Z) ≃ Y =
Y (T ), we also have a unique cocharacter γ ∈ Y to which η maps under this bijection
such that η(α) = ⟨α, γ⟩ for all α ∈ Φ. Now choose a system of simple roots Π such
that ⟨α, γ⟩ ⩾ 0 for all α ∈ Π. This is possible, as this means that γ is in the closure of
the fundamental chamber, which is a fundamental domain for the action of the Weyl
groupW of Φ on Y, see Proposition 1.49.
Suppose γ is as in (2.2). For each i ∈ Z define the sets

gi := {x ∈ g | γ(c).x = cix for all c ∈ k×}. (2.4)

These sets form a grading of the Lie algebra g, i.e. g =
⊕

i∈Z gi. Let j ∈ Z and α ∈ Φ
with ⟨α, γ⟩ = j. Then eα ∈ gj , where ⟨eα⟩ = gα, as

γ(c).eα = Ad(γ(c))(eα) = α(γ(c))eα = c⟨α,γ⟩eα

for all c ∈ k×. Recall, that this is because γ ∈ Y is a cocharacter and therefore γ(c) ∈ T
for all c ∈ k×. Note that [h, e] = 2e, [h, f ] = −2f, and [e, f ] = h. By restricting the
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⟨e, f, h⟩-module g to ⟨e, f, h⟩ and taking the basis x1 := f, x2 := h, x3 := −2e we get
the action

e.x1 = [e, f ] = h = x2, f.x1 = [f, f ] = 0,

e.x2 = [e, h] = −2e = x3, f.x2 = [f, h] = 2f = 1 · (3− 1)x1,

e.x3 = [e,−2e] = 0, f.x3 = [f,−2e] = 2h,

h.x1 = [h, f ] = −2f = (2 · 1− 3− 1)x1,

h.x2 = [h, h] = 0 = (2 · 2− 3− 1)x2,

h.x3 = [h,−2e] = −4e = (2 · 3− 3− 1)x3.

This means that we get a ⟨e, f, h⟩-module with representation ρ3. Then

γ(c).e = γ(c).(−1

2
x3) = −

1

2
c2·3−3−1x3 = c2e,

γ(c).f = γ(c).x1 = c2·1−3−1x1 = c−2f,

γ(c).h = γ(c).x2 = c2·2−3−1x2 = c0h.

So e ∈ g2, f ∈ g−2, and h ∈ g0. Therefore,

f =
∑
β∈Φ

γ(β)=−2

λβeβ for λβ ∈ k.

In particular, all roots β occurring in the above linear combination are negative roots,
as γ(α) ⩾ 0 for all simple roots α, and therefore for all positive roots. Then

[f, eα] =
∑
β∈Φ

γ(β)=−2

λβ[eβ, eα] ∈ t⊕
⊕

α+β∈Φ
γ(β)=−2

gα+β

by Proposition 1.56. As α ∈ Π is a simple root, this is a linear combination of elements
in t = Lie(T ) and of eβ′ , where β′ is a negative root. Therefore, [f, eα] ∈

⊕
i⩽0 gi.

We first suppose that [f, eα] ̸= 0. The above calculation and Proposition 1.56 show
that [f, eα] ∈ gj−2 for eα ∈ gj and so j−2 ⩽ 0, that is j ⩽ 2. Then the only possibilities
are j ∈ {0, 1, 2}.
If conversely [f, eα] = 0, we have eα ∈ Cg(f) ⊆

⊕
i⩽0 gi. This follows because we can

write g =
⊕

Vr, where the Vr are the irreducible ⟨e, f, h⟩-submodules. If we take the
standard basis {xr,1, . . . , xr,jr} as in Theorem 2.3 for each Vr, there exists exactly one
vector xr,1 in the centraliser of f for each Vr. To see this, recall by (2.1) that

ρjr(f).xr,i+1 = i(jr − i)xr,i

for 1 ⩽ i ⩽ jr − 1, and so xr,i ∈ Cg(f) if [f, xr,i] = 0, i.e. i = 1. We have γ(c).xr,1 =
c1−jrxr,1, so xr,1 ∈ g1−jr and surely jr ⩾ 1.
Then eα ∈ gj ∩

⊕
i⩽0 gi with j ⩾ 0. This means that j = 0 and the claim follows.

We fix such a system of simple roots Π in order to define the weighted Dynkin dia-
grams, see [7, Text after Proposition 5.6.6.].
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Definition 2.6 (Weighted Dynkin diagrams). Let γ be as above. Then we can define
the linear map γ : Φ→ Z, where γ(α) = ⟨γ, α⟩, as before.
As γ is a linear map, γ is determined by its values on the set of simple roots. This
means that, instead of giving γ, we can take the Dynkin diagram corresponding to Φ
and assign to each node for a simple root α ∈ Π the value γ(α). By Lemma 2.5, we can
find a system of simple roots such that the nodes are labelled by 0, 1 or 2. The resulting
diagram is called the weighted Dynkin diagram of γ.

Note that this construction still requires some restrictions if char(k) = p, even if p
is good forG, as it relies heavily on the Jacobson–Morozov Theorem 2.1. However, this
classification also works in any good characteristic due to the work of Pommerening
[27] and [28] and Premet [26].

Example 2.7 (Weighted Dynkin diagrams of type G2). For type G2 we have the fol-
lowing weighted Dynkin diagrams, taken from [7, 13.1, p. 401].

(i)
0 0

(ii)
0 1

(iii)
1 0

(iv)
0 2

(v)
2 2

Figure 2.1: The weighted Dynkin diagrams of type G2

Remark 2.8. Even though the weighted Dynkin diagrams arise from the above con-
struction in good characteristic, we can define corresponding maps δ : Φ −→ Z such
that δ(α) corresponds to the weight of the node belonging to the simple root α ∈ Π in
every characteristic. In the next sectionwewill see how to define so-calledT -labellings
which are just the weighted Dynkin diagrams in good characteristic.

It remains to see that each weighted Dynkin diagram is uniquely determined by a
nilpotent orbit. This fact is for example proved in the book of Carter, see [7, Proposi-
tions 5.6.7 and 5.6.8].

Proposition 2.9. The weighted Dynkin diagram defined by a nilpotent element e ∈ g is
uniquely determined by the nilpotent orbit of e in g. If e, e1 ∈ g are two nilpotent elements
then the weighted Dynkin diagrams of e and e1 are the same if and only if e and e1 are in
the same nilpotent orbit.

For later usewewill define a parabolic subgroup determined by a nilpotent element
e and prove that the centraliser of e in G is contained in this subgroup. We suppose
that char(k) is good for G such that the above construction is possible. Recall that a
nilpotent element e ∈ g gives rise to a map γ : k× → G. We fix a root system with
simple roots Π ⊆ Φ such that γ(α) ∈ {0, 1, 2} for each α ∈ Π. This gives rise to a
parabolic subgroup

Gγ
⩾0 := ⟨T,Uα | α ∈ Φ with ⟨α, γ⟩ ⩾ 0⟩. (2.5)

We will see this group again in the next section. With respect to this parabolic sub-
group the following proposition holds, see [7, Proposition 5.7.1].
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Proposition 2.10. Let the notation be as before and char(k) = 0 or char(k) = p >
3(c− 1) for the Coxeter number c. Then

1. Gγ
⩾0 is uniquely determined by e.

2. CG(e) ⊆ Gγ
⩾0.

2.2 T-labellings

In [20, Chapter 10] there is an alternative definition for the parametrisation of the
nilpotent orbits, called a T -labelling. In fact, the T -labellings have the same labels
as the weighted Dynkin diagrams in good characteristic, see the introduction of [20].
This approach allows us to define weighted diagrams for nilpotent orbits in bad char-
acteristic as well.

Definition 2.11. Let G be a simple algebraic group over k and T ⊆ G be a maximal
torus. Let Φ be the root system of G with respect to T and for each α ∈ Φ we have the
weight vector eα ∈ g generating the root space gα. Let γ : k× → T be a cocharacter.
If γ is not trivial, the image S := γ(k×) ⊆ T is a one-dimensional torus in G. Then
Ad(γ(c))(eα) = cnαeα for all c ∈ k× and some nα ∈ Z. As stated in Lemma 2.5, it is
possible to choose a set of simple roots Π ⊆ Φ such that γ(α) ∈ {0, 1, 2} for all α ∈ Π
in good characteristic. In bad characteristic this is a result in [20] as stated below.
The corresponding Dynkin diagram of G with each node α labelled by nα is called the
labelled diagram for S.

Let e ∈ g. Then there exists a one-dimensional torus S = {γ(c) | c ∈ k×} such
thatAd(γ(c))(e) = c2e for all c ∈ k×. This follows from [20, Section 5.1 and 16.1]. This
torus will determine a T -labelling corresponding to the nilpotent orbit of the element
e. As mentioned above, these labellings are exactly the weighted Dynkin diagrams in
good characteristic. Each labelling determines a parabolic subgroup P as follows: Let

P = ⟨T,Uα | α ∈ Φ, nα ⩾ 0⟩,

using the notation in Definition 2.11. Then P is a parabolic subgroup of G with Levi
subgroup L = ⟨T,Uα | nα = 0⟩ and unipotent radical Q =

∏
nα>0 Uα. This is just

the subgroup Gγ
⩾0 from (2.5). For representatives of nilpotent orbits in g we get the

following result, see [20, Theorem 1, Lemma 2.29, Theorem 9.1, Lemma 15.3, Lemma
15.4, and 16.1.1]. Note that in good characteristic this is just Proposition 2.10.

Proposition 2.12. Let e ∈ g \ {0} be a nilpotent orbit representative. Then there exists
a one-dimensional torus S giving rise to a labelling and a parabolic subgroup P = QL as
above. Furthermore,

e ∈ Lie(Q)⩾2 =
⊕
α∈Φ
nα⩾2

gα

and CG(e) ⊆ P .
If e is a representative of an orbit occurring both in good and bad characteristic, then we
even have

e ∈ Lie(Q)2 =
⊕
α∈Φ
nα=2

gα.
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2.3 Orbit Types

In this section we explore the different kinds of nilpotent orbits and how they are de-
noted. We start with the classical groups and move on to the exceptional groups. We
will give representatives of the orbits occurring only in the exceptional groups, as well
as a complete list of representatives in exceptional groups.
LetG be an exceptional simple algebraic group over an algebraically closed field k. Let
e ∈ g be a representative of a nilpotent orbit. Then e =

∑r
k=1 ek where each ek lies

in a subgroup Lk of G such that [L,L] = L′ := L1 · · ·Lr is a commuting product of
simple factors Lk and L is a Levi subgroup of G. The elements ek are distinguished in
the Lk, see [20, chapter 9]. Here, we refer to e ∈ g as distinguished if the connected
groupCG(e)

◦ is unipotent. The element e is denoted by the sequence of the Lie(Lk). If
e is the representative of an exceptional orbit, that is, an orbit only occurring in bad
characteristic, we denote the orbit type by (L)p.

2.3.1 In classical groups

For classical groups we fix a notation for the classes as follows. Jn denotes a nilpotent
Jordan block of dimension n, so

Jn :=

0 1 0 0

0

1

0



 ∈ kn×n.

0

Thenilpotent orbitswith a representative in Jordan formJn+1, J2n+1, J2n,or (J1, J2n−1)
will be denoted by An, Bn, Cn, orDn respectively.
For G = SO2n(k) with root system type Dn the distinguished nilpotent class with
Jordan form (J2i+1, J2n−2i−1), where 1 ⩽ i < n−1

2 , will be denoted byDn(ai).
Furthermore, we define three kinds of indecomposable modules, see [20, 5.1]. In the
following list, let V be a finite-dimensional vector space over k with char(k) = 2, and
G = Sp(V ) or O(V ). G preserves a non-degenerate symmetric bilinear form ( , ) on
V and if G = O(V ), additionally a quadratic form Q. Let e ∈ g = Lie(G) be a nil-
potent element. Then V ↓ e is a direct sum of modules isomorphic to the modules
introduced below. Furthermore, let S = {γ(c) | c ∈ k×} be a one-dimensional torus
corresponding to e as described below Definition 2.11.

1. For the group G = Sp(V ) define the module V (m) as a non-degenerate space
of dimension m, where m is even, and a basis {v−m+1, v−m+3, . . . , vm−3, vm−1},
where

(vi, vj) =

{
0 if j ̸= −i,
1 if j = −i.

For a one-dimensional torus S = {γ(c) | c ∈ k×} as in Section 2.2 and e ∈ g we
have the action

γ(c).vi = civi, for all i ∈ {−m+ 1,−m+ 3, . . . ,m− 3,m− 1},
e.vi = vi+2, for i < m− 1 and e.vm−1 = 0.
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2. In G = Sp(V ), the module W (m) is a non-degenerate space of dimension 2m
with a basis

B := {r−m+1, r−m+3, . . . , rm−3, rm−1} ∪ {s−m+1, s−m+3, . . . , sm−3, sm−1},

where for v, w ∈ B

(v, w) =

{
1 if v = ri, w = s−i or v = si, w = r−i,

0 otherwise.

The operation of the one-dimensional torus S and the nilpotent element e is
given by

γ(c).ri = ciri, for all i ∈ {−m+ 1,−m+ 3, . . . ,m− 3,m− 1},
γ(c).si = cisi, for all i ∈ {−m+ 1,−m+ 3, . . . ,m− 3,m− 1},

e.ri = ri+2, for i < m− 1 and e.rm−1 = 0,

e.si = si+2, for i < m− 1 and e.sm−1 = 0.

ForG = O(V ) the spaceW (m) is defined in the samewaywithQ(si) = Q(ri) = 0.
Here Q : V → k is a fixed non-degenerate quadratic form with the associated
symmetric bilinear form ( , ) : V × V → k.

3. Wl(m) is defined for 0 < l < 1
2m and is a non-degenerate space of dimension

2m.
For G = Sp(V ) we defineWl(m) as the vector space with a basis

B := {v−2l+1, . . . , v2l−1, v2l+1, . . . , v2m−2l−1} ∪ {w−2m+2l+1, . . . , w2l−3, w2l−1}.

The subspace spanned by all wj is totally singular, while the subspace spanned
by all vi has a radical. This radical is given by the subspace spanned by the vi for
i = 2l + 1, . . . , 2m − 2l − 1. The quotient is the non-degenerate space spanned
by images of vi for i = −(2l − 1), . . . , 2l − 1.
For two elements v, w ∈ B we have

(v, w) =


1 if v = vi, w = v−i for − (2l − 1) ⩽ i ⩽ 2l − 1,

0 if v = vi, w = vj for i, j not as above,
1 if v = vi, w = w−i for all i,
0 if v = vi, w = wj and i ̸= j.

The operation of the one-dimensional torus S and the nilpotent element e is
given by

γ(c).vi = civi, for all i,

γ(c).wj = cjwj , for all j,
e.vi = vi+2, for i < 2m− 2l − 1 and e.v2m−2l−1 = 0,

e.wj = wj+2, for j < 2l − 1 and e.w2l−1 = 0.

In the case of G = O(V ) let a basis forWl(m) be given by

B := {v−2l+2, . . . , v−2, v0, v2, . . . , v2m−2l} ∪ {w−2m+2l, . . . , w0, w2, . . . w2l−2}.
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Here, the subspaces spanned by all vi and by all wj , respectively, are singular
under the bilinear form Q. Furthermore, Q(v0) = 1, Q(vi) = Q(wj) = 0 for all i
and j. For ( , ) we have (vi, w−i) = 1 and (vi, wj) = 0 if i ̸= −j. The operation of
the one-dimensional torus S and the nilpotent element e is given by

γ(c).vi = civi, for all i,

γ(c).wj = cjwj , for all j,
e.vi = vi+2, i < 2m− 2l and e.v2m−2l = 0,

e.wj = wj+2, j < 2l − 2 and e.w2l−2 = 0.

LetG = SO(V ) with dimV = 2n and p = 2. Then we denote theG-class of a nilpotent
element e ∈ g where V ↓ e = Wl(n) byDn(an−l). For n = l we get the classDn.
In typeC3 there is a distinguished class corresponding to V (4)+V (4), see [20, Lemma
3.12 and Proposition 5.3]. This class is labelled by C3(a1).

2.3.2 In exceptional groups

In exceptional groups the labels are given as in Table 2.3, which also states the rep-
resentatives in the Lie algebra, see [20, Table 13.3, Table 14.1, and Table 16.2].

Notation

Before we state the orbit representatives, we give a few remarks about the notation we
use. Let β ∈ Φ be a root and eβ ∈ g be a nilpotent element such that ⟨eβ⟩ = gβ and
the eβ form (together with a basis {hi | i ∈ {1, . . . , |Π|}} of Lie(T )) a Chevalley basis
of g. We fix a system of simple roots Π = {α1, . . . , αr} and an ordering (α1, . . . , αr).
We can write each β ∈ Φ as β =

∑r
i=1 λiαi, that is, as a linear combination of the αi

with coefficients λi ∈ Z. Instead of eβ we then write e1λ1 ,2λ2 ,...,rλr . If λj = 0 for some
j ∈ {1, . . . , r}, we will omit the term jλj in this list. For λj = 1 for some j ∈ {1, . . . , r}
we will simply write j instead of j1.
The order of the αi ∈ Π is chosen as stated in the following diagrams.

G2

1 2

F4

1 2 3 4
E6

1 3 4

2

5 6

E7

1 3 4

2

5 6 7
E8

1 3 4

2

5 6 7 8

Figure 2.2: Numbering of the nodes in the exceptional Dynkin diagrams

We give a list of the exceptional nilpotent orbit representatives in the exceptional
groups, taken from [20, Table 13.3, Table 14.1, and Table 16.2]. Also note that the
representatives ē in the exceptional classes (L)p are given by ē = e + eα where e ∈ L
and α ∈ Φ, [20, Theorem 14.1 and text after]. In the following table the element eα is
given in brackets.
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G label of nilpotent
orbit

orbit representative T -labelling

G2 (Ã1)3 (p = 3) e12,2 + (e13,22) 1 0

G2 e1 + e2 2 2

G2(a1) e2 + e13,2 0 2

F4 (Ã1)2 e1,22,33,42 + (e12,23,34,42) 0 0 0 1

(Ã2)2 e2,32,4 + e1,2,3,4 +
(e12,23,34,42)

0 0 0 2

(B2)2 e2,32,42+e1,2,3+(e1,22,32) 2 0 0 1

(C3)2 e1,2,3 + e2,32 + e4 +
(e1,22,32,42) (p = 2)

1 0 1 2

(C3(a1))2 e1,2,3 + e2,32,42 + e2,32 +
(e1,22,32,42) (p = 2)

1 0 1 0

(Ã2A1)2 e2,3,4 + e1,2,32,4 +
e1,22,32 + (e2,32,42)
(p = 2)

0 1 0 1

F4 e1 + e2 + e3 + e4 2 2 2 2

F4(a1) e1 + e2 + e2,3 + e3,4 2 2 0 2

F4(a2) e1,2 + e2,32 + e4 + e3,4 0 2 0 2

F4(a3) e2+e1,2+e2,32+e1,2,32,42 0 2 0 0

E6 E6 e1+e2+e3+e4+e5+e6

2

2

2 2 2 2

E6(a1) e1 + e3 + e2,4 + e3,4 +
e5 + e6

2

2

2 0 2 2

E6(a3) e1 + e3,4 + e2,4 + e2,4,5 +
e2,3,4,5 + e5,6

2

0

0 2 0 2

E7 (A6)2 e5,6 + e6,7 + e1,3,4 +
e2,3,4 + e3,4,5 + e2,4,5 +
(e1,2,32,42,5) (p = 2)

0

0

0 2 0 2 0

E7 e1 + e2 + e3 + e4 + e5 +
e6 + e7

2

2

2 2 2 2 2

E7(a1) e1 + e2 + e2,4 + e3,4 +
e5 + e6 + e7

2

2

2 0 2 2 2
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E7(a2) e1 + e2 + e3 + e2,4 +
e4,5 + e5,6 + e6,7

2

2

2 0 2 0 2

E7(a3) e1 + e2,4 + e3,4 + e2,4,5 +
e2,3,4,5 + e5,6 + e7

2

0

0 2 0 2 2

E7(a4) e1+e2,3,4+e3,4,5+e2,4,5+
e4,5,6 + e3,4,5,6 + e6,7

2

0

0 2 0 0 2

E7(a5) e1,3,4+e2,3,4+e1,3,4,5,6+
e2,4,5 + e4,5,6 + e5,6,7 +
e3,4,5,6

0

0

0 2 0 0 2

E8 (D7)2 e1 + e2,3,4 + e3,4,5 +
e2,4,5 + e4,5,6 + e5,6,7 +
e6,7,8 + (e1,2,3,4,5,6,7,8)
(p = 2)

2

1

1 0 1 1 0 1

(D7(a1))2 e5 + e4,5 + e2,3,42,5,6,7 +
e1,3 + e2,4,5,6 + e3,4,5,6 +
e7,8 + (e8) (p = 2)

2

0

0 0 2 0 0 2

(D5A2)2 e1,2,3,4,5 + e2,3,42,5 +
e1,3,4,5,6 + e2,3,4,5,6 +
e3,4,5,6,7 + e2,4,5,6,7 +
e7,8 + (e6,7,8) (p = 2)

0

0

0 0 2 0 0 2

(A7)3 e5,6,7+e1,2,3,4+e1,3,4,5+
e3,4,5,6 + e2,4,5,6 +
e2,3,42,5 + e6,7,8 +
(e4,5,6,7,8) (p = 3)

1

0

0 1 0 1 1 0

E8 e1 + e2 + e3 + e4 + e5 +
e6 + e7 + e8

2

2

2 2 2 2 2 2

E8(a1) e1 + e2 + e2,4 + e3,4 +
e5 + e6 + e7 + e8

2

2

2 0 2 2 2 2

E8(a2) e1 + e2 + e3 + e2,4 +
e4,5 + e5,6 + e6,7 + e8

2

2

2 0 2 0 2 2

E8(a3) e1,3 + e2,4 + e3,4 + e4,5 +
e3,4,5 + e5,6 + e7 + e8

2

0

0 2 0 2 2 2

E8(a4) e1,3 + e2,4 + e3,4 + e4,5 +
e3,4,5 + e5,6 + e6,7 + e7,8

2

0

0 2 0 2 0 2
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E8(a5) e1,3 + e2,3,4 + e3,4,5 +
e2,4,5 + e4,5,6 + e2,4,5,6 +
e6,7 + e7,8

2

0

0 2 0 0 2 0

E8(a6) e1,3,4+e1,2,3,4+e1,3,4,5+
e2,3,4,5 + e1,2,3,4,5,6 +
e4,5,6 + e6,7 + e7,8

0

0

0 2 0 0 2 0

E8(a7) e1,2,3,4,5 + e2,3,4,5,6 +
e2,3,42,5,6 + e1,2,3,42,5,6 +
e3,4,5,6,7 + e1,2,3,42,5,6,7 +
e1,2,32,42,5,6,7 + e4,5,6,7,8

0

0

0 0 2 0 0 0

E8(b4) e1,3 + e2,3,4 + e3,4,5 +
e2,4,5 + e5,6,7 + e4,5,6 +
e7 + e8

2

0

0 2 0 0 2 2

E8(b5) e1,3,4 + e2,3,4 + e1,3,4,5 +
e2,4,5+e4,5,6+e2,3,4,5,6+
e5,6,7 + e8

0

0

0 2 0 0 2 2

E8(b6) e1,2,3,4 + e1,3,4,5 +
e2,3,4,5 + e2,4,5,6 +
e4,5,6,7 + e3,4,5,6 + e7,8 +
e5,6,7,8 (p ̸= 2)

0

0

0 2 0 0 0 2

e1,2,3,4 + e1,3,4,5 +
e2,3,4,5 + e2,4,5,6 +
e4,5,6,7 + e3,4,5,6 + e7,8 +
e6,7,8 (p = 2)

0

0

0 2 0 0 0 2

Table 2.3: Some nilpotent orbit representatives in exceptional groups

A table of every nilpotent orbit representatives for each exceptional group can be
found in the Appendix A.1. These are also the representatives used in the programme
described in Chapter 4.



3 | The nilpotent pieces

In the following chapter we give a first definition of the nilpotent pieces as stated in
Lusztig’s paper [23]. In order to do so, we define a set of maps DG and see that the
maps in DG are in fact the weighted Dynkin diagrams in good characteristic. These
maps give rise to a grading of g and define certain subsets gδ!2 for each map δ ∈ DG.
Provided these sets are known, we can compute the nilpotent pieces. In certain cases,
it is possible to find the nilpotent piece linked to a weighted Dynkin diagram in a case-
free way. These pieces are described at the end of this chapter.
Let k be an algebraically closed field with char(k) = p prime or char(k) = 0 and let G
be a connected reductive algebraic group over k with Lie algebra g. We fix a maximal
torus T ⊆ G and denote by Φ ⊆ X(T ) the corresponding root system consisting of
characters of T .

3.1 The set DG

Consider a homomorphism of algebraic groups δ : k× −→ G mapping an element
c ∈ k× to an element tc ∈ T ⊆ G. Then δ(k×) ⊆ T and we can apply the roots in Φ to
elements in im(δ).
Letα ∈ Φ, and considerα◦δ : k× −→ k×. This is a homomorphism of algebraic groups
and therefore there exists n ∈ Z such that (α ◦ δ)(c) = cn for all c ∈ k×, as stated in
Chapter 2, (2.3). Let ⟨α, δ⟩ := n. This defines a bilinear map onΦ×Hom(k×, G). Recall
from the previous chapter that we can define a linear map

ηδ : Φ −→ Z, α 7−→ ⟨α, δ⟩. (3.1)

In the following section we are interested in a particular subset of these maps ηδ as
above. We follow the construction of this subset as given in [23, 1.1].
Let G′ be a connected reductive algebraic group defined over C of the same type as
G, that is, G′ has the same root datum but is defined over C. There exists a bijection
between the sets of orbits G\Hom(k×, G) and G′\Hom(C×, G′).

Proposition 3.1. Let G be a reductive connected algebraic group over the algebraically
closed field k and let G′ be a reductive connected group of the same type as G over C.
Both G and G′ act on Hom(k×, G), respectively Hom(C×, G′), via conjugation. There is a
bijection between the set of orbits G\Hom(k×, G) and G′\Hom(C×, G′).

Proof. First note that for a fixed maximal torus T ⊆ G the set YG(T ) := Hom(k×, T )
is the cocharacter group. Similarly, let T ′ ⊆ G′ be a maximal torus and YG′(T ′) :=
Hom(C×, T ′). Instead of YG(T ) and YG′(T ′) we will also write YG and YG′ . BothNG(T )
and NG′(T ′) act on YG and YG′ , respectively, by conjugation.

46
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LetW = ⟨sα | α ∈ Φ⟩ be theWeyl group ofG. AsG′ is of the same type asG, the group
W is (up to isomorphism) also the Weyl group of G′. In this proof we will also write
W ′ for the Weyl group of G′.
Now W = NG(T )/T acts on T by conjugation and therefore W also acts on YG, and
by the same argument on YG′ , as follows: Let γ : k× → T be an element in YG. For
any w ∈ W we define the action of w on γ by (w.γ)(c) := nwγ(c)n

−1
w for c ∈ k× and

nw ∈ NG(T ) a representative of w, see Remark 1.33. Note that the orbits ofW on YG
and ofW ′ on YG′ are in natural bijection. We therefore construct a bijection between
G\Hom(k×, G) and W\YG and by the same argument between G′\Hom(C×, G′) and
W ′\YG′ . The bijection between G\Hom(k×, G) and G′\Hom(C×, G′) follows from the
existence of the above bijections.
The bijection between G\Hom(k×, G) andW\YG is given by

G\Hom(k×, G)←→W\YG
OG

δ 7−→ OW
δ′ ,

(3.2)

where OG
δ denotes the orbit with a representative δ in G\Hom(k×, G), and OW

δ′ is the
orbit inW\YG with a representative δ′ such that δ′ ∈ OG

δ .
The image of k× under δ is a subgroup of some maximal torus T̃ in G. Thus, there
exists g ∈ G such that δ′ := gδg−1 and the image of k× under δ′ is in T, so we can in
fact define this map.
As each element δ′ ∈ YG is also contained inHom(k×, G), thismap is clearly surjective.
In order to see that themap (3.2) is well-defined, we follow the proof of [7, Proposition
3.7.1]. Let δ and δ′ be in the same orbit in G\Hom(k×, G), that is, there exists g ∈ G
such that gδ(c)g−1 = δ′(c) for all c ∈ k×. Assume further that both im(δ) and im(δ′)
are subsets of the maximal torus T . We need to show that OW

δ = OW
δ′ . Using the

Bruhat decomposition and notation from Theorem 1.51, we write g = u′tnwu. Then
gδ(c) = δ′(c)g, so u′tnwuδ(c) = δ′(c)u′tnwu and

u′tnwuδ(c) = u′tnwδ(c)n
−1
w nwδ(c)

−1uδ(c) and

δ′(c)u′tnwu = δ′(c)u′δ′(c)−1δ′(c)tnwu so

u′tnwδ(c)n
−1
w nwδ(c)

−1uδ(c) = δ′(c)u′δ′(c)−1δ′(c)tnwu.

Set t1 := tnwδ(c)n
−1
w ∈ T, u1 := δ(c)−1uδ(c) ∈ U, u2 := δ′(c)u′δ′(c)−1 ∈ U, and

t2 := δ′(c)t ∈ T . Since T is abelian, it follows that t2 = δ′(c)t = tδ′(c). The above
equation can therefore be written as

u′t1nwu1 = u2t2nwu.

Since the Bruhat decomposition is unique, it follows that u′ = u2, u = u1, and in
particular t1 = t2, that is, tnwδ(c)n

−1
w = tδ′(c) and therefore nwδ(c)n

−1
w = δ′(c). This

shows that δ and δ′ are in the same orbit under the action ofW .
Finally, we need to prove that this map is injective. Suppose there are two orbits OG

δ

and OG
δ̃
in Hom(k×, G) such that their images agree, that is, OW

δ′ = OW
δ̃′
for two rep-

resentatives δ′ ∈ OG
δ and δ̃′ ∈ OG

δ̃
such that δ′(k×) ⊆ T and δ̃′(k×) ⊆ T . Then δ′

and δ̃′ are in the sameW -orbit and therefore in the same G-orbit. As shown above, δ
and δ′, as well as δ̃ and δ̃′, are also in the sameW -orbit. By transitivity it follows that
OG

δ = OG
δ̃
.
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Let

DG′ :=

{
f ∈ Hom(C×, G′)

there exists h ∈ Hom(SL2(C), G′) s.t.
h
(
a 0
0 a−1

)
= f(a) for all a ∈ C×

}
.

We define a similar set DG ⊆ YG for the group G in the following way: An element
δ ∈ Hom(k×, G) is contained in DG if we find a representative δ′ ∈ DG′ of the orbit in
G′\Hom(C×, G′) corresponding to the orbit of δ in G\Hom(k×, G).
We note that ηδ(α) = ηδ′(α) for all roots α ∈ Φ in this case for the right representatives
δ, δ′ of an orbit inW\YG ≃W ′\YG′ .

Remark 3.2. Recall the construction of the weighted Dynkin diagrams in Section 2.1.
We take a map γ as in (2.2). Choose a maximal torus T ⊆ G such that im(γ) ⊆ T and
Π ⊆ Φ such that ηγ(Π) ⊆ {0, 1, 2}, see Lemma 2.5.

1. From the definition of the weighted Dynkin diagrams and the map γ : k× → G
it is clear that each such map γ is contained inDG. Conversely, let δ ∈ DG. Then
δ defines a representation of SL2(C) on g′ := Lie(G′) by(

a 0
0 a−1

)
.x = Ad(δ′(a))(x)

for a ∈ k×, x ∈ g′, and δ′ ∈ DG′ being the corresponding element to δ ∈ DG as
defined above. Recall that φ

(
a 0
0 a−1

)
= δ′(a) and

SL2(C)
φ−→ G′ Ad−→ GL(g′).

Note that this representation acts like one of the maps ρj in (2.1) on irreducible
sl2(C)-modules in g′ by Theorem 2.3. In particular, δ acts on g like a map arising
from a nilpotent element e ∈ g′ (recall that the nilpotent elements can be em-
bedded in a subspace isomorphic to sl2(C)). This shows that δ gives rise to a
weighted Dynkin diagram.

2. Let δ ∈ DG and let δ′ ∈ DG′ be the corresponding map. We can find a system of
simple roots Π such that ηδ′(α) ∈ {0, 1, 2} for all α ∈ Π, see (1) and Lemma 2.5.
We can therefore — up to conjugation — focus on the maps δ′ such that ηδ′(α) ∈
{0, 1, 2} for a fixed system of simple roots Π ⊆ Φ. To see this, let nw ∈ NG′(T ′)
be a representative of w ∈ W ′ = NG′(T ′)/T ′. Then w acts on a root α ∈ Φ
by w.α(t) = α(n−1

w tnw) for all t ∈ T . As W ′ acts transitively on the systems of
simple roots, see [25, Theorem A.22], the claim follows.
Now ηδ is conjugate to a map that acts on the root system Φ as ηδ′ acts on the
root system Φ. This means that each orbit in DG contains a map δ ∈ DG such
that ηδ(α) ∈ {0, 1, 2} for a fixed system of simple roots Π ⊆ Φ.

3. For the nilpotent element e = 0 we choose the map δ ∈ DG such that ηδ(α) = 0
for all α ∈ Φ.

Definition 3.3. Let γ be as in (2.2), the map corresponding to δ under the bijection in
Section 3.1. We will call δ the map arising from the weighted Dynkin diagram of γ if
ηδ(α) = ηγ(α) for all α ∈ Π (and hence all α ∈ Φ).
By abuse of notation we will also denote ηδ by δ for all δ ∈ DG.
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3.2 The sets gδi , gδ⩾i, and gδ!2

Following [23, Section 1], we will define certain subsets of the Lie algebra g which will
eventually lead us to the definition of the nilpotent pieces.
From now on, let the characteristic of k be arbitrary. Let δ ∈ DG with δ(k×) ⊆ T,
and i ∈ Z. We can define subspaces of the Lie algebra g depending on the weighted
Dynkin diagram corresponding to δ. These subspaces are crucial in the definition of
the nilpotent pieces, whose union will prove to be the nilpotent variety.
As G is a connected reductive group, we have g = t ⊕

⊕
α∈Φ gα where t = Lie(T ) and

the gα = {x ∈ g | Ad(t)(x) = α(t)x for all t ∈ T} = Lie(Uα) are the one-dimensional
weight spaces of the roots, see Theorem 1.34.
We define for i ∈ Z

gδi := {x ∈ g | Ad(δ(a))(x) = aix for all a ∈ k×}.

Note that these are just the sets defined in (2.4) in good characteristic. Clearly, we
have gδi =

⊕
α∈Φ

δ(α)=i
gα for all i ∈ Z \ {0}. For two sets gδi , gδj let x ∈ gδi and y ∈ gδj . Then

the Lie product of x and y is in gδi+j:

Ad(δ(a))([x, y]) = [Ad(δ(a))(x),Ad(δ(a))(y)] = [aix, ajy] = ai+j [x, y].

If i = 0, we have gδ0 = t⊕
⊕

α∈Φ
δ(α)=0

gα. Note that for i ̸= 0 the set gδi is not a Lie algebra:

We have [gα, gβ] ⊆ gα+β for two roots α, β ∈ Φ such that α + β ∈ Φ. In particular,
δ(α+ β) = 2i if gα, gβ ⊆ gδi , as shown above.
Similarly, for i ∈ Z define the sets

gδ⩾i :=
⊕
j⩾i

gδj .

By the same argument as above, we can see that for i ⩾ 0 the gδ⩾i are in fact Lie subal-
gebras of g.
We candefine the corresponding subgroupsGδ

⩾i ofG for i ⩾ 0, such that Lie(Gδ
⩾i) = gδ⩾i

by

Gδ
⩾i := ⟨Uα | α ∈ Φ, ⟨α, δ⟩ ⩾ i⟩ if i > 0,

and

Gδ
⩾0 := ⟨T,Uα | α ∈ Φ, ⟨α, δ⟩ ⩾ 0⟩.

Again, note that we have defined this set already in (2.5). In particular, Gδ
⩾0 is a para-

bolic subgroup of G with the Levi subgroup Gδ
0 = ⟨T,Uα | α ∈ Φ, ⟨α, δ⟩ = 0⟩. This

follows easily from Definition 1.59. If we fix the set I := {sα | α ∈ Π, ⟨α, δ⟩ ⩾ 0}, then
Gδ

⩾0 = PI .
We have an equivalence relation on the set DG where δ ≃ δ′ if gδ⩾i = gδ

′
⩾i for all i ∈ Z.

Write
△δ:= {δ′ ∈ DG | gδ⩾i = gδ

′
⩾i for all i ∈ Z}

for the equivalence class of a map δ ∈ DG.



50 CHAPTER 3. THE NILPOTENT PIECES

Definition 3.4 (gδ!2 ). Let x ∈ g be a nilpotent element. The subgroup CG(x) = {g ∈
G | Ad(g)(x) = x} of G defines the stabiliser of x in G. For each δ ∈ DG we define the
sets

gδ!2 := {x ∈ gδ2 | CG(x) ⊆ Gδ
⩾0}.

Note that in general, 0 /∈ gδ!2 , so gδ!2 is not a subspace of g.

From now on we may also write g△i , g
△
⩾i instead of g

δ
i , g

δ
⩾i where △=△δ.

We have the obvious isomorphism of vector spaces

g△2
∼−−→ g△⩾2/g△⩾3

.

LetΣ△ be the image of gδ!2 under this isomorphism. Furthermore, with the natural map

π : g△⩾2 −→ g△⩾2/g△⩾3

we can define the set σ△ := π−1(Σ△). We let ▲δ be the G-orbit of △δ via the conjug-
ation action of G, that is, ▲δ = {△δ′ | gδ′(c)g−1 = δ(c) for all c ∈ k×}. The following
definition is due to Lusztig, [23, A.6.], defining the central objects of this thesis, the
nilpotent pieces.

Definition 3.5 (Nilpotent Pieces). The sets

N ▲δ
g =

⋃
△∈▲δ

σ△

are the nilpotent pieces in g = Lie(G).

Remark 3.6. Note that each orbit▲ contains all themaps δ ∈ DG parametrising exactly
one nilpotent orbit.
Therefore, if δ ∈ DG arises from a weighted Dynkin diagram, we will also writeN δ

g .

In good characteristic it is relatively easy to see that each nilpotent piece N ▲δ
g

is just the nilpotent orbit corresponding to the weighted Dynkin diagram δ. We will
prove this in Proposition 3.11. Furthermore, the nilpotent pieces are explicitly known
for the classical groups in all characteristics andwewill state them later in Section 3.4.
However, we do not know the nilpotent pieces in bad characteristic for simple groups
of exceptional type yet, i.e. for G of type G2, F4, E6, or E7 for p = 2, 3, and G of type
E8 for p = 2, 3 or 5.

For further computationswenote that it is enough to assume thatG is a semisimple
adjoint group.

Proposition 3.7. Let G be a connected reductive algebraic group. Then the nilpotent
pieces of G are the same as those of the semisimple adjoint group of the same type.

Proof. Let Gad be an adjoint group of the same type as G. We first show that the nil-
potent pieces in gad := Lie(Gad) are the same as in g.
There exists a central isogeny π : G → Gad by Theorem 1.72 with differential dπ :
g → gad. By Proposition 1.71 dπ is injective on each gα := Lie(Uα) and by the same
proposition gad = dπ(g) + t′ where t′ = Lie(T ′), and T ′ ⊆ Gad is a maximal torus in
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Gad.
Let x ∈ g such that x ∈ gδ!2 for some δ ∈ DG. For each g ∈ G we have

Ad(π(g))(dπ(x)) = (d(Intπ(g)) ◦ dπ)(x) = d(Intπ(g) ◦ π)(x)
= d(π ◦ Intg)(x) = dπ(Ad(g)(x)).

Since x ∈
⊕

α∈Φ
δ(α)=2

gα is nilpotent, we have Ad(g)(x) = x if and only if dπ(Ad(g)(x)) =

dπ(x), i.e.Ad(π(g))(dπ(x)) = dπ(x), and every nilpotent element in gad can be written
as dπ(y) for some nilpotent element y ∈ g by Proposition 1.71 (4). For x ∈ gδ!2 we have
Ad(g)(x) = x only for g ∈ CG(x) ⊆ Gδ

⩾0. As π is an isogeny, π induces a bijection ρ
between the root systems of G and Gad where π(Uα) = Uρ(α) by Proposition 1.71. In
particular, π(g) ∈ (Gad)

δ̃
⩾0 with δ̃(α) = δ(ρ−1(α)) and so dπ(x) ∈ gδ̃!2 . As π restricted to

Uα is an isomorphism onto its image, the claim is also true in the other direction.
We now show the reduction to semisimple groups. IfG is not semisimple, we canwrite
G = [G,G]Z(G)◦ and [G,G] is semisimple, see Proposition 1.38. Thus, G/Z(G)◦ =

[G,G]. By [25, Theorem 7.9] it follows that Lie(G/Z(G)◦) ≃ Lie(G)/Lie(Z(G)◦). This
means that for every x ∈ Lie(G) we have x = x1 + x2 for x1 ∈ Lie([G,G]) and x2 ∈
Lie(Z(G)◦), so x2 is semisimple. By [30, Section 4.4.19 and Theorem 4.4.20] every
element in the Lie algebra can uniquely be written as the sum of a nilpotent and a
semisimple element. Therefore, if x ∈ g is nilpotent, we have x ∈ Lie([G,G]) =: g′.
We have CG(x) = C[G,G](x)Z(G)◦ ⊆ Gδ

⩾0 if and only if C[G,G](x) ⊆ [G,G]δ⩾0 for a
weighted Dynkin diagram δ and therefore for all δ ∈ DG.

It is helpful to prove that each nilpotent piece consists of a union of nilpotent or-
bits. To verify this, let x ∈ N ▲

g . By Definition 3.5 we have x ∈ σ△ for a △∈ ▲. Fur-
thermore, let y = Ad(g)(x) for some g ∈ G. Then y ∈ Ad(g)(σ△). We want to see that
Ad(g)(σ△) ⊆ N ▲

g . In order to do so, we write σ△ = gδ!2 ⊕ g△⩾3 for some δ ∈△. This
means that we have to consider Ad(g)(gδ!2 ) and Ad(g)(g△⩾3).

Lemma 3.8. Let g ∈ G and i ∈ Z. Let δ ∈ DG and △:=△δ. Then

(i) Ad(g)(g△⩾i) = gg.△⩾i and

(ii) Ad(g)(gδ!2 ) = g
(g.δ)!
2 .

Proof. (i) As g△⩾i =
⊕

j⩾i g
△
j for all g ∈ G, it is enough to show thatAd(g)(g△j ) = gg.△j .

We have

Ad(g)(g△j ) = Ad(g)(gδj)

= {Ad(g)(x) ∈ g | Ad(δ(a))(x) = ajx for all a ∈ k×}
= {x ∈ g | Ad(δ(a)g−1)(x) = ajAd(g−1)(x) for all a ∈ k×}
= {x ∈ g | Ad(gδ(a)g−1)(x) = ajx for all a ∈ k×}
= gg.△j ,
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and therefore Ad(g△⩾i) =
⊕

j⩾iAd(g
△
j ) =

⊕
j⩾i g

g.△
j = gg.△⩾i .

(ii) Firstly, we have

CG(Ad(g)(x)) = {h ∈ G | Ad(hg)(x) = Ad(g)(x)}
= {h ∈ G | Ad(g−1hg)(x) = x}
= {ghg−1 ∈ G | Ad(h)(x) = x}
= gCG(x)g

−1.

Recall fromSection 3.2 thatG△
⩾0 is thewell-defined parabolic subgroup ofG such

that Lie(G△
⩾0) = g△⩾0. Then Lie(Gg.△

⩾0 ) = gg.△⩾0 and by (i) g
g.△
⩾0 = Ad(g)(g△⩾0).

It follows, thatLie(Gg.△
⩾0 ) = Ad(g)(Lie(G△

⩾0)) = Lie(gG△
⩾0g

−1), soGg.△
⩾0 = gG△

⩾0g
−1.

Finally, this shows that

Ad(g)(gδ!2 ) = {Ad(g)(x) | x ∈ gδ2, CG(x) ⊆ Gδ
⩾0}

= {Ad(g)(x) | x ∈ g△2 , CG(x) ⊆ G△
⩾0}

= {x | x ∈ Ad(g)(g△2 ), CG(Ad(g
−1)(x)) ⊆ G△

⩾0}
= {x | x ∈ gg.△2 , g−1CG(x)g ⊆ G△

⩾0}
= {x ∈ gg.△2 | CG(x) ⊆ gG△

⩾0g
−1}

= {x ∈ gg.△2 | CG(x) ⊆ Gg.△
⩾0 }

= g
(g.δ)!
2 .

Corollary 3.9. If x ∈ g is nilpotent and Ox is the G-orbit of x, then x ∈ N ▲
g if and only

if Ox ⊆ N ▲
g .

In order to compute the nilpotent pieces, it is therefore enough to check for each nilpotent
orbit in g whether a chosen representative of this orbit lies in a given piece.

Proof. Suppose x ∈ N ▲
g . Then x ∈ Ad(g)(σ△) for some g ∈ G and △∈ ▲. Let y ∈ Ox,

y = Ad(g′)(x) for some g′ ∈ G.
By (i) and (ii) in Lemma 3.8 we have y ∈ Ad(g′−1g)(σ△) = σg′−1g.△ and so y ∈ N ▲

g .
The converse statement is clearly true.

Example 3.10 (The nilpotent pieces in Sp4(k)). We want to compute the nilpotent
pieces in Sp4(k) for both char(k) ̸= 2, that is good characteristic, and char(k) = 2.
The group G = Sp4(k) is defined as

Sp4(k) := {A ∈ GL4(k) | AtrJ4A = J4}, where J4 :=
(

. . . 1

. . 1 .

. −1 . .
−1 . . .

)
.

We recall the structures from Example 1.39. The maximal torus is given by

T :=


 t1 . . .

. t2 . .

. . t−1
2 .

. . . t−1
1

∣∣∣∣∣∣ t1, t2 ∈ k×

 .

We choose a Borel subgroup containing T by taking B := Sp4(k) ∩B4(k), where

B4(k) :=

{( ∗ ∗ ∗ ∗
. ∗ ∗ ∗
. . ∗ ∗
. . . ∗

)}
⊆ GL4(k).
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This is a Borel subgroup by [25, Example 6.7.(4)]. Furthermore, we have two homo-
morphisms of algebraic groups given by

α : T −→ k×,

 t1 . . .
. t2 . .

. . t−1
2 .

. . . t−1
1

 7−→ t1t
−1
2 ,

β : T −→ k×,

 t1 . . .
. t2 . .

. . t−1
2 .

. . . t−1
1

 7−→ t22.

One can easily see that α and β are indeed roots, see also Example 1.39, as there exist
weight spaces which are non-zero and given by

gα =

{(
. a . .
. . . .
. . . −a
. . . .

)∣∣∣∣ a ∈ k

}
, gβ =

{( . . . .
. . a .
. . . .
. . . .

)∣∣∣ a ∈ k
}
.

This results in the root system Φ := {±α,±β,±(α+ β),±(2α+ β)} with simple roots
Π := {α, β} and Dynkin diagram

α β
.

This gives us the following root spaces

gα =

{(
. a . .
. . . .
. . . −a
. . . .

)∣∣∣∣ a ∈ k

}
, gβ =

{( . . . .
. . a .
. . . .
. . . .

)∣∣∣ a ∈ k
}
,

gα+β =

{(
. . a .
. . . a
. . . .
. . . .

)∣∣∣∣ a ∈ k

}
, g2α+β =

{(
. . . a
. . . .
. . . .
. . . .

)∣∣∣∣ a ∈ k

}
,

and the root subgroups

Uα =

{(
1 a . .
. 1 . .
. . 1 −a
. . . 1

)∣∣∣∣ a ∈ k

}
, Uβ =

{(
1 . . .
. 1 a .
. . 1 .
. . . 1

)∣∣∣∣ a ∈ k

}
,

Uα+β =

{(
1 . a .
. 1 . a
. . 1 .
. . . 1

)∣∣∣∣ a ∈ k

}
, U2α+β =

{(
1 . . a
. 1 . .
. . 1 .
. . . 1

)∣∣∣∣ a ∈ k

}
.

The groupG = Sp4(k) has four nilpotent orbits in good characteristic described by
the following weighted Dynkin diagrams, see [7, Section 13.1]. We also give the sets
gδ2 and gδ!2 which are easy to compute in this case. We let ⟨eγ⟩ = gγ for all roots γ ∈ Φ.

weighted
Dynkin
diagram δ

nilpotent orbit
representative gδ2 gδ!2

0 0
x1 := 0 {0} {0}

1 0
x2 :=

( . . . .
. . 1 .
. . . .
. . . .

)
g2α+β g2α+β \ {0}

0 2
x3 :=

(
. . 1 .
. . . 1
. . . .
. . . .

)
gβ⊕gα+β⊕g2α+β gδ2 \ (g2α+β ∪ {a1eβ +

a1a2eα+β + a1a
2
2e2α+β |

a1, a2 ∈ k})

2 2
x4 :=

(
. 1 . .
. . 1 .
. . . −1
. . . .

)
gα + gβ (gα ⊕ gβ) \ (gα ∪ gβ)



54 CHAPTER 3. THE NILPOTENT PIECES

In characteristic 2 we have the following orbit representatives, taken from [18,
Table 7]:

x1:=0

x2:=
( . . . .

. . 1 .

. . . .

. . . .

)
x3:=

(
. . 1 .
. . . 1
. . . .
. . . .

)
x4:=

(
. 1 . .
. . 1 .
. . . −1
. . . .

)


also orbit representatives
in good characteristic

x5 :=

(
. . . 1
. . 1 .
. . . .
. . . .

)

Note that for A :=

−z z
2

. .

−1 − 1
2

. .

. . −1 − 1
2

. . 1
z

− 1
2z

 ∈ Sp4(k), z
2 = −1, and char(k) ̸= 2 we have

Ax3A
−1 = x5, that is, x3 and x5 are in the same orbit if char(k) ̸= 2.

The aim now is to figure out which orbit has representatives in the sets gδ!2 ⊕ gδ⩾3 for
all weighted Dynkin diagrams δ. Note that we have to check the sets (gδ!2 ⊕ gδ⩾3) ∩ Ox

for each representative x, even if we have already found another orbit Oy such that
(gδ!2 ⊕gδ⩾3)∩Oy ̸= ∅. In most cases we can just check whether gδ!2 ∩Ox is non-empty, as
gδ⩾3 is the empty set. In fact, gδ⩾3 is only non-empty for the weighted Dynkin diagram

2 2
.

It is easy to see that in both char(k) = 2 and char(k) ̸= 2

• x1 ∈ gδ!2 for 0 0

• x2 ∈ gβ and
(

. 1 . .
−1 . . .
. . . −1
. . 1 .

)
x2

(
. −1 . .
1 . . .
. . . 1
. . −1 .

)
=

(
. . . 1
. . . .
. . . .
. . . .

)
∈ gδ!2 for 1 0

,

• x3 ∈ gδ!2 for 0 2
,

• x4 ∈ gδ!2 for 2 2
,

• x5 ∈ gδ!2 for 0 2
.

We now take a closer look at the sets gδ!2 in arbitrary characteristic.

• For g2α+β \ {0} every element is of the form
(

. . . a

. . . .

. . . .

. . . .

)
where a ̸= 0. It is clear that

in this case gδ!2 only contains elements from one orbit.

• The set

(gβ ⊕ gα+β ⊕ g2α+β) \ (g2α+β ∪ {a1eβ + a1a2eα+β + a1a
2
2e2α+β | a1, a2 ∈ k})

contains elements of the form
(

. . b c

. . a b

. . . .

. . . .

)
,where a, b, c ∈ k and (a, b, c) ̸= (d, de, de2),

(a, b) ̸= (0, 0) for elements d, e ∈ k. In particular, ca− b2 ̸= 0.
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Suppose first that a = 0. Then b ̸= 0 and

C :=

(
b−1 −cb−2 0 0
0 1 0 0
0 0 1 0
0 0 0 b

)
∈ Sp4(k)

is such that C
(

. . b c

. . . b

. . . .

. . . .

)
C−1 = x3.

Next let b = 0. Then a ̸= 0 and c ̸= 0. Let t1, t2 ∈ k be such that t21 = c−1 and
t22 = a−1 (this is possible since k is algebraically closed). Then

C :=

 t1 0 0 0
0 t2 0 0

0 0 t−1
2 0

0 0 0 t−1
1

 ∈ Sp4(k)

is such that C
(

. . . c

. . a .

. . . .

. . . .

)
C−1 = x3.

Now let a, b ̸= 0 and c = 0. Let z ∈ k be such that z2 = −1 and x ∈ k such that
x2 = −a. We choose

C :=

(
xb−1 x−1 0 0
0 zx−1 0 0
0 0 −zx zbx−1

0 0 0 bx−1

)
.

In this case we have C
(

. . b .

. . a b

. . . .

. . . .

)
C−1 = x5.

Finally suppose that a, b, c ̸= 0. Set d := ca−b2 and choose z ∈ k such that z2 = c
as well as x ∈ k such that x2 = (ac− b2)c−1. Then

C :=

(
z−1 0 0 0

−bd−1x xcd−1 0 0
0 0 x 0
0 0 bz−1 z

)
∈ Sp4(k)

is such that C
(

. . b c

. . a b

. . . .

. . . .

)
C−1 = x5.

In this case we see that the only orbits included in gδ!2 are those of x3 and x5. In
the case of char(k) ̸= 2 this is just one orbit.

• Let gδ!2 = (gα ⊕ gβ) \ (gα ∪ gβ). Elements in gδ!2 are of the form
(

. a . .

. . b .

. . . −a

. . . .

)
for

a, b ∈ k \ {0}. Let t2 ∈ k be such that t22 = b−1 and define

C :=

 t2a−1 0 0 0
0 t2 0 0

0 0 t−1
2 0

0 0 0 t−1
2 a

 ∈ Sp4(k).

Then C

(
. a . .
. . b .
. . . −a
. . . .

)
C−1 = x4. However, note that in this case, unlike in the other

cases, we need to actually check the orbits of the elements in gδ!2 ⊕ gδ⩾3, as gδ⩾3 ̸=

∅. This means that we also have to check elements of the form
(

. a c d

. . b c

. . . −a

. . . .

)
for

a, b ∈ k \ {0} and c, d ∈ k.
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Indeed, let z ∈ k be such that z2 = a2b and let y ∈ k such that y2 = −b(db− c2).
Then we find a matrix

C :=

(
z−1 z−1a−1b−2(−cab+yz) 0 0

0 az−1 ya−1b−1 (dab2−abc2+zyc)(z−1a−1b−2)

0 0 z−1ab (cab−yz)z−1b−1

0 0 0 z

)
∈ Sp4(k)

such that C
(

. a c d

. . b c

. . . −a

. . . .

)
C−1 = x4.

We have successfully computed the nilpotent pieces in Sp4(k) and give the result in
the following table.

δ N ▲δ
g

0 0
{0}

1 0
Ox2

0 2
Ox3 ⊔ Ox5 , p = 2
Ox3 = Ox5 , p ̸= 2

2 2
Ox4

In good characteristic thenilpotent orbits in g correspondbijectively to theweighted
Dynkin diagrams, see Proposition 2.9. It would therefore be reasonable to expect
each nilpotent pieceN ▲δ

g to be just the nilpotent orbit corresponding to the weighted
Dynkin diagram δ. Indeed, this is true and it is possible to give a case-free proof of the
fact. The results follows from [23, Section 1.2(a)].

Proposition 3.11 (The nilpotent pieces in good characteristic). Let char(k) be good
for the simple algebraic group G. Let δ be a weighted Dynkin diagram and Oδ the corres-
ponding nilpotent orbit in g. Then the nilpotent pieceN ▲δ

g , parametrised by δ, is given by
Oδ.

Proof. Let char(k) be good forG and e ∈ g be an element in the nilpotent orbit corres-
ponding to the weighted Dynkin diagram arising from a map δ ∈△δ∈ ▲. By the proof
of Lemma 2.5 or Proposition 2.12 we have Ad(g)(e) ∈ gδ2 for a suitable element g ∈ G.
AsN δ

g is a union of nilpotent orbits, it is enough to assume that e ∈ gδ2. Note that then
the orbit of e under the action of CG(δ(k

×)) = Gδ
0 is a subset of gδ2. If O◦

e is this orbit,
we directly get that O◦

e ⊆ gδ!2 by Proposition 2.10. For the other inclusion we follow
[23, Section 1.2].
We want to show that any element x ∈ gδ!2 lies in O◦

e . It is enough to show that
Ad(Gδ

0)(x) is a dense subset of gδ2. Then Ad(Gδ
0)(x) = O◦

e as there exists only one
open dense orbit of Gδ

0 in gδ2 and O◦
e is also open and dense in gδ2 by [7, Proposition

5.6.2]. Now Ad(Gδ
0)(x) is a dense subset of gδ2 if ad : gδ0 → gδ2, y 7→ [x, y] is surjective.

Then as ad = dAd, the map defined by Ad is dominant. This is because the sets gδi are
algebraic sets as the sets of zeros of polynomial equations, and therefore we can apply
Proposition 1.20.
In order to see this, let κ( , ) be the Killing form. In good characteristic the Killing
form is non-degenerate. For y ∈ gδ−2 note that [x, y] ∈ gδ0. Then 0 = κ(y, [x, z]) for all
z ∈ gδ0 means that κ(z, [x, y]) = 0 for all z ∈ gδ0. Then we have by the non-degeneracy
of κ that [x, y] = 0, so y ∈ Cg(x) ⊆

⊕
i⩾0 g

δ
i . This is because in good characteristic we
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have Cg(x) = Lie(CG(x)) for all x ∈ g by [17, Theorem 3.10]. As y ∈ gδ−2 ∩
⊕

i⩾0 g
δ
i , it

follows that y = 0. Thus, we have shown that κ : gδ−2 × [x, gδ0]→ k is non-degenerate.
Now [x, gδ0] is a subspace of gδ2 and κ : gδ−2 × gδ2 → k is non-degenerate. Then it must
follow that [x, gδ0] = gδ2. Consequently, ad : gδ0 → gδ2, y 7→ [x, y] is surjective and we are
done.
This means that in good characteristic each piece N ▲

g is given by the nilpotent or-
bit in G of an element corresponding to the weighted Dynkin diagram arising from
δ ∈△δ∈ ▲.

3.3 Alternative definition of nilpotent pieces

As remarked upon in the introduction, there exists an alternative definition of the
nilpotent pieces, given in [9] and originally defined in [21] for the unipotent variety.
We use the same notation as before. Additionally, let H̃▲(g) =

⋃
△∈▲ g△⩾2.

Definition 3.12 (Nilpotent CP-Pieces, [9, Section 7.1]). Let

H▲(g) := H̃▲(g) \
⋃
▲′

H̃▲′
(g)

where we take the union over all G-orbits ▲′ of the sets △δ:= {δ′ ∈ DG | gδ⩾i =

gδ
′

⩾i for all i ∈ Z} such that H̃▲′
(g) ⊊ H̃▲(g). Then the sets H▲(g) are the nilpotent

CP-pieces in g.

One can show that CP-pieces are disjoint and form a partition of the nilpotent
variety in g, see [9, Theorem 7]. It is in fact true that the nilpotent pieces defined by
Clarke–Premet agree with the nilpotent pieces defined by Lusztig if G is of classical
type. Note that the CP-pieces come from the stratification of the nullcone, defined by
Hesselink in [13], see [9, Theorem 5]. In [33], Xue computes the nilpotent pieces in g∗,
using the definition of Clarke–Premet. As it is not clear whether the nilpotent pieces
as introduced by Lusztig agree with the CP-pieces, the nilpotent pieces still have to
be computed in g. In [34] Xue describes the Springer correspondence for the types G2

and F4 and uses it to compute nilpotent orbit representatives in g. We cannot find the
nilpotent pieces from g∗ under this correspondence, as they are computed by using the
CP-definition.

Theorem 3.13 ([9, 7.3, Remark 1]). If G is simple of classical type A,B,C, or D in any
characteristic, we haveH▲(g) = N ▲

g for all orbits ▲.

Again, this problem has not been solved forG of exceptional type in bad character-
istic yet, but we hope for the nilpotent pieces and the CP-pieces to agree in all cases.

Remark 3.14. If the nilpotent variety is a disjoint union of the nilpotent pieces, they
agree with the nilpotent CP-pieces, as shown in [9, Remark 7.2.1].

Finally, there is an equivalent way to define the nilpotent pieces as defined by
Lusztig. This definition will prove helpful when computing the nilpotent pieces in
exceptional groups.
Let x ∈ g be a nilpotent element and δ ∈ DG correspond to a weighted Dynkin dia-
gram. As we are interested in the set gδ2 we will define the “parts” of an element x ∈ g
that lie in it.
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Definition 3.15 (gδi -part). Let x ∈ g be a nilpotent element such that we can write
x =

∑
α∈Φ λαeα where each eα generates the subalgebra gα and λα ∈ k for α ∈ Φ.

Then we define for i ∈ Z the element

[x]gδi
:=

∑
δ(α)=i

λαeα

as the gδ
i -part of x. In particular, we have x = [x]gδi

+
∑

α∈Φ
δ(α)̸=i

λαeα for all i ∈ Z.

We can use this in order to give the alternative definition of the nilpotent pieces
defined by Lusztig.

Definition 3.16. Let G be a reductive connected algebraic group. Furthermore, let

(i) δ : Φ −→ Z be a linear map describing a nilpotent orbit in good characteristic,
that is, δ is a weighted Dynkin diagram,

(ii) R be a set of representatives of the nilpotent orbits in g, and

(iii) Rδ ⊆ R such that x ∈ Rδ if there exists an element g ∈ G that satisfies

(i) Ad(g)(x) ∈ gδ⩾2 and

(ii) CG([x]gδ2
) ⊆ ⟨T,Uα | δ(α) ⩾ 0⟩.

ThenN δ
g =

⊔
x∈Rδ

Ox.

We prove that this definition does indeed agree with Definition 3.5.

Lemma 3.17. The above definition and Definition 3.5 are equivalent.

Proof. In order to see that Definition 3.16 is equivalent to Definition 3.5 of the nil-
potent pieces, we will proceed as follows. First assume x ∈ Rδ for a fixed weighted
Dynkin diagram δ. Then there exists g ∈ G such that Ad(g)(x) = [Ad(g)(x)]gδ2

+ y for
some y ∈ gδ⩾3 and [Ad(g)(x)]gδ2 ∈ gδ!2 . Let

π : g△⩾2 −→ g△⩾2/g△⩾3

be the natural epimorphism. Then by definition

Ad(g)(x) ∈ π−1([Ad(g)(x)]gδ2
+ gδ⩾3) ⊆ σδ

and so x ∈ N δ
g by Lusztig’s definition.

Conversely, assume that x ∈ N δ
g . Then x ∈ Ad(g)(σδ) for some g ∈ G, that is

Ad(g)(x) = [Ad(g)(x)]gδ2
+ y for some y ∈ gδ⩾3 and [Ad(g)(x)]gδ2

∈ gδ!2 . But then x ∈ Rδ

if we choose x to be a nilpotent orbit representative of its orbit. This shows that both
definitions are equivalent.
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3.4 Nilpotent pieces in classical groups for characteristic 2

As in good characteristic, thenilpotent pieces for classical groups in bad characteristic,
that is char(k) = 2, have already been computed by Lusztig in [23, 1.6-1.8]. It is worth
noting that the nilpotent pieces are not given explicitly as a union of nilpotent orbits
but in the form of the sets gδ!2 .
As there is no bad characteristic for simple groups of type An, we will focus on groups
of type Bn, Cn, and Dn. Hence, it is enough to give the results for the groups Spn(k)
and SOn(k). Let V be an n-dimensional k-vector space with char(k) = 2.
We follow Lusztig, [23, 1.4 and 1.5], in stating these results.

3.4.1 Spn(k)

Let n be even. Define the group Sp(V ) by taking a non-degenerate symplectic form
( , ) : V × V → k and defining Sp(V ) = {A ∈ GL(V ) | A preserves ( , )}. The Lie
algebra of Sp(V ) is given by

s(V ) := {A ∈ End(V ) | (Av, v′) + (v,Av′) = 0 for all v, v′ ∈ V }.

We say a Z-grading of V =
⊕

i∈Z Vi is s-good if dimVi = dimV−i ⩾ dimV−i−2 for all
i ⩾ 0 and dimVi is even if i is even. Furthermore, we want (Vi, Vj) = 0 for i + j = 0.
Note that in this case we can define δ ∈ DG by the Z-grading such that δ(a)|Vr = arid
for all a ∈ k× and r ∈ Z.
With respect to this grading we define

End(V )2 := {A ∈ g | A(Vr) ⊆ Vr+2},
End(V )◦2 := {A ∈ g | A(Vr) ⊆ Vr+2, A

n : V−n → Vn is an isomorphism}.

Finally, set s(V )2 = s(V ) ∩ End(V )2. Then gδ2 = s(V )2 and gδ!2 = s(V )2 ∩ End(V )◦2 by
[23, 1.4].

3.4.2 SOn(k)

First of all, consider the group O(V ). For O(V ) we take a non-degenerate quadratic
form Q : V → k such that (v, v′) = Q(v + v′) − Q(v) − Q(v′) for all v, v′ ∈ V where
( , ) : V × V → k is the associated symmetric bilinear form. Let R be the radical of
( , ). Then O(V ) = {A ∈ GL(V ) | Q(A(v)) = Q(v) for all v ∈ V }.
Now let G = SO(V ) be the identity component of O(V ). The Lie algebra of G is given
by g = o(V ) = {A ∈ End(V ) | (Av, v) = 0 for all v ∈ V, A|R = 0}.
A Z-grading V =

⊕
i∈Z Vi is called o-good if:

• dimVi = dimV−i ⩾ dimV−i−2 for all i ⩾ 0,

• dimVi is even for any odd i,

• (Vi, Vj) = 0 when i+ j ̸= 0, and

• Q|Vi = 0 for i ̸= 0.
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As before, define sets

End(V )2 := {A ∈ g | A(Vr) ⊆ Vr+2},
o(V )2 := o(V ) ∩ End(V )2,

o(V )◦2 :=

A ∈ o(V )2

A
n
2 : V−n → V0 is injective and

Q|
A

n
2 (V−n)

is non-degenerate if n is even,
An : V−n → Vn is an isomorphism if n is odd

 .

Then gδ!2 = o(V )◦2 by [23, 1.5].
The previous results lead to the following theorem on the nilpotent pieces in classical
groups.

Theorem 3.18 ([23, A.6]). The nilpotent pieces N ▲
g form a partition of the nilpotent

varietyNg of g if G is simple of classical type A,B,C, orD in any characteristic.

3.5 Some special pieces

We are now in the position to describe a few nilpotent pieces. Every nilpotent piece
not described in this section will have to be computed case-by-case.

3.5.1 The diagonal cases

Let e ∈ g be a nilpotent orbit representative, where g := Lie(G) for a group G of
exceptional type. Then e is either in an exceptional orbit, that is, an orbit which only
occurs in bad characteristic, or e is in a non-exceptional orbit, see [20, Theorem 9.1
and Tables 22.1.1-22.1.5]. Now each orbit gives rise to a so-called T -labelling of the
Dynkin diagram which in good characteristic is the weighted Dynkin diagram δe, see
Definition 2.11. We will refer to the cases in which we check whether e ∈ N

▲δe
g as the

diagonal cases.

Lemma 3.19. Let e ∈ g be a representative of a nilpotent orbit, where g is the Lie algebra
of a groupG of exceptional type. Let δe be the T -labelling for the orbit of e, as noted above.
Then e ∈ N

▲δe
g .

Proof. First assume e is in a non-exceptional orbit. By Proposition 2.12wehave e ∈ gδe2 .
Furthermore, the same Proposition 2.12 shows that CG(e) ⊆ Gδe

⩾0. But then it follows
automatically that e ∈ gδ!2 by definition, so e ∈ N

▲δe
g as claimed.

Now suppose e is the representative of an exceptional orbit. Then we can write e =
ē + eα for some root α ∈ Φ+, see [20, Chapter 14, text after Theorem 14.1]. Here ē is
the nilpotent representative of the non-exceptional orbit with the same labelling δe.
Considering the representatives in Table 2.3, we see that there are two options. If the
representative e is in gδe2 , then CG(e) ⊆ Gδe

⩾0 and therefore e ∈ gδe!2 by [20, Theorem
14.1]. Otherwise, e = ē + eα where [e]

gδe2
= ē as we can see by checking all cases

in Table 2.3. As ē is a standard distinguished element with ē ∈ gδe2 , it follows that
CG(ē) ⊆ Gδe

⩾0 by [20, Lemma 2.26]. This means that [e]gδe2 = ē ∈ gδe!2 . In both cases we

have e ∈ N
▲δe
g .
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Remark 3.20. This shows in particular that

Ng =
⋃
δ

N δ
g

where δ runs over all weighted Dynkin diagrams. Note that it does not follow that the
nilpotent pieces are disjoint.

3.5.2 The regular piece

Let δ be themap corresponding to theweightedDynkin diagramwithweight 2 for every
simple root. This is known to always parametrise a nilpotent orbit, see [7, Chapter
13.1]. We will call this the regular diagram and the corresponding piece the regular
piece. In this case, we have g△⩾2 =

⊕
α∈Φ+ gα and g△2 =

⊕
α∈Π gα.

Proposition 3.21 (The regular piece). Let N ▲
g be the regular piece. Then N ▲

g = Ox,
the nilpotent orbit of x =

∑
α∈Π eα with 0 ̸= eα ∈ gα for all α ∈ Π.

Proof. Let δ ∈△∈ ▲ correspond to the regular diagram and suppose that y ∈ g is a
nilpotent element such that y =

∑
β∈Π λβeβ ∈ gδ2 with λα = 0 for some α ∈ Π. We fix

this α for the rest of the proof. For γ, β ∈ Φ let pβ,γ , qβ,γ ∈ N be so that

β + pβ,γγ ∈ Φ and β + (pβ,γ + 1)γ /∈ Φ,

β − qβ,γγ ∈ Φ and β − (qβ,γ + 1)γ /∈ Φ,

see [4, VI, §1, no. 1.3, Proposition 9] and (1.1). For γ, β ∈ Π and β ̸= γ we have
qβ,γ = 0.
Let t ∈ T and α ∈ Π fixed as above, such that β(t) = (−1)pβ,α for all β ∈ Π \ {α}
and α(t) = −1. Then set g := uα(1)tnsαuα(−1) by the Bruhat decomposition 1.51.
This choice is possible by Dedekind’s theorem ([19, Chapter VIII, §4]) and from [15,
Lemma 16.2 C]. As nsα = uα(1)u−α(−1)uα(1) and u−α(−1) /∈ Gδ

⩾0 we have nsα /∈ Gδ
⩾0.

However, uα(1), t, and uα(−1) are elements inGδ
⩾0, so g /∈ Gδ

⩾0. We want to show that
Ad(g)(y) = y.
To compute the action of Ad on g we use the formulas from Section 1.2.5.
Ad(uα(−1))(y): Recall that qβ,α = 0, so

(k+qβ,α
k

)
=
(
k
k

)
= 1. We have

Ad (uα(−1)) (y) = Ad(uα(−1))(
∑
β∈Π

λβeβ)

=
∑
β∈Π

λβAd(uα(−1))(eβ)

=
∑
β∈Π

λβ

∑
k⩾0

β+kα∈Φ

(
k + qβ,α

k

)
(−1)keβ+kα

=
∑
β∈Π

λβ

∑
pβ,α⩾k⩾0

(−1)keβ+kα =: y′
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by Section 1.2.5

Ad(nsα)(y
′): We have sα(β) = β − (qβ,α − pβ,α)α = β + pβ,αα for α, β ∈ Π, see Section

1.2.5. Then

Ad(nsα)(y
′) = Ad(nsα)

( ∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)keβ+kα

)
=

∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)kAd(nsα)(eβ+kα)

=
∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)k(−1)pβ,α−keβ+(pβ,α−k)α

=
∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)pβ,αeβ+(pβ,α−k)α =: y′′

by Section 1.2.5 (2).
Ad(t)(y′′): An element t′ ∈ T acts on the elements eα ∈ g by Ad(t′)(eα) = α(t′)eα. It
follows that with the above choice for t we have

Ad(t)(y′′) = Ad(t)
( ∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)pβ,αeβ+(pβ,α−k)α

)
=
∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)pβ,αAd(t)(eβ+(pβ,α−k)α)

=
∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)pβ,αβ(t)α(t)pβ,α−keβ+(pβ,α−k)α

=
∑
β∈Π,

pβ,α⩾k⩾0

λβ(−1)pβ,α−keβ+(pβ,α−k)α =: y′′′.

Now ∑
pβ,α⩾k⩾0

(−1)keβ+kα =
∑

pβ,α⩾k⩾0

(−1)pβ,α−keβ+(pβ,α−k)α,

therefore y′′′ = y′ by our choice for t.
Ad(uα(1))(y

′′′): Finally,

Ad(uα(1))(y
′′′) = Ad(uα(1))(y

′) = Ad(uα(1))(Ad(uα(−1))(y)) = y.

This shows that g ∈ CG(y), so y /∈ gδ!2 .
Conversely, let x =

∑
γ∈Π eγ as above and g ∈ G \Gδ

⩾0. We can write g = u′tnwu by
the Bruhat decomposition 1.51.
Let w ̸= 1. Then, as x ∈ gδ2, it follows that

x′ := Ad(u)(x) ∈ gδ⩾2 and

x′′ := Ad(nw)(x
′) ∈ gδ⩾2 ⊕

⊕
β∈Φ−

gβ
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as there is at least one γ ∈ Φ+ with λγ ̸= 0 such that w.γ ∈ Φ− for x′ =
∑

β∈Φ+ λβeβ,

⟨eβ⟩ = gβ, and λβ ∈ k (otherwise w.Φ+ ⊆ Φ+ which is only possible for w = id, see for
example [25, Theorem A.22]). In particular, Ad(nw)(x

′) /∈ gδ⩾2. But then Ad(u′t)(x′′) /∈
gδ2 and so there is no element g ∈ G \Gδ

⩾0 that centralises x.
As we can find t ∈ T such that λβ = β(t) for all β ∈ Π and λβ ∈ k× (again by [19,
Chapter VIII, §4] and [15, Lemma 16.2 C]), it follows that

gδ!2 = {
∑
β∈Π

λβeβ | λβ ̸= 0 for all β ∈ Π}.

This proves the claim.

3.5.3 The highest root piece

Lemma 3.22. Let γ ∈ Φ be the highest root. By checking the weighted Dynkin diagrams
for G of exceptional type, one can see that there exists a diagram δγ such that g

δγ
2 = gγ .

We will call this the highest root diagram and the corresponding piece the highest root
piece. In this case,N δγ

g = Oγ .

Proof. The highest root diagram corresponds to a non-exceptional orbit and therefore
we have by Lemma 3.19 that eγ ∈ N

δγ
g . In fact, since gδγ2 = gγ this proves that g

δγ !
2 =

gγ \ {0} and thereforeN
δγ
g = Oγ , the orbit with representative eγ .
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This chapter focuses on finding the nilpotent pieces by using computational meth-
ods. In order to compute the nilpotent pieces as defined in Definition 3.5, we will first
present a few results on the action of G on its Lie algebra and in particular on the
sets gδ!2 . Having computed the nilpotent pieces in the Lie algebras of exceptional type,
it should be within reach to prove that Lusztig’s nilpotent pieces agree with the CP–
pieces as noted in Remark 3.14.
As before, G will denote a connected reductive algebraic group over the algebraically
closed field k and g is the Lie algebra of G. We will write δ for a weighted Dynkin
diagram where δ ∈△δ∈ ▲δ with notation as in Section 3.

4.1 Computing the action of Ad

Asmentioned in section 1.2.5 we can compute the action ofG viaAd on g up to sign by
following [11]. We will consider the actions of a unipotent element in B, an element
of the torus and a Weyl group representative respectively. As the action of Ad on g
is linear, it is enough to examine this action on the elements eα where ⟨eα⟩ = gα for
α ∈ Φ since every nilpotent element has a conjugate which is a linear combination of
the elements eα.

4.2 Practical aspects

Our aim is to develop an algorithm to compute the nilpotent pieces. In order to do so,
we would like to decide whether a nilpotent orbit representative x ∈ g is contained in
a nilpotent pieceN ▲

g for a given orbit ▲. This can be done by checking two things, as
we have already seen in Definition 3.16.

1. Check whether there exists some element g ∈ G such that Ad(g)(x) ∈ gδ⩾2 for
δ ∈△∈ ▲. If not, then x cannot lie inN ▲

g .

2. If the condition in (1) is fulfilled, we need to take a closer look at the gδ2-part of
Ad(g)(x). By Definition 3.15 we have

Ad(g)(x) = [Ad(g)(x)]gδ2
+
∑
i⩾3

[Ad(g)(x)]gδi
,

and soAd(g)(x) ∈ σδ ⊆ N ▲
g if [Ad(g)(x)]gδ2 ∈ gδ!2 . Conversely, suppose that there

is no g ∈ G such that [Ad(g)(x)]gδ2 ∈ gδ!2 . Then x /∈ N ▲
g as otherwise we would

have x ∈ σh.δ for some h ∈ G, h.δ ∈ h.△ ∈ ▲ and by Lemma 3.8 we would have

64
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Ad(h−1)(x) ∈ σδ. In particular, [Ad(h−1)(x)]gδ2
∈ gδ!2 which is a contradiction.

We can therefore concentrate on deciding whether [Ad(g)(x)]gδ2 ∈ gδ!2 .

As G is a connected reductive group, every element g ∈ G can be written uniquely
as g = u′tnwu by the Bruhat decomposition, see Definition 1.51. Furthermore, every
element u ∈

∏
α∈Φ+ Uα can be written as u =

∏
α∈Φ+ uα(cα) for fixed isomorphisms

uα : k× → Uα, cα ∈ k×, and a fixed and total ordering ofΦ+ as in Theorem 1.34. Thus,
after choosing a fixed set of preimages nw, w ∈W , the elements inG can be paramet-
rised by w ∈ W, cα, c

′
α ∈ k× such that u =

∏
α∈Φ+ uα(cα), u

′ =
∏

α∈Φ+

w.α∈Φ−
uα(c

′
α), and

t ∈ T .
Let gw := u′tnwu ∈ G as above. SinceW is finite, it can be possible to decide whether
Ad(gw)(x) ∈ gδ⩾2 for each w ∈ W . In practice, we might encounter restraints such as
memory space or time, that might make it difficult to compute the whole Weyl group
W or decide whether Ad(gw)(x) ∈ gδ⩾2.
Following Section 1.2.5 we can compute

Ad(gw)(x) = Ad(u′tnwu)(x) =
∑
β∈Φ

λw,βeβ +

|Π|∑
i=1

µw,ihi, (4.1)

where the hi form a basis of Lie(T ) = t and λw,β, µw,i ∈ k depend on gw and can be
determined by the rules in Section 1.2.5.
To check whether we can choose gw such that Ad(gw)(x) ∈ gδ⩾2 we need to solve the
system of non-linear equations given by (4.1):

λw,β(cα, dγ , c
′
α′)α,α′∈Φ+

γ∈Π
= 0 for all β ∈ Φ with δ(β) ⩽ 1,

µw,i(cα, dγ , c
′
α′)α,α′∈Φ+

γ∈Π
= 0 for all i ∈ {1, . . . , |Π|},

(4.2)

where λw,β, µw,i are polynomials in the variables cα, c′α′ , and dγ determined by

u =
∏

α∈Φ+

uα(cα), u′ =
∏

α′∈Φ+

w−1.α′∈Φ−

uα′(c′α′), and t =
∏
γ∈Π

hγ(dγ)

as given in Section 1.2.5 (3). Using Gröbner bases, we can decide whether the system
can be solved and determine a solution. In Section 6.3 we will take a closer look at how
to solve these systems of non-linear equations.
If Ad(gw)(x) ∈ gδ⩾2, we continue with step (2) from the above list, otherwise we check
whether Ad(gw)(x) ∈ gδ⩾2 for the next w ∈W .
It would be desirable to simplify the elements gw without losing any information. First
of all, we would like to compute Ad(gw)(x) only for certain elements w ∈ W . To this
end we define Weyl group elements w ∈W of weight 0.

Definition 4.1. Let δ ∈ DG be a map arising from a weighted Dynkin diagram and let
w = sα1 · · · sαr ∈ W be a reduced expression of w and α1, . . . , αr ∈ Π. Then we say
that w hasweight 0 if δ(α1) = · · · = δ(αr) = 0. These elements form a subgroup ofW
which we will denote byW δ

0 := ⟨sα | α ∈ Π, δ(α) = 0⟩.

We can show that nw fixes the set gδ⩾2 if w has weight 0. It turns out that an even
stronger result is true, as stated in the following lemma.
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Lemma 4.2. Let δ ∈ DG be a map arising from a weighted Dynkin diagram. Let gw =
u′tnwu ∈ G as in Definition 1.51 and y ∈ gδ⩾2. Then:

(i) The element gw is contained in Gδ
⩾0 if and only if w ∈W δ

0 .

(ii) If gw ∈ Gδ
⩾0, then Ad(gw)(y) ∈ gδ⩾2.

In particular, Ad(gw)(y) ∈ gδ⩾2 if and only if Ad(nwu)(y) ∈ gδ⩾2.

Proof.

(i) Write gw = u′tnwuusing theBruhat decompositionwith thenotation fromDefin-
ition 1.51. Clearly, any elements u ∈ U and t ∈ T are contained in Gδ

⩾0, so
u, u′, t ∈ Gδ

⩾0 and therefore gw ∈ Gδ
⩾0 if and only if nw ∈ Gδ

⩾0. Furthermore,
let sα ∈ W be the reflection for the root α ∈ Φ. Then we can choose nsα =
uα(1)u−α(−1)uα(1), see Section 1.2.5. Note also that sα = s−α in W, there-
fore nsα = ns−α . It follows that if δ(α) ⩾ 0 we have uα(1) ∈ Gδ

⩾0 and there-
fore nsα = uα(1)u−α(−1)uα(1) ∈ Gδ

⩾0 if and only if δ(α) = 0. If, on the other
hand, δ(α) ⩽ 0, we have u−α(1) ∈ Gδ

⩾0 as well as t ∈ Gδ
⩾0 and therefore nsα =

ns−αt = u−α(1)uα(−1)u−α(1)t ∈ Gδ
⩾0 if and only if δ(α) = 0. This means that for

w = sα1 · · · sαr we have nw ∈ Gδ
⩾0 if δ(α1) = · · · = δ(αr) = 0, i.e. if w has weight

0.
Conversely, let w = sα1 · · · sαr be a reduced form of w ∈ W . Since δ arises from
a weighted Dynkin diagram, we have δ(α) ⩾ 0 for all α ∈ Φ+. Then Gδ

⩾0 = PI =
BWIB is a standard parabolic subgroup, where ΦI = {α ∈ Φ | δ(α) = 0} and
WI = ⟨sα | α ∈ ΦI⟩. Clearly,W δ

0 = WI . By the uniqueness of the Bruhat decom-
position in Theorem 1.51, nw ∈ Gδ

⩾0 if and only if w ∈ WI . Therefore, δ(αi) = 0
for all i ∈ {1, . . . , r} if nw ∈ Gδ

⩾0. This proves the claim.

(ii) To see thatAd(g)(y) ∈ gδ⩾2, it is enough to show that for each eβ ∈ gβ with β ∈ Φ
such that δ(β) ⩾ 2 the following claims are true:

(1) Ad(uα(cα))(eβ) ∈ gδ⩾2 for all cα ∈ k,

(2) Ad(t)(eβ) ∈ gδ⩾2 for all t ∈ T, and

(3) Ad(nw)(eβ) ∈ gδ⩾2 for all nw ∈ Gδ
⩾0.

To (1): We have

Ad(uα(tα))(eβ) =
∑

β+kα∈Φ
k⩾0

tkαck,α,βeβ+kα ∈ gδ⩾2,

for some tα, ck,α,β ∈ k and δ(β + kα) = δ(β) + kδ(α) ⩾ 2 as both k ⩾ 0 and
δ(α) ⩾ 0 for α ∈ Φ.

To (2): For t ∈ T we haveAd(t)(eβ) = β(t)eβ ∈ gβ, so the action of T stabilises gδ⩾2.
To (3): By Section 1.2.5 (2) we have Ad(nw)(gβ) = gw.β. As before, write w =

sα1 · · · sαr where δ(α1) = · · · = δ(αr) = 0 and αi ∈ Π for all i (since δ(β) ⩾ 2,
the reflection sβ is not in this product). For two roots α, β ∈ Φ we have
sα(β) = β + kα,βα for some kα,β ∈ Z. If δ(α) = 0, then δ(sα(β)) = δ(β).
Iteratively, we get δ(w(β)) = δ(β) and so Ad(nw)(gβ) = gw(β) ∈ gδ⩾2.
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Finally, let w ∈ W be an arbitrary element of the Weyl group and suppose that
Ad(gw)(y) = x ∈ gδ⩾2.
As u′t ∈ Gδ

⩾0, so is (u′t)−1 ∈ Gδ
⩾0 and therefore by the above calculations

Ad(nwu)(y) = Ad((u′t)−1)(x) ∈ gδ⩾2.
Conversely, suppose that Ad(nwu)(y) = x ∈ gδ⩾2. Since, as before, u′t ∈ Gδ

⩾0, it
follows that Ad(u′tnwu)(y) = Ad(u′t)(x) ∈ gδ⩾2. This proves the claim.

In particular, this shows that for all elements g ∈ Gδ
⩾0 we do not have to check

whether Ad(g)(y) is in gδ⩾2, as the above lemma states that this is the case whenever
y ∈ gδ⩾2.

Corollary 4.3. Let u = u′u′′ for u ∈ U, u′ ∈
∏

α∈Φ+

w.α∈Φ+

Uα and u′′ ∈ U−
w . Then it is enough

to check whether Ad(nwu
′′)(y) ∈ gδ⩾2 in order to see that Ad(nwu)(y) ∈ gδ⩾2 .

Proof. By Theorem 1.34 we have nwu = nwu
′n−1

w nwu
′′ and nwu

′n−1
w ∈ U ⊆ Gδ

⩾0. So
nwu = (nwu

′n−1
w )nwu

′′ and by the above lemma the claim follows.

Another direct consequence is the following: Suppose we already know that

Ad(nwu)(y) ∈ gδ⩾2 or Ad(nwu)(y) /∈ gδ⩾2

for some w ∈ W . Then for all w′ ∈ W with weight 0 we have Ad(nw′nwu)(y) =
Ad(tnw′wu)(y) ∈ gδ⩾2 (resp. Ad(tnw′wu)(y) /∈ gδ⩾2) for some t ∈ T and therefore
Ad(nw′wu)(y) ∈ gδ⩾2 (resp. Ad(nw′wu)(y) /∈ gδ⩾2).
There is a similar result when we consider the gδ2-part and the set gδ!2 . From now on we
will only consider δ ∈ DG where δ arises from a weighted Dynkin diagram.

Lemma 4.4. Let x ∈ g be a nilpotent element andw ∈W,u ∈ U−
w withAd(nwu)(x) ∈ gδ⩾2

and [Ad(nwu)(x)]gδ2
/∈ gδ!2 .

Then we have [Ad(nw′wu)(x)]gδ2
/∈ gδ!2 for any w

′ ∈W δ
0 .

Proof. As Ad(nwu)(x) ∈ gδ⩾2 it follows that Ad(nw′wu)(x) ∈ gδ⩾2 for any w′ ∈ W δ
0 by

Lemma 4.2.
For g ∈ Gδ

0 we have (by a similar calculation as in the proof of Lemma 4.2)Ad(g)(gδi ) =
gδi for each i ∈ Z. Note that for the representatives nw, nw′ , nw′w ∈ NG(T ) we have
nw′w = tnw′nw for some t ∈ T . Then

[Ad(nw′wu)(x)]gδ2
= Ad(tnw′)([Ad(nwu)(x)]gδ2

)

since nw′ ∈ Gδ
0.

To simplify notation let y := [Ad(nwu)(x)]gδ2
and y′ := [Ad(nw′wu)(x)]gδ2

. Suppose that
there exists g ∈ G\Gδ

⩾0 withAd(g)(y) = y, so g ∈ CG(y). ThenAd(tnw′gn−1
w′ t−1)(y′) =

y′. As tnw′ ∈ Gδ
⩾0 and g /∈ Gδ

⩾0 we have tnw′gn−1
w′ t−1 /∈ Gδ

⩾0 and so y′ /∈ gδ!2 .

This lemma simplifies the calculations further: It is enough to checkwhetherAd(nwu) ∈
gδ⩾2 for only one elementw ∈W of every right coset ofW δ

0 . However, we do need some
further results to justify focusing on elements of the form Ad(nwu)(x).

Lemma 4.5. Let x ∈ gδ⩾2, u =
∏

β∈Φ+ uβ(cβ) ∈ U, cβ ∈ k and δ(β) ⩾ 0 for all α ∈ Φ+.
Let ũ :=

∏
β∈Φ+

δ(β)=0

uβ(cβ) ∈ U .

Then [Ad(u)(x)]gδ2 = Ad(ũ)([x]gδ2
).
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Proof. We have x =
∑

α∈Φ+

δ(α)⩾2

λαeα for suitable λα ∈ k. Furthermore, let β ∈ Φ+ and

consider Ad(uβ(c))(x) for some c ∈ k. We have

Ad(uβ(c))(x) =
∑
α∈Φ+

δ(α)⩾2

λα

∑
k⩾0,

α+kβ∈Φ

cα,k,βeα+kβ

and

Ad(uβ(c))([x]gδ2
) =

∑
α∈Φ+

δ(α)=2

λα

∑
k⩾0,

α+kβ∈Φ

cα,k,βeα+kβ,

for some cα,k,β ∈ k. As β ∈ Φ+ we have either δ(β) = 0 or δ(β) > 0.
In the first case, δ(α + kβ) = δ(α) for all k ∈ Z⩾0 and in the second case we have
δ(α+ kβ) = δ(α) + kδ(β) > δ(α) for all k ∈ Z>0.
So [Ad(uβ(c))(x)]gδ2 = Ad(uβ(c))([x]gδ2

) ∈ gδ2 if δ(β) = 0.
Suppose δ(β) ̸= 0. Then

Ad(uβ(c))(x) =
∑
α∈Φ+

δ(α)=2

(
λαeα + λα

∑
k⩾0,

α+kβ∈Φ

cα,k,βeα+kβ

)
+
∑
α∈Φ+

δ(α)>2

λα

∑
k⩾0,

α+kβ∈Φ

cα,k,βeα+kβ,

and so [Ad(uβ(c))(x)]gδ2 =
∑

α∈Φ+

δ(α)=2

λαeα = [x]gδ2
.

The claim follows inductively.

Proposition 4.6. We use the same notation as in Lemma 4.5. Suppose that

[Ad(nwu)(x)]gδ2
/∈ gδ!2 .

(i) Then for all u′ ∈ U and t ∈ T it follows that [Ad(u′tnwu)(x)]gδ2
/∈ gδ!2 as well.

(ii) For w0 ∈W δ
0 we have [Ad(nw0wu)(x)]gδ2

/∈ gδ!2 .

It is therefore enough to check whether [Ad(nwu)(x)]gδ2
is in gδ!2 for w contained in a right

transversal of W0 in W in order to decide if [Ad(u′tnw0wu)(x)]gδ2
is in gδ!2 for all u

′ ∈ U,

t ∈ T and w0 ∈W δ
0 .

Proof. Let y := [Ad(nwu)(x)]gδ2
.

(i) As t ∈ T we have [Ad(tnwu)(x)]gδ2
= Ad(t)([Ad(nwu)(x)]gδ2

) = Ad(t)(y). By the
Lemma 4.5 we can write [Ad(u′tnwu)(x)]gδ2

= Ad(ũt)(y) for ũ as in Lemma 4.5.
As y /∈ gδ!2 there exists g ∈ G\Gδ

⩾0 such thatAd(g)(y) = y. Then h := ũtg(ũt)−1 ∈
G \Gδ

⩾0 as ũt ∈ Gδ
⩾0 and Ad(h)(Ad(ũt)(y)) = Ad(ũt)(y) which proves (i).

(ii) As we have seen before, nw′w = tnw′nw for some t ∈ T which stabilises the
sets gδi . Since w0 ∈ W δ

0 we have nw0 ∈ Gδ
0 and therefore [Ad(nw0wu)(x)]gδ2

=



4.3. DESCRIPTION OF THE ALGORITHM TO COMPUTE THE NILPOTENT PIECES 69

Ad(tnw0)(y) as seen in the proof of Lemma 4.4. By the same argument as in (i)
there exists g ∈ G \Gδ

⩾0 such that Ad(g)(y) = y and therefore

Ad(tnw0gn
−1
w0

t−1)([Ad(nw0wu)(x)]gδ2
) = [Ad(nw0wu)(x)]gδ2

= Ad(tnw0)(y).

As tnw0gn
−1
w0

t−1 /∈ Gδ
⩾0 it follows that the element [Ad(nw0wu)(x)]gδ2

is not con-
tained in gδ!2 .

In the next section, wewill use the results we just proved to formulate an algorithm
that will decide which nilpotent orbits are contained in a given nilpotent piece.

4.3 Description of the algorithm to compute the nilpotent
pieces

To determinewhich nilpotent orbitsmake up a pieceN ▲
g we fix amap δ ∈△∈ ▲ arising

from a weighted Dynkin diagram, and for each nilpotent orbit O in g check whether
O ⊆ N ▲

g . We will use the results from the previous sections to simplify the computa-
tions and proceed in several steps, checking if Definition 3.16 is fulfilled.
We fix the following notation: Let x ∈ g denote a nilpotent orbit representative, where
x is chosen such that x =

∑
α∈Φ+ λαeα for suitable λα ∈ k. Define tuples

c := (cα)α∈Φ+ ,

c′ := c′w := (c′α)
α∈Φ+

w−1.α∈Φ− for w ∈W, and

d := (dα)α∈Π,

where the entries are elements in a function field over k, which we will denote by F .
Let gw(c, d, c′) := u′(c′)t(d)nwu(c) be the Bruhat decomposition of an element in G
over this function field, where

u′(c′) :=
∏

α∈Φ+

w−1.α∈Φ−

uα(c
′
α),

t(d) :=
∏
α∈Π

hα(dα), and

u(c) :=
∏

α∈Φ+

uα(cα)

with the hα defined as in Section 1.2.5 and for a fixed ordering on Φ+. We write

xw(c, d, c
′) := Ad(u′(c′)t(d)nwu(c))(x)

for the action of gw(c, d, c′)onx. Finally, letλw,β(c, d, c
′) ∈ F forβ ∈ Φ andµw,i(c, d, c

′) ∈
F for i ∈ {1, . . . , |Π|} be defined as in (4.1):

Ad(gw(c, d, c
′))(x) =

∑
β∈Φ

λw,β(c, d, c
′)eβ +

|Π|∑
i=1

µw,i(c, d, c
′)hi.
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Step 1: Let δ arise from a fixed weighted Dynkin diagram and x =
∑

α∈Φ+ λαeα ∈ g for
suitable λα ∈ k be a nilpotent element and a representative of a nilpotent orbit,
denoted by Ox.
Fix w ∈ W . We want to check if for an arbitrary element gw(c, d, c′) ∈ BnwB
we have Ad(gw(c, d, c′))(x) = xw(c, d, c

′) ∈ gδ⩾2. In this manner, it is possible to
compute the Ad-action of every element in G on x.
By Corollary 4.3, it is enough to check if Ad(nwũ)(x) ∈ gδ⩾2 where

ũ = uα1(c̃α1) · · ·uαr(c̃αr)

denotes an element inU , parametrised by the elements c̃α1 , . . . , c̃αr ∈ k for some
r ∈ N and α1, . . . , αr ∈ Φ+ such that w.αi /∈ Φ+ for all i = 1, . . . , r. From
now on we will use the notation cαi instead of c̃αi for easier reading and let
xw(c) := xw(cα1 , . . . , cαr) := Ad(nwũ)(x) be the element that depends on the
cαi .
In order to check if Ad(nwũ)(x) ∈ gδ⩾2, we first compute the action of nwũ on x
as in Section 1.2.5. Following this, the resulting system of non-linear equations
for the cαi (see (4.2)) can be solved by computing a Gröbner basis of this system.
For this we use the standard algorithm in Magma, see [3, Section 112.4.3] with a
reverse lexicographical ordering. In order to speed this process up, we will first
check for variables that occur in linear equations and solve for those variables.
We will apply this every time we compute a Gröbner basis. This approach is de-
scribed in Chapter 6 in more detail. Note that in general the solution (if there
exists one) will still depend on some of the cαi . This means that we will have to
check whether [Ad(nwũ)(x)]gδ2

∈ gδ!2 for each solution.

Step 2: Suppose there exists a solution such that Ad(nwũ)(x) ∈ gδ⩾2. As mentioned in
Step 1 this solution will still depend on some of the cαi . Let yw := xw(ε1, . . . , εr),
εi ∈ {0, 1, . . . , char(k) − 1} if char(k) ̸= 0, and εi ∈ {0, 1, 2 . . .} otherwise, be
the element arising from a particular solution where we replaced the cαi in ũ =
uα1(cα1) · · ·uαr(cαr) by the solution in which we set the remaining cαi to zero if
possible or otherwise another fixed element in the prime field of k. This depends
on which solution is possible, so that we do not divide by zero when replacing
the cαi .

Step 3: Let x′w(c) := [xw(c)]gδ2
and y′w := [yw]gδ2

by setting the coefficients of the basis
elements not contained in gδ2 to zero.

Step 4: Check if there is an element gy′w ∈ Gδ
⩾0 such that we have x′w(c) = Ad(gy′w)(y

′
w).

As in Step 1 we will use Section 1.2.5 to compute Ad(gy′w)(y
′
w) and determine

a Gröbner basis to solve the resulting system. Note that the solution gy′w will
depend on the variables cαi that x′w(c) depends on.

Case 1: If such an element gy′w ∈ Gδ
⩾0 with x′w(c) = Ad(gy′w)(y

′
w) exists, we can

focus our computations on x′w(c):

Case 1a: If there is no g′ ∈ G \ Gδ
⩾0 such that Ad(g′)(y′w) = y′w, then

y′w ∈ gδ!2 and so both yw ∈ N ▲
g and x ∈ N ▲

g .

Case 1b: There is g′ ∈ G \ Gδ
⩾0 such that Ad(g′)(y′w) = y′w. Then y′w /∈
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gδ!2 . As x′w(c) = Ad(gy′w)(y
′
w) we have

Ad(g′g−1
y′w

)(x′w(c)) = Ad(g′)(y′w) = y′w

and it follows that Ad(gy′wg
′g−1

y′w
)(x′w(c)) = x′w(c).

As before gy′wg
′g−1

y′w
/∈ Gδ

⩾0, so x′w(c) /∈ gδ!2 .

Case 2: If there is no gy′w ∈ Gδ
⩾0 such that x′w(c) = Ad(gy′w)(y

′
w), we first check

whether Case 1b holds for y′w. If it does, we check the same thing for
x′w(c), i.e. if there is an element g′ ∈ G \Gδ

⩾0 such that Ad(g′)(x′w(c)) =
x′w(c). Note that g′ may depend on the variables in x′w(c), so we need to
make sure that this solution holds for all possible values of the cαi .
Sometimes we might find such a gy′w ∈ Gδ

⩾0 only for certain values of
the cαi . If this is the case, we will have to check everything in Step 4
for the values of the c̄αi := cαi for which no gy′w ∈ Gδ

⩾0 as above exists.
For these cases we need to check separately whether x′′w(c) ∈ gδ!2 for the
arising elements x′′w(c) := [x(c̄α1 , . . . , c̄αr)]gδ2

depending on the c̄αi .

Step 5: For each w′′ ∈ W first check whether w′′ has weight 0, i.e. w′′ ∈ W δ
0 . If this is

not the case, let gw′′ ∈ Bnw′′B and note that gw′′ /∈ Gδ
⩾0 by Lemma 4.2. We want

to check whether gw′′ centralises y′w, so as before we compute Ad(gw′′)(y′w) and
solve the system y′w = Ad(gw′′)(y′w) by using Gröbner bases. If this system has
no solution, there is a possibility that y′w ∈ gδ!2 and we repeat Step 5 for the next
element w′′′ ∈W .
If there is a solution, we take the elements x′′w(c) from Step 4 for which we found
no g ∈ Gδ

⩾0 such that Ad(g)(y′w) = x′′w(c). We will check whether there is a
solution for x′′w(c) = Ad(gw′′)(x′′w(c)) in each case. If we find a solution, it imme-
diately follows that x′′w(c) /∈ gδ!2 and we move on to the next w′′′ ∈ W in Step 1.
If we have checked each w′′′ ∈ W, it follows that this particular orbit is not con-
tained in the piece.
If there exists x′′w(c) as in Step 4, Case 2, that is, there is no element g ∈ Gδ

⩾0

with x′′w(c) = Ad(g)(y′w), we need to check if there is a solution to x′′w(c) =
Ad(gw′′′)(x′′w(c)) for each w′′′ ∈ W for which we have already seen that y′w ̸=
Ad(gw′′)(y′w). If so, then x′′w(c) /∈ gδ!2 and we move to the next w′′′ ∈ W in Step 1.
Otherwise we continue Step 5 by replacing y′w with x′′w(c).
If we do not find a solution for any element in W in Step 5, we have success-
fully proved that the centraliser of x′w(c) is contained in Gδ

⩾0 and therefore the
orbitOx is contained in the piece. We canmove on to check the next orbit. As we
already know that certain orbits are contained in certain pieces, see Lemma 3.19,
we expect that inmost casesOx will not be contained inN δ

g , see also Conjecture
A. This means we can run (and try to optimise) this algorithm keeping in mind
that the most likely outcome is that there is an element g /∈ Gδ

⩾0 centralising
[Ad(nwu

′)(x)]gδ2
.

There are a few ways in which to simplify the computations further: If nw̃ ∈ Gδ
0 for

a fixed w̃ ∈ W, we check if Ad(nw̃)(y
′
w) = y′w where y′w is as in Step 3 above. If this is

the case and we know that there exists a g ∈ G \Gδ
⩾0 such that Ad(g)(y′w) ̸= y′w, then

for
h ∈ {gn−1

w̃ , gnw̃, nw̃g, n
−1
w̃ g, nw̃gn

−1
w̃ , nw̃gnw̃, n

−1
w̃ gn−1

w̃ , n−1
w̃ gnw̃}
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it follows that Ad(h)(y′w) ̸= y′w by Lemma 4.4. This means that we do not have to
check whether the above elements stabilise y′w. Especially in groups with smaller root
systems, it usually takes longer to compute the Bruhat decomposition of the elements
in the above set than to compute the nilpotent pieces without it. We will therefore not
always use this approach.
Similarly, if ũ ∈ U :=

∏
α∈Φ+ Uα with Ad(ũ)(y′w) = y′w, it is enough to check whether

Ad(ũg)(y′w) = y′w or Ad(gũ)(y′w) = y′w. This means we may choose ũ in the centralizer
of y′w in such a way that g depends on fewer variables cα: If g = u′tnwu as in Definition
1.51 where u′ = uα1(c

′
α1
) · · ·uαr(c

′
αr
) and u = uα1(cα1) · · ·uαr(cαr) for cαi , c

′
αi
∈ k,

then choose ũ1, ũ2 ∈ U such that v′ := ũ1u
′ and v := ũ2u depend on fewer variables

cαi , c
′
αi
∈ F . It will now be easier to compute Ad(ũ1gwũ2)(y′w) = y′w.

Example 4.7. Consider a simple algebraic groupof typeG2 over a fieldkwith char(k) =
3, simple roots Π = {α1, α2}, and Dynkin diagram α1 α2

.

We have already seen that
0 2

is a weighted Dynkin diagram. We want to see

whether the orbit described by x := eα1 is contained in the piece for this weighted
Dynkin diagram. The Weyl group has only 12 elements and we only have to consider a
transversal of the subgroup generated byW δ

0 = ⟨sα1⟩. We choose the elements

{id, sα2 , sα2sα1 , sα2sα1sα2 , (sα2sα1)
2, (sα2sα1)

2sα2}.

Wewill apply the algorithm for the action ofw = sα2 . We have the set of positive roots
Φ+ = {α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2}.

Step 1: Check if Ad(nwuα2(cα2))(x) ∈ gδ⩾2. This is enough, as w.α ∈ Φ+ for all α ∈ Φ+

with α ̸= α2. Then Ad(nwuα2(cα2))(x) = cα2eα1 + eα1+α2 . This element is in gδ⩾2

if cα2 = 0.
This means xw(c) := Ad(nw)(x) = eα1+α2 . In this case, xw(c) does not depend
on any variables, so we can skip replacing them and move on to Step 3.

Step 3: In fact, δ(α1 + α2) = 2, so x′w(c) = x.

Step 4: As y′w = x′w(c) we can skip this step.

Step 5: We simplify this computation by finding elements u ∈ U and t ∈ T which cent-
ralise xw(c). In order to do so, we compute the elements u ∈ U and t ∈ T
for which Ad(u)(xw(c)) = xw(c), Ad(t)(xw(c)) = xw(c). This is true for u =
uα2(c

′
α2
)uα1+α2(c

′
α1+α2

) and t = hα1(dα1)with c′α2
, c′α1+α2

∈ k and dα1 ∈ k×. That
meanswe only have to consider torus elementswithout the factorhα1(c) ∈ T and
unipotent elements without the factors

uα2(c
′
α2
)uα1+α2(c

′
α1+α2

) ∈ U.

Consider the element gw(c, d, c′) := u′hα2(dα2)nsα1sα2sα1
u, for

u′ = uα1(c̃
′
α1
)u2α1+α2(c̃

′
2α1+α2

)u3α1+α2(c̃
′
3α1+α2

), and
u = uα1(c

′
α1
)u2α1+α2(c

′
2α1+α2

)u3α1+α2(c
′
3α1+α2

)u3α1+2α2(c
′
3α1+2α2

),
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with c̃′α1
, c̃′2α1+α2

, c̃′3α1+α2
, c′α1

, c′2α1+α2
, c′3α1+α2

, c′3α1+2α2
∈ k. ThenAd(gw)(xw(c)) =

λα1eα1 + λα1+α2eα1+α2 + λ2α1+α2e2α1+α2 + λ−α1e−α1 + µ1h1 with

λα1 =
2

dα2

c′α1
c̃′2α1

,

λα1+α2 =
2

dα2

c′α1
c̃′22α1+α2

+ 2d3α2
,

λ2α1+α2 =
2

dα2

c′α1
c̃′α1

c̃′2α1+α2
+

2

dα2

c′α1
c̃′α1

c̃′3α1+α2
+ d3α2

c̃′α1
,

λ−α1 =
1

dα2

c′α1
,

µ1 =
1

dα2

c′α1
c̃′α1

.

Thus, in order to see if there are values of the variables such thatAd(gw)(y) = y,
we need to solve the system

λα1 = 0,

λα1+α2 = 1,

λ2α1+α2 = 0,

λ−α1 = 0,

µ1 = 0.

We find a solution given by

dα2 = 2, c̃′α1
= c′α1

= 0, and c̃′2α1+α2
, c̃′3α1+α2

, c′2α1+α2
, c′3α1+α2

, c′3α1+2α2
∈ k.

That means xw(c) /∈ gδ!2 .
Note that all steps have to be repeated for every element w in the transversal in order
to be able to conclude that x /∈ N δ

g .

A pseudocode to compute the nilpotent pieces

We summarise this section with the following pseudocode and graphic. The code is
rather brief and only sketches the most important steps in the algorithm.

Algorithm 1 Computation of the nilpotent pieces
1: procedure Pieces(x, S, W, δ)

INPUT:
x - nilpotent orbit representative
S - type of root system
W - Weyl group
δ - weighted Dynkin diagram
OUTPUT: result whether x is inN δ

g

2: find all elements u ∈ U =
∏

α∈Φ+ Uα s.t. Ad(u)(x) = x // we get U from the root
system
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3: save the indices i of uαi(ci) in a list Lu where uαi(ci) is a factor in u such that ci
can be chosen arbitrarily and Ad(uαi(ci))(x) = x

4: save all w ∈W with weight 0 in a list L
5: compute a right transversal T of all the elements of weight 0 inW
6: L2 := [ ]
7: for all w ∈ T, w /∈ L2 do
8: y := Ad(nwu)(x), u not containing any factors uαi , i ∈ Lu
9: if y ∈ gδ⩾2 then
10: z ← replace all variables ci in y by 0 or 1 // in practice these two values are

usually enough. If not, we have to choose another value in the prime field.
11: y′w := [y]gδ2
12: z′ := [z]gδ2
13: check if there exists g ∈ Gδ

⩾0 such that Ad(g)(z′) = y′w
14: if there exist values of the ci such that there exists no such g then
15: z1 ← values of the ci such that there exists no such g
16: end if
17: for all w′ ∈W do
18: if w′ /∈ L then
19: if Ad(gw′)(z′) ̸= z′ then
20: go to the next w′

21: else
22: check the same for all z1
23: if Ad(gw′)(z1) ̸= z1 then
24: go to the next w′

25: else
26: go to the next w and save all g.w for g ∈ G⩾0 in L2
27: end if
28: end if
29: end if
30: end for
31: else
32: go to the next w and save all g.w for g ∈ G⩾0 in L2
33: end if
34: end for
35: if for all w ∈ T there exists w′ ∈W \ L with Ad(gw′)(z′) = z′ then
36: return “x not in piece”
37: else
38: return “x in piece”
39: end if
40: end procedure
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We also give a schematic representation of the programme for a better overview.
Note that this is a rather simplified version of the programme, as it does not display
every step in great detail.

Start

nilpotent orbit
representative x

weighted Dynkin
diagram

group and
structures

compute additional data:
u ∈ U with Ad(u)(x) = x

action of gw ∈ G on x

compute additional data:
check whether there exists gy′w ∈ Gδ

⩾0

with Ad(gy′w)(yw′) = Ad(gw)(x)

action of gw′ ∈ G \Gδ
⩾0

on [gw.x]gδ2

orbit in piece orbit not in piece

Stop

[gw.x /∈ gδ⩾2]

[gw.x ∈ gδ⩾2]

[gw′ does not
centralise [gw.x]gδ2] [gw′ centralises [gw.x]gδ2]

[not checked
for all gw′]

[no gw′ ∈ G \Gδ
⩾0 centralises [gw.x]gδ2]

input

process

decision

additional data

start/stop

Figure 4.1: Schematic representation of the algorithm to compute the nilpo-
tent pieces
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In this chapter we present some alternative approaches to the problem of computing
the nilpotent pieces. The first approach will not lead to viable solutions or give any
great advantages compared to the algorithm introduced in the previous chapter.

5.1 Computing the centralizers of the orbit representatives

One alternative approach is to focus on computing the sets gδ!2 . For this we would
have to compute the centralizer of each nilpotent orbit representative which is not
exceptional. We recall the fact that CG(x) ⊆ Gδ

⩾0 where δ is the weighted Dynkin
diagram for the orbit of x in good characteristic, see Proposition 2.12. However, this
does not necessarily mean we can easily solve the problem.
Once CG(x) is known, we can compute the centraliser of any element y := Ad(g)(x)
in the orbit of x for g ∈ G. The centraliser is given by gCG(x)g

−1. In order to decide
whether y is in gδ!2 , it is enough to find one element not contained in Gδ

⩾0 (provided
y ∈ gδ2). Note, however, that g does depend on indeterminates defined over k and so
do the elements in CG(x) that we conjugate with g. In particular, we have to check
for values of the variables where denominators in the solution turn to zero. This step
turns out to take too much computation time in general, so that even in type F4 it is
not always possible to arrive at a solution. We will look at a small example in Sp4(k).

Example 5.1. Consider the orbit representative x3 :=

(
. . 1 .
. . . 1
. . . .
. . . .

)
. We can compute

(by using the Bruhat decomposition) that for t1, t2 ∈ k× and a1, a2, a3, a4, b1 ∈ k the
matrices

C1 :=

 t1 t1a1 t1(a1a2+a3) t1(a1a3+a4)

0 t−1
1 a2t

−1
1 a3t

−1
1

0 0 t1 −t1a1
0 0 0 t−1

1

, where a1 = 0 if char(k) ̸= 2, and

C2 :=

−b1t1 (b1t22a1−1)t−1
2 (b1t22a1(a1a2−a3)−a2)t

−1
2 (b1(a1a3−a4)t22a1−a3)t

−1
2

−t2 −t2a1 −t2(a1a2+a3) −t2(a1a3+a4)

0 0 −b1t2(2b1t22a1−1)−1 −(b1t22a1+1)(2a1b1t32−t2)−1

0 0 t2(2b1t22a1−1)−1 −t2a1(2b1t22a1−1)−1

,

where a1 = b1 = 0 if char(k) ̸= 2,

centralise x3. Each element centralising x3 is of the form of one of these matrices.
Clearly, these matrices are already dependent on a number of variables which will
complicate further computations. We now need to figure out if the orbit of x3 inter-
sects with one of the sets gδ!2 for all weighted Dynkin diagrams δ. In order to do so, we

76
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compute Ad(gw)(x3) where

gw = uα(c
′
α)uβ(c

′
β)uα+β(c

′
α+β)u2α+β(c

′
2α+β)tnwuα(cα)uβ(cβ)uα+β(cα+β)u2α+β(c2α+β)

and c′γ = 0 ifw.γ ∈ Φ+. Furthermore,w ∈W,whereW is the theWeyl group of Sp4(k),
t ∈ T, and cγ , c′γ ∈ k for all γ ∈ Φ. The result is a linear combination of elements of the
Chevalley basis. We then have to solve a system of non-linear equations arising as in
(4.2), where we set the basis coefficients in the linear combination of the basis to zero
if the basis element is not in

⊕
α∈Φ+

δ(α)=2

gα.

Here, this means that we want to find a solution such that Ad(gw)(x3) ∈ gδ2. If there is
a solution, we will evaluate gw at the elements in the solution, leading to an element
g′w ∈ G. Then the centraliser of Ad(g′w)(x3) can be easily computed as

CSp4(k)

(
Ad(g′w)(x3)

)
=

g′wC1g
′−1
w

t1, t2 ∈ k×,
a1, a2, a3, a4 ∈ k,
a1 = 0 if char(k) ̸= 2

⋃g′wC2g
′−1
w

t1, t2 ∈ k×,
a1, a2, a3, a4, b1 ∈ k,
a1 = b1 = 0 if char(k) ̸= 2

 .

Thus, it is easy to decide whether Ad(g′w)(x3) is contained in gδ!2 or not. For instance,
consider the element gw for w = 1. Then gw = tuα(cα)uβ(cβ)uα+β(cα+β)u2α+β(c2α+β),
or as a matrix

gw =

 t1 t1cα t1(cαcβ+cα+β) t1(cαcα+β+c2α+β)
0 t1 t2cβ t2cα+β

0 0 t−1
2 −cβt

−1
2

0 0 0 t−1
1

,

where t1, t2 ∈ k× and cα, cβ, cα+β, c2α+β ∈ k. Thus,

Ad(gw)(x3) =

(
0 0 t1t2 2t21a1
0 0 0 t1t2
0 0 0 0

)
.

By Example 3.10, the result is contained in gδ2 only for the weighted Dynkin diagram
δ given by

0 2
, as t1t2 ̸= 0. Then the centraliser of Ad(gw)(x3) is given by matrices

of the form gwC1g
−1
w and gwC2g

−1
w with t1, t2 ∈ k×, a1, a2, a3, a4, b1 ∈ k, and a1 = 0 if

char(k) ̸= 2, respectively a1 = b1 = 0 if char(k) ̸= 2. All matrices of these forms are
contained in Gδ

⩾0. This is because gw itself is contained in Gδ
⩾0, as well as C1 and C2.

Thus the orbit of x3 has a non-trivial intersection with gδ!2 .
Finally, we have to decide whether there are elements x ∈ gδ!2 ∩Ox3 such that elements
of the form x+ y for y ∈ gδ⩾3 are not in the orbit of x3. However, note that in this case
gδ⩾3 is empty. Otherwise, we would have to check whether general elements of the
form x3 + y, y ∈ gδ⩾3 are in the same orbit as x3.

5.2 The nilpotent pieces in Levi subgroups

As it is easier (and faster) to compute the nilpotent pieces for groups of smaller rank,
the question arises whether we can use these results in order to simplify the calcula-
tions. We note for instance that simple groups of typeE7 contain parabolic subgroups
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P with their Levi subgroups having root systems of type A6, E6, and D6, which can
easily be seen by the Dynkin diagram:

A6 E6

D6

Figure 5.1: Dynkin diagrams of E7 with subsystems A6, E6, andD6

There are several difficulties to consider when comparing the nilpotent pieces in Levi
subgroups G0 to the nilpotent pieces in the bigger group G.

1. Note that the weighted Dynkin diagrams ofG0 andG are in general not compat-
ible with respect to their weights.

2. We need to know which nilpotent G0-orbits are included in which nilpotent G-
orbits. As there are usually moreG-orbits thanG0-orbits, there will beG-orbits
that do not contain anyG0-orbits. For instance, in the case ofE7, simple groups
of typeE6,A6, andD6 possess fewer nilpotent orbits than a simple group of type
E7. For the orbits not containing an orbit of a smaller rank subgroup, we may
not be able to use any results from G0 in order to help with the calculations in
G.

3. Suppose we find a nilpotent orbit representative x ∈ Lie(G0) ⊆ g where G0 ⩽
G is a Levi subgroup of which we already know the nilpotent pieces. Suppose
further that we can find a map δ̃ conjugate to δ for a weighted Dynkin diagram
δ ∈ DG of G, such that δ̃ agrees with a weighted Dynkin diagram on the simple
roots of G0. In this case we know whether for g ∈ G0 we have [Ad(g)(x)]gδ̃2

∈ gδ!2 .
However, there seems to be no easy way to extend this to g ∈ G \G0. It does not
even seem possible to only consider elements in a (right or left) transversal of
G0 in G. The problem is the following. Suppose g = g1g2 for an element g ∈ G
with g1 ∈ L and g2 ∈ G0 where L is a right transversal of G/G0. Then we would
have to decide whetherAd(g1g2)(x) ∈ gδ⩾2. Note that even ifAd(g2)(x) /∈ gδ⩾2,we
might have Ad(g1g2)(x) ∈ gδ⩾2 (or vice versa). It is therefore not enough to focus
on a transversal.

Example 5.2. To illustrate this problem, consider a simple algebraic groupG of
typeE7 with simple rootsΠ = {α1, α2, . . . , α7} corresponding to the nodes in the
weighted Dynkin diagram as in Figure 2.2, and a Levi subgroup G0 of type D6.
Let {α1, . . . , α6} be the simple roots of the root system of G0. Let δ arise from
the weighted Dynkin diagram

0

0

0 0 0 0 2

.
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Let x2 = e12,22,32,44,53,62,7 ∈ g be a nilpotent orbit representative, using the same
notation as described in Section 2.3.2. Then we can compute the action of ele-
ments nw and nw′ on x2, where w = sα7 ∈W and w′ = sα7sα6sα5sα4sα3sα1 ∈W .
Note that in a transversal ofG/G0 both elements are in the same coset. However,
Ad(nw)(x2) ∈ gδ⩾2 and Ad(nw′)(x2) /∈ gδ⩾2.

The first problem can be solved as follows. Recall, that the weighted Dynkin diagrams
are a way to describe one representative δ ∈ DG under the action ofG. It is not strictly
necessary to use the map δ induced by the weighted Dynkin diagram in our calcula-
tions. Any map g.δ in the same G-orbit on DG can be used in the same way, unless
specified otherwise in Chapter 4. The easiest way to find other maps in the orbit of δ
is to compute them under the action ofW .

Lemma 5.3. Let δ : Φ −→ Z be a map induced from δ ∈ DG. Let w ∈ W and nw ∈ G be
a representative. Then nw.δ(α) = δ(w−1.α) for all α ∈ Φ.

Proof. We recall the definition of δ: we have δ(α) = ⟨α, δ⟩ where α(δ(c)) = c⟨α,δ⟩ for all
c ∈ k. Then nw.δ(α) = ⟨α, nw.δ⟩, so compute

α(nw.δ(c)) = α(nwδ(c)n
−1
w ) = n−1

w .α(δ(c)) = (w−1.α)(δ(c)).

This shows that ⟨α, nw.δ⟩ = ⟨w−1.α, δ⟩, and hence the claim follows.

Lemma 5.4. Let δ be a weighted Dynkin diagram for G and δ0 ∈ DG such that δ0 ∼ δ
with nw.δ = δ0 for some w ∈W . Furthermore, let y ∈ gδ⩾2 be a nilpotent element. Then

[y]gδ2
= Ad(n−1

w )
(
[Ad(nw)(y)]gδ02

)
.

Proof. Write y =
∑

α∈Φ
δ(α)⩾2

λαeαwhereλα ∈ k and ⟨eα⟩ = gα. Then [y]gδ2 =
∑

α∈Φ
δ(α)=2

λαeα.

Note that as y ∈ gδ⩾2 we have Ad(nw)(y) ∈ Ad(nw)(g
δ
⩾2) = gδ0⩾2 by Lemma 3.8 (i). It is

therefore possible to compute [Ad(nw)(y)]gδ02
.

On the other hand, we have

Ad(nw)(y) =
∑
α∈Φ

δ(α)⩾2

λα(−1)kα,wew.α

=
∑
α∈Φ

δ0(w.α)⩾2

λα(−1)kα,wew.α,

where kα,w ∈ Z arises from the action of nw as described in Section 1.2.5. As the exact
value of kα,w is not important for this calculation, we do not need to specify it.
So [Ad(nw)(y)]gδ02

=
∑

α∈Φ
δ0(w.α)=2

λα(−1)kα,wew.α. Finally, we have

Ad(n−1
w )

(
[Ad(nw)(y)]gδ02

)
=

∑
α∈Φ

δ0(w.α)=2

λα(−1)kα,w(−1)kα,wew−1.(w.α)

=
∑
α∈Φ

δ0(w.α)=2

λαeα

=
∑
α∈Φ

δ(α)=2

λαeα = [y]gδ2
.
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This completes the proof.

The two previous lemmas can be used to simplify the computations if the nilpotent
pieces in smaller root systems are already known.

Proposition 5.5. Let G be a connected reductive algebraic group with root system Φ :=
Φ(G). Let G0 ⊆ G be a closed connected reductive algebraic group of maximal rank in G
with root system Φ0 := Φ(G0) ⊆ Φ.
Suppose that the nilpotent pieces in g0 := Lie(G0) are already known for each weighted
Dynkin diagram δ0, and that for each nilpotent orbit representative x0 ∈ g0 we know the
nilpotent orbit representative x ∈ g such that x0 ∈ Ox.
Suppose further that there exists w ∈ W such that δ′0 := nwδ with δ′0(α) = δ0(α) for all
α ∈ Φ0, where δ is a weighted Dynkin diagram of G and δ0 is a weighted Dynkin diagram
of G0.
Fix a nilpotent orbit representative x ∈ g. If for each nilpotent orbit representative x0 ∈
Ox ∩ g0 it is known that Ox0 ∩ g0 ⊈ N δ0

g0 , then [y]gδ2
/∈ gδ!2 for all y ∈ Ox ∩ gδ⩾2 where

Ad(nw)(y) ∈ g0.

Proof. Let y ∈ Ox ∩ gδ⩾2 with Ad(nw)(y) ∈ g0. By assumption, Ad(nw)(y) /∈ N δ0
g0 . As

in the proof of Lemma 5.4, it follows that y′w := Ad(nw)(y) ∈ g
δ′0
⩾2 ∩ g0. We already

know that CG0

(
[y′w](g0)

δ0
2

)
⊈ (G0)

δ0
⩾0 as we assume that Ox0 ∩ g0 ⊈ N δ0

g0 . This means
that there exists an element gw′ = u′tnw′u ∈ G0 with w′ = sα1 · · · sαr , αi ∈ Φ0 and
Ad(gw′)(y′w) = (y′w). Now w′ does not have weight 0 with respect to δ′0 by the defin-
ition of δ′0. It follows that gw′ /∈ G

δ′0
⩾0 as an element of G by Lemma 4.2. Therefore,

CG

(
[y′w]

g
δ′0
2

)
⊈ (G)

δ′0
⩾0. Note that, since y

′
w ∈ g0, we have [y′w](g0)δ02

= [y′w]
(g)

δ′0
2

.

The fact that CG

(
[y′w]

g
δ′0
2

)
is not a subset of Gδ′0

⩾0 is equivalent to

n−1
w CG

(
[y′w]

g
δ′0
2

)
nw ⊈ n−1

w G
δ′0
⩾0nw = G

n−1
w .δ′0

⩾0 = Gδ
⩾0.

Finally, note that

n−1
w CG

(
[y′w]

g
δ′0
2

)
nw = CG

(
Ad(n−1

w )

(
[Ad(nw)(y)]

g
δ′0
2

))
= CG

(
[y]gδ2

)
by Lemma 5.4. So it follows that CG

(
[y]gδ2

)
⊈ Gδ

⩾0, that is, [y]gδ2 /∈ gδ!2 as claimed.

In order to use the result of this proposition, we need to know two things:

1. Orbit inclusion of the smaller Lie algebras in the orbits of the Lie algebra.

2. The weighted Dynkin diagrams δ0 of G such that δ0 is in the same G-orbit as a
weighted Dynkin diagram δ ∈ DG.

We can compute these by using the help of the programme from the previous section.
The results are stated in theAppendix in TablesA.5 –A.8. Thismakes the computation
easier once the results for (1) and (2) are known. Note however, that both (1) and (2)
have to be computed for every type of root system.



6 | Implementation

In this chapter we take a closer look at implementing the ideas developed in the pre-
ceding chapters. For the implementation Magma V2.26-6 ([2]) was used on Gentoo
Linux, version 5.15.32. Examining the implementation in more detail, we notice that
there are two main difficulties to consider, namely

1. the implementation of the action of the simple algebraic group G on its Lie al-
gebra g and

2. solving non-linear equation systems with many indeterminates (e.g. in E7 we
may have up to 78 indeterminates to consider).

Additionally, we cannotwork over a finite field or a field of characteristic 0, as the solu-
tion of the non-linear equation systems is sometimes in the algebraic closure of a field
of positive characteristic. Keeping this inmind, the choice of the underlying program-
ming language is rather limited (unless we would like to programme a rather large set
of structures and algorithms ourself). We have therefore decided to use Magma, [2],
as the underlying programming language.
We will use the following notation, similar to Section 4.3. Let x ∈ g denote a nilpotent
orbit representative. Define tuples

c := (cα)α∈Φ+ ,

c′ := c′w := (c′α) α∈Φ+

w−1.α∈Φ−
, for w ∈W, and (6.1)

d := (dα)α∈Π,

where the entries are indeterminates in a functionfield overk. Let gw := u′(c′)t(d)nwu(c)
be theBruhat decomposition of an element in a groupof the same type asGbut defined
over a function field, where

u′(c′) :=
∏

α∈Φ+

w−1.α∈Φ−

uα(c
′
α),

t(d) :=
∏
α∈Π

hα(dα), and

u(c) :=
∏

α∈Φ+

uα(cα)

with the hα defined as in Section 1.2.5 and for a fixed total ordering on Φ+. We write

xw(c, d, c
′) := Ad(u′(c′)t(d)nwu(c))(x)

81
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for the action of gw on x, where we consider x as an element in the Lie algebra over
the function field.

Furthermore, let x′w(c, d, c′) := [xw(c, d, c
′)]gδ2

and write yw := xw(cε, dε, c
′
ε) with

cε = (cεα)α∈Φ+ ,

dε = (dεγ )γ∈Π, and
cε = (c′εβ ) β∈Φ+

w−1.α∈Φ−

where cεα , c
′
εβ
, dεγ ∈ {0, 1, . . . , char(k) − 1} are fixed elements, such that we do not

divide by zero when computing yw for α ∈ Φ+, β ∈ Φ+ with w−1.β ∈ Φ−, and γ ∈ Π.
If char(k) = 0 we will check whether this is possible for cεα , c′εβ , dεγ ∈ {0, 1}. If not,
we will not replace the corresponding entries in c, d, or c′. For the gδ2-part of y write
y′w := [yw]gδ2

.
Finally, let λw,β(c, d, c

′) ∈ k for β ∈ Φ and µw,i(c, d, c
′) ∈ k for i ∈ {1, . . . , |Π|} be

defined as in (4.1):

Ad(gw)(xw(c, d, c
′)) =

∑
β∈Φ

λw,β(c, d, c
′)eβ +

|Π|∑
i=1

µw,i(c, d, c
′)hi.

This chapter will be organised as follows: We first look at the Ad-action of G on g.
Considering the fact that we need free variables in the computations, we next describe
the construction of the polynomial rings containing these elements. In the last step,
we describe how to best solve the arising non-linear equation systems.

6.1 Implementation of the Ad-action of G on g

While there exists an implementation of the Ad-action ofG on g in Magma, this does
not work if G (and therefore also g) is defined over certain polynomial rings. Unfor-
tunately, as noted above, we need to be able to use indeterminates and are therefore
forced to implement the action of G on g ourselves. This is done with the help of the
results described in Section 1.2.5. In order to minimise computational work, we com-
pute the action of each nαi , hαi , and u :=

∏
α∈Φ+ uα(cα) on a Chevalley basis of the Lie

algebra. Here, αi ∈ Π = {α1, . . . , αr} and the cα are indeterminates defined over the
field k for all α ∈ Φ. In order to compute the action of G on g, we can use the results
of this action on the Chevalley basis as determined earlier. The action on an arbitrary
element in g is computed by linear extension without having to explicitly calculate
the Ad-action again. Especially in groups with bigger root systems this saves a lot of
time, as the calculation on the basis elements has to be done only once. In compar-
ison, computing theAd-action by using linear combinations of the results on the basis
elements is a lot easier and faster than computing the action anew each time.

6.2 Polynomial rings, function fields and algebraic closures

In order to compute the action ofG on the Lie algebra and to solve certain equations,
it is necessary to define polynomial rings and function fields containing the indeterm-
inates of the actions from (6.1). The construction is done as follows:
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1. As afirst step, weneed to compute the action of an element gw ∈ Gon anilpotent
orbit representative e ∈ g. The naive approach is to construct a polynomial ring
over the finite field Fp and add indeterminates cα, c′α and dβ with α ∈ Φ+, β ∈ Π,
using the same notation as above. We note, however, that the indeterminates dβ,
parametrising torus elements, need to be invertible. Therefore, we need to first
define a function field f := Fp(dβ | β ∈ Π), containing the indeterminates dβ.
Note that mathematically we would like to use the ring of Laurent polynomials,

Fp[cα, c
′
β, dγ , d

−1
γ | α, β ∈ Φ+, γ ∈ Π].

However, at the time of programming this, it was not possible to use this con-
struction in Magma and we use the function field construction instead.
In the second step, we can define the polynomial ring P := f [cα, c

′
α | α ∈ Φ+].

This will allow us to compute Ad(gw)(x) = xw(c, d, c
′).

2. We need to decide whether xw(c, d, c′) is in gδ⩾2. This results in a system of equa-
tions, setting each coefficient λα(c, d, c

′) of eα ∈ gα to zero if δ(α) > 2. However,
the solutions may be in an algebraic closure of an underlying finite field. Addi-
tionally, we want the indeterminates in d to be considered for the solution. This
means that (once we have the equation system) we redefine everything over the
polynomial ring

P := Fp[cα, c
′
β, dγ | α, β ∈ Φ+, γ ∈ Π].

Note that each equation needs to be multiplied by the common denominator of
its coefficients in order to do so. The solution will in most cases still depend on
indeterminates which we also call (by an abuse of notation) c, d, c′. We need to
take the algebraic closure of Fp in order to compute the solutions that are not in
Fp.

3. Suppose, we know that xw(c, d, c′) ∈ gδ⩾2. Next we want to compute the central-
iser of x′w(c, d, c′) := [xw(c, d, c

′)]gδ2
for all possible values for c, d, and c′. However,

if we try to compute a Gröbner basis over a polynomial ring containing these
indeterminates, the solution might depend on explicit values of c, d, and c′. In
order to prevent this fromhappening, we need to redefine xw(c, d, c′) over a func-
tion field containing the indeterminates c, d, and c′. Additionally, we would like
to have the algebraic closure containing the solution from (2). As this proves to
be difficult when solving further non-linear equation systems, we instead add
the minimal polynomials (given in the corresponding indeterminates) of ele-
ments in the algebraic closure (and not in k) to the equation systems. Then we
define the corresponding indeterminates over a polynomial ring, not a function
field. We now have redefined xw(c, d, c

′) over P := f [Xi] where f = Fp(c, d, c
′) is

a function field containing the free variables from the solution in (2), and theXi

are the indeterminates with solution in an algebraic closure.

4. Finally, we want to have a similar construction as in (1), so that we can compute
the action of a gw′ on x′w(c, d, c

′) := [xw(c, d, c
′)]gδ2

and solve the system arising
from the equationAd(gw′)(x′w(c, d, c

′)) = x′w(c, d, c
′). We therefore define a poly-

nomial ring over a function field over f in the same number of indeterminates
as in (1), adding theXi from the previous step to the polynomial ring.
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Note that this brings also another set of difficulties with it: as the construction of the
polynomial rings and function fields is rather complicated, it is not easy to change the
ring or field over which the indeterminates are defined. Mostly, the polynomial ring
will be defined as a variation of something as follows:

P := F [cα, c
′
α | α ∈ Φ+]

F := A(dα | α ∈ Π)

A algebraic closure of f

f := K(c̃α, c̃
′
β, d̃γ | α, β ∈ Φ+, γ ∈ Π)

K either finite field Fp or Q

Weneed these constructions in different parts of the programme, depending on which
problem needs to be solved. Note for instance, that Gröbner bases will only provide
a solution for the indeterminates in a polynomial ring, not the indeterminates in any
function fields contained in the polynomial ring.

6.3 Solving non-linear equation systems

Having described a way in which to define the elements over polynomial rings, we are
now in the position to attempt to find a solution for the non-linear equation systems
described in Section 4.3. This part proves to be themost difficult one. Even for smaller
root systems, the naive computation of Gröbner bases may require too much memory
space. It is therefore necessary to find several ways in which to simplify the system
of non-linear equations that need to be solved. We have already seen a few ways in
which to do this in the previous section and in Chapter 4.
Note also that we have different problems for each of which we need to solve a system
of non-linear equations. We will look at each problem separately and remark upon the
ways in which to simplify the arising Gröbner bases.

6.3.1 General remarks

For the computation of Gröbner bases, we use the command GroebnerBasis(I) in
Magma, where I is an ideal in a polynomial ring. We use the construction as detailed
in [3, Section 112.4.3] without any further parameters. The Gröbner basis returned by
Magma is unique and sorted with respect to a fixedmonomial ordering, see [3, Section
112.4.2]. In the case of this programme we have fixed the graded reverse lexicograph-
ical order “grevlex” see [3, Section 112.2.3].

In general, solving non-linear systems of equations can be simplified as follows:
Checking each equation, it may turn out that in some equations certain indetermin-
ates only occur as a linear factor. In this case we can easily solve this equation for one
of the indeterminates occurring linearly. It is then possible to replace this variable in
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the system by the solution which will be saved in a separate list in the programme.
Not only does this reduce the number of equations contained in the system, but also
the number of indeterminates. In fact, if we reduce the number of indeterminates in
the polynomial ring over which the system is defined to only the indeterminates con-
tained in this system, it is easier to find a Gröbner basis.
Furthermore, we note that some equations can be factorised into several polynomi-
als. In this case we get a new equation system for each factor. This in turn means we
only have to check the systems until one of them yields a solution. However, we would
need to check every equation system to be sure that no equation yields a solution. If
we expect this to be the case, it is better not to factorise the equation.

Note furthermore, (as already remarked upon in the previous section) that the non-
linear equation systems arise from the action of an element gw = u′tnwu in the Bruhat-
decomposition (see (4.2)). It is usually the case for an element x ∈ g that there exists
a subset Φ+

x ⊆ Φ+ such that
∏

α∈Φ+
x
uα(cα) ∈ CG(x) for any choice of cα ∈ k. We will

compute this subsetΦ+
x for each x that gives rise to a non-linear equation system. This

in turn will enable us to solve a system arising from the action of gw = ũ′tnwũ on x
instead. In this case we have

ũ =
∏

α∈Φ+\Φ+
x

uα(cα) and ũ′ =
∏

α∈Φ+\Φ+
x

w−1.α∈Φ−

uα(c
′
α).

It is clear that this system contains less indeterminates and should consequently be
easier to solve.
The same approach can be used when considering the torus elements t ∈ T . Recall
that we can parametrise a torus element by a product t =

∏
α∈Π hα(dα), dα ∈ k×.

As before, we can check for which simple roots α ∈ Π an orbit representative x ∈ g
is centralised by hα(dα) (regardless of the choice of dα ∈ k×). Let Πx ⊆ Π denote
the set of simple roots fulfilling this property. In this case, we may instead consider
t′ =

∏
α∈Π\Πx

hα(dα), dα ∈ k×, see Section 4.3.

A closer look at the torus variables

It is also worth noting that — even if a solution of an equation system exists — it does
not necessarilymean that the equation system is solvable for every choice of variables.
For instance, the variables describing the action of the torus on g cannot be zero. Thus,
we have to check that this does not occur. Additionally, note that these variables must
be invertible when computing the action of gw on x. It is therefore necessary that we
first compute the action of gw on x (including variables) by defining a polynomial ring
over a function field over Fp. The variables describing the action of the torus will be
contained in the function field while all other variables are in the polynomial ring, see
Section 6.2. In a second step, once we have computed the system of equations, we will
multiply by all denominators containing indeterminates over the function field such
that we can now consider the whole system over a polynomial ring. This is necessary
so we can apply the Gröbner basis algorithm without disregarding the torus variables.
Note that in this case we also need to ensure that none of the denominators we mul-
tiplied with will be zero in the solution.

Computing the solutions from the Gröbner basis

Having computed the Gröbner basis, we are still faced with the task of finding the ac-
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tual solution of the system. One problem is that, in general, we will have to solve the
system while considering that some variables can be chosen freely.
We proceed as follows. We start with the last element with respect to the reverse de-
gree lexicographic order in the list of the Gröbner basis and continue up until the
first element. We check if this is a univariate polynomial, in which case the solu-
tion will be given by its roots. Note that the roots have to be computed in the algeb-
raic closure of Fp, that is, in practice we define k(1) := Fp(a1,1, . . . , a1,n1) and k(i) :=
k(i−1)(ai,1, . . . , ai,ni) for i > 1 for each equation we solve, where the ai,j are the roots
of the ith polynomial. Consequently, we have to redefine all elements of the Gröbner
basis over k(i) in each step. For each solution ai we will get a new basis where we eval-
uate the remaining Gröbner basis elements at ai. We then proceed as before for each
new arising basis.
Should we come across a polynomial that is not univariate, we will have to choose one
indeterminate with respect to which we compute the roots of the polynomial. In or-
der to do that, we will redefine the elements of the Gröbner basis over an algebraic
closure of a function field containing all other indeterminates in the polynomial and
proceed as before. This will however lead to the problem that at some point there
might be a polynomial in the Gröbner basis only containing indeterminates defined
over the function field. In this case we have to chose one of the indeterminates, re-
define this indeterminate over the polynomial ring, and find the roots with respect to
this indeterminate. We need to take care to replace this indeterminate by its roots in
the solutions already computed.

6.3.2 Free variables and preventing division by zero

Suppose we are at a point where we have to check whether there exists an element
gw ∈ G such that Ad(gw)(x′w(c, d, c′)) = x′w(c, d, c

′) (respectively for y′w or x′′w(c) by
the notation in Section 4.3). This means that we are in Step 5 in Section 4.3. Note
that we want this equality to hold regardless of the choices for c, d, and c′. However,
the solution gw may depend on the choice of our variables. In general, this will be no
problem unless we divide by a term containing one of the indeterminates. To ensure
that we do find a solution for any possible choice of c, d, and c′, we proceed as follows:

1. Find the solution from the Gröbner basis arising from the system

Ad(gw)(x
′
w(c, d, c

′)) = x′w(c, d, c
′)

as described before.

2. Check each term in the solution for division by a term with an indeterminate
contained in c, d, or c′. Note that these terms may also be hidden in an element
defined over an algebraic closure. For these elements we have to check the min-
imal polynomial instead.

3. Save the values for the indeterminates for which division by zero occurs in a list
L0.

4. For each value z ∈ L0 we compute x′w(z) := [xw(z)]gδ2
and recursively check

everything again for x′w(z) starting from (1).
If there is a solution such thatL0 is empty, we can go up one step in the recursion
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and continue with the programme.
Should we not find a solution for x′w(z), set y′ := x′w(z) and continue checking for
all the Weyl group elements w ∈ W if there exists gw ∈ G \Gδ

⩾0 that centralises
y′. If we find such a gw, proceed as before. Otherwise we have y ∈ N ▲

g .

6.3.3 Deciding whether an element is in gδ⩾2

As seen in Section 4.3, we first want to decide whether Ad(gw)(x) ∈ gδ⩾2 for a given
representative of a nilpotent orbit x ∈ g and an element of theWeyl groupw ∈W. This
system is still relatively easy to solve: We have seen that it is enough to check whether
Ad(nwũ

′)(x) ∈ gδ⩾2 where ũ′ is as in Section 6.3.1 (see also Corollary 4.3). In this case
the polynomial ring we work over is not too complex, as it is only the polynomial ring
over k (in fact we will first find the Gröbner basis over Fp where p = char(k) and in a
later step solve for the indeterminates over the algebraic closure of Fp). We proceed
by the steps given in “General remarks", 6.3.1. Should there exist a solution, we need
to decide whether [Ad(nwũ

′)(x)]gδ2
∈ gδ!2 .

6.3.4 Deciding whether an element is in gδ!2

Firstly, we want to decide whether the solutions are in gδ!2 for all possible solutions
xw(c, d, c

′) as detailed in Section 6.3.3 in the above step. We will therefore compute
Ad(nwũ

′)(x), where we have replaced the indeterminates in ũ′ by their solutions such
that Ad(nwũ

′)(x) ∈ gδ⩾2 and ũ′ contains only these factors uα(cα) with w.α ∈ Φ− as in
Section 4.3. If there are free variables in the solution, we will define a function field
containing these indeterminates and use them instead as described in Section 6.2 (3).
Note that the following calculationswill bemore complex if a functionfield is involved.
We will therefore also define one specific fixed element yw, in which each free variable
is replaced by an element in k, depending on whether one of the options leads to divi-
sion by zero. In practice we will only check this for the elements {0, 1, . . . , char(k)−1}
or {0, 1} if char(k) = 0. If every option results in division by zero, this indeterminate
cannot be replaced. The idea is to check for each elementw ∈W whether gw = u′tnwu
centralises (for arbitrary u′, t, u) this fixed representative. Should this be the case, we
need to check the same thing for the representative x depending on the indetermin-
ates c, c′, and d. We can skip this step if it turns out that these elements are in the
same orbit under the action of some element gw ∈ Gδ

⩾0, as described in Section 4.3.
We check whether Ad(gw)(yw) = xw(c, d, c

′) recursively: Should we find a solution for
the resulting Gröbner basis, we need to ensure that this solution for gw holds for all
choices of variables in xw(c, d, c

′). In particular, we need to make sure that division by
zero does not occur. In order to check this, we look at the resulting solutions and con-
sider all denominators, proceeding as in Section 6.3.3. If there are variables for which
the denominators turn zero, we save the values for these variables. For each value,
we evaluate the new element (it now depends on less indeterminates) and repeat the
process. If at some point the process returns that there is no solution for the choice
of variables, we save them in a list. In this case, we need to check whether an element
gw′ ∈ G also centralizes xw(c, d, c′) evaluated at these values if gw′ centralised yw in
the first place.
Note that this way of solving the problem might not always be the best; sometimes
it is better to just decide whether Ad(gw′)(xw(c, d, c

′)) = xw(c, d, c
′) (that is whether
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xw(c, d, c
′) is centralised by an element gw′) for all values of the free variables. This is

in particular the case when some variables are contained in the algebraic closure but
not in the prime field.
It may be the case that an element xw(c, d, c′) ∈ g is already centralised by some
gw′ = u′tnwu ∈ G where t = 1. Let

Πx := {α ∈ Π | hα(dα) ∈ CG(xw(c, d, c
′)) for all dα ∈ k×},

see Section 6.3.1. We will computeΠx and try solving the equations first for t = 1. We
will successively add one factor hα(cα) to the previously used t,where α /∈ Πx, until we
find a solution orwehave added all such factors (thismaynot always be the fastestway,
however note that proceeding in this manner may provide us with a solution where it
was difficult for the computer to solve the system before).



7 | Results

In this last chapter we present the results of the programme described in the previous
chapters. We fix the following notation for this chapter: Let Π = {α1, . . . , αr} be the
set of simple roots of a simple algebraic groupG for some r ∈ N. Denote the elements
eα spanning gα, α ∈ Φ, g = Lie(G) by e1i1 ,2i2 ,...,rir := ei1α1+i2α2+···+irαr , ij ∈ Z and
i1α1+ i2α2+ · · ·+ irαr ∈ Φ. If ij = 0,we will simply leave jij out, see also the notation
in Section 2.3.2. If we can prove that the nilpotent pieces in a Lie algebra g are disjoint,
the nilpotent pieces agree with the CP-pieces. For the results stated in this chapter,
we repeat Remark 3.14 about the CP-pieces.
Remark 7.1. Note that by [9, Theorem7.3] theCP-pieces agreewith the nilpotent pieces
if the nilpotent pieces form a partition of the nilpotent varietyNg.

7.1 G2

The weighted Dynkin diagrams of type G2 are as in Figure 7.1, see [7, 13.1, p. 401].

(1)
0 0

(2)
0 1

(3)
1 0

(4)
0 2

(5)
2 2

Figure 7.1: The weighted Dynkin diagrams of type G2

Furthermore, the root system is given by

Φ := {±α1,±α2,±(α1 + α2),±(2α1 + α2),±(3α1 + α2),±(3α1 + 2α2)},

where the simple roots {α1, α2} are as in the following Dynkin diagram: α1 α2
.

We begin with the case where char(k) = 2. By [32], we have the following orbit rep-
resentatives, where we let gγ = ⟨eγ⟩ for γ ∈ Φ. Recall that we have already given the
nilpotent orbit representatives in table A.1.

1. x1 := 0,

2. x2 := eα1 + eα2 ,

3. x3 := eα1 + e2α1+α2 ,

4. x4 := eα1 ,

5. x5 := eα2 .

LetOi be the orbit corresponding to the representative xi, i ∈ {1, . . . , 5}, andNi be
the nilpotent piece corresponding to the weighted Dynkin diagram (i), i ∈ {1, . . . , 5},
as in Figure 7.1. This results in the following nilpotent pieces:

89
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1. N1 := {0} = O1,

2. N2 := O5,

3. N3 := O4,

4. N4 := O3,

5. N5 := O2.

If char(k) = 3, the following nilpotent orbit representatives are again given by [32]
using the same notation as above:

1. x1 := 0,

2. x2 := eα1 + eα2 ,

3. x3 := eα2 + eα1+α2 ,

4. x4 := eα2 + e2α1+α2 ,

5. x5 := eα1 ,

6. x6 := eα2 .

Then we get the following pieces:

1. N1 := {0} = O1,

2. N2 := O6,

3. N3 := O3 ∪ O5,

4. N4 := O4,

5. N5 := O2.

Note that in good characteristic, the representatives x3 and x5 are in the same nil-
potent orbit, as Ad(u2α1+α2

(
−1

3

)
n(sα2sα1 )

2)(x3) = x5.
In order to give a better overview, we give the above results in the form of a table. If not
otherwise stated, the nilpotent orbit representatives are true for all characteristics. In
case (iii) we get a union of two orbits in characteristic 3, and the additional represent-
ative is denoted by x3,2. We remark that the elements eα1 + e2α1+α2 and eα2 + e2α1+α2

are in the same nilpotent orbit. In the list above, we have chosen the nilpotent orbit
representatives as in [32], which is why they differ.

Weighted Dynkin Diagram Nilpotent orbit representative

(i)
0 0

x1:= 0

(ii)
0 1

x2:= eα2

(iii) 1 0

x3:= eα1

x3,2:= eα2 + eα1+α2 , p = 3

(iv)
0 2

x4:= eα1 + e2α1+α2

(v)
2 2

x5:= eα1 + eα2

Table 7.2: Nilpotent pieces in G2

We summarise the above results as follows:

Theorem 7.2 (Nilpotent pieces forG2 in characteristic 2 and 3). We use the same nota-
tion as above and let
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1. x1 := 0,

2. x2 := eα1 + eα2 ,

3. x3 := eα2 + eα1+α2 ,

4. x4 := eα2 + e2α1+α2 ,

5. x5 := eα1 ,

6. x6 := eα2 .

Then the nilpotent pieces forG2 with respect to the weightedDynkin diagrams are given
by

1. N1 := {0} = Ox1 ,

2. N2 := Ox6 ,

3. N3 := Ox5 ,

4. N4 := Ox4 ,

5. N5 := Ox2

if char(k) = 2 and by

1. N1 := {0} = Ox1 ,

2. N2 := Ox6 ,

3. N3 := Ox3 ∪ Ox5 ,

4. N4 := Ox4 ,

5. N5 := Ox2

if char(k) = 3. In particular, the nilpotent pieces form a partition of the nilpotent
variety and therefore agree with the CP-pieces by Remark 7.1.

Remark 7.3. In his paper [13], Hesselink describes a stratification of the nullcone of
the Lie algebra of G2. The results are exactly the nilpotent pieces as computed here,
coming from an entirely different definition. But this stratification is just the CP-
pieces, see [9, Theorem, Section 5].

7.2 F4

Weproceed as above by listing theweighted Dynkin diagrams forF4 as well as the orbit
representatives in good and bad characteristic. Note that the orbit representatives in
good characteristic are the same as in characteristic 3. For the orbit representatives
see [20, Table 22.1.4] and [29], and Table A.2. The simple roots are as given in the
Dynkin diagram:

α1 α2 α3 α4

.

As the nilpotent orbit representatives are the same in good characteristic and for char-
acteristic 3, these cases are not distinguished. In characteristic 2 we get additional
orbits, which are denoted by xi,2 if they are in the same orbit as xi in good character-
istic. All orbit representatives in good characteristic (or characteristic 3) are also orbit
representatives in characteristic 2. Applying the programme described in Section 4
results in the following pieces in characteristic 2 (with the same notation as for G2):
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1. N1 = O1,

2. N2 = O2,

3. N3 = O3 ∪ O3,2,

4. N4 = O4,

5. N5 = O5,

6. N6 = O6 ∪ O6,2,

7. N7 = O7,

8. N8 = O8 ∪ O8,2,

9. N9 = O9 ∪ O9,2,

10. N10 = O10 ∪ O10,2,

11. N11 = O11,

12. N12 = O12,

13. N13 = O13 ∪ O13,2,

14. N14 = O14,

15. N15 = O15,

16. N16 = O16,

whereN16 follows by Proposition 3.21.
Note that each of the pairs of nilpotent orbit representatives x3 and x3,2, as well as
x6 and x6,2, x8 and x8,2, x9 and x9,2, x10 and x10,2, and x13 and x13,2 are in the same
nilpotent orbits in good characteristic. In particular, the nilpotent pieces contain the
same nilpotent orbits (or the nilpotent orbits they split into) as in good characteristic.
More precisely we can give explicit group elements sending one element to the other.
We will use the same notation for the root subgroup elements uα(cα), cα ∈ k, α ∈ Φ,
as for the eα, see Section 2.3.2.

Ad

(
h4(1)u1,2,3

(
−1

2

))
(x3) = x3,2

Ad

(
h1(−1)h2(−1)u1,22,33,4

(
−1

2

))
(x6) = x6,2

Ad

(
uα3(1)h1(−1)u3

(
1

2

))
(x8) = x8,2

Ad

(
h1(−1)h2(−1)nsα2

u3

(
−1

2

)
u1,2,32,4

(
1

8

)
u2,32,42

(
−1

2

))
(x9) = x9,2

Ad

(
u3,4(z)h1(1)h3(−1)h4(z)u2,3

(
1

2

))
(x10) = x10,2

Ad

(
h1(−1)h3(1)h4(−1)nsα2

u1,22,32,4

(
−1

2

))
(x13) = x13,2.

Here we choose z ∈ k such that z2 = −1. We expect this to be a pattern that should
hold for the other exceptional groups as well. In characteristic 3 we use the same orbit
representatives (i.e. mapping the coefficients of the linear combinations of basis ele-
ments into k). Applying the programme results in the same pieces as in characteristic
0, i.e. we haveNi = Oi for all i = 1, . . . , 16with the same notation as above. As before,
we also state the results in the form of a table.
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Weighted Dynkin diagram Nilpotent orbit representative

(i)
0 0 0 0

x1:= 0

(ii)
1 0 0 0

x2:= e1

(iii) 0 0 0 1

x3:= e1,22,33,42

x3,2:= e1,22,33,42 + e12,23,34,42 , p = 2

(iv)
0 1 0 0

x4:= e1,22,33,4 + e1,22,32,42

(v)
2 0 0 0

x5:= e1,22,32 + e1,2,32,42

(vi) 0 0 0 2

x6:= e1,2,3,4 + e2,32,4

x6,2:= e1,2,3,4 + e2,32,4 + e12,23,34,42 ,
p = 2

(vii)
0 0 1 0

x7:= e1,22,32 + e1,2,32,4 + e2,32,42

(viii) 2 0 0 1

x8:= e1,2,3 + e2,32,42

x8,2:= e1,2 + e1,2,32 + e2,32,42 , p = 2

(ix) 0 1 0 1

x9:= e1,2,3 + e2,32,4 + e1,22,32,42

x9,2:= e1,2,3 + e2,32,4 + e1,2,32,42 +
e1,22,32 , p = 2

(x) 1 0 1 0

x10:= e1,2,3 + e2,32,4 + e2,32,42

x10,2:= e1,2 + e2,32,4 + e1,2,32,42 +
e1,22,34,42 , p = 2

(xi)
0 2 0 0

x11:= e1,2,3+e1,2,32 +e2,3,4+e22,32,42

(xii)
2 2 0 0

x12:= e1 + e2,3 + e2,3,4 + e2,32,42

(xiii) 1 0 1 2

x13:= e4 + e1,2,3 + e2,32

x13,2:= e4 + e1,2,3 + e2,32 + e1,22,32,42 ,
p = 2

(xiv)
0 2 0 2

x14:= e1,2 + e2,3 + e3,4 + e1,2,32
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(xv)
2 2 0 2

x15:= e1 + e4 + e2,3 + e2,32

(xvi)
2 2 2 2

x16:= e1 + e2 + e3 + e4

Table 7.3: Nilpotent pieces in F4

Theorem 7.4 (Nilpotent pieces for F4 in characteristic 2 and 3). We use the same nota-
tion as above. Then the nilpotent pieces forF4 in characteristic 2 are given byNi = Oi∪Oi,2

for i ∈ {3, 6, 8, 9, 10, 13} andNi = Oi otherwise.
In characteristic 3 we get Ni = Oi for all 1 ⩽ i ⩽ 16. In particular, the nilpotent pieces
form a partition of the nilpotent variety and therefore agree with the CP-pieces by Re-
mark 7.1.

7.3 E6

If the root system is of type E6, we get the same number of orbits in good and bad
characteristic. In fact we can choose the “same” orbit representatives for each charac-
teristic, where the coefficients of the eα are either 0 or 1. They can be found in Table
A.3. Here, the roots {α1, α2, . . . , α6} are the simple roots ofΦ as denoted in the Dynkin
diagram:

E6

α1

α2

α3 α4 α5 α6

Figure 7.4: The Dynkin diagram of type E6

The table below lists the nilpotent orbit representatives contained in the nilpotent
pieces that are described by the weighted Dynkin diagrams in the left column.

Weighted Dynkin Diagram Nilpotent orbit representative

(i)
0

0

0 0 0 0

x1:= 0

(ii)
0

1

0 0 0 0

x2:= e1,22,32,43,52,6

(iii)
1

0

0 0 0 1

x3:= e1,2,32,42,5,6 + e1,2,3,42,52,6

(iv)
0

2

0 0 0 0

x4:= e2,3,4,5,6 + e1,2,3,42,5
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(v)
0

0

0 1 0 0

x5:= e1,2,32,42,5 + e1,2,3,42,5,6 +
e2,3,42,52,6

(vi)
1

1

0 0 0 1

x6:= e1,3,4,5,6 + e2,3,4,5,6 + e1,2,3,42,5

(vii)
1

2

0 0 0 1

x7:= e2,3,4 + e2,4,5 + e1,3,4,5,6

(viii)
0

0

1 0 1 0

x8:= e1,2,3,4,5 + e1,3,4,5,6 + e2,3,42,5 +
e2,3,4,5,6

(ix)
2

0

0 0 0 2

x9:= e1,2,3,4 + e1,3,4,5 + e2,4,5,6 +
e3,4,5,6

(x)
0

1

1 0 1 0

x10:= e3,4,5 + e1,2,3,4 + e2,4,5,6 +
e1,3,4,5,6

(xi)
2

2

0 0 0 2

x11:= e5,6 + e1,3,4 + e2,3,4 + e2,4,5

(xii)
0

2

0 2 0 0

x12:= e2 + e1,3,4 + e3,4,5 + e4,5,6

(xiii)
0

0

0 2 0 0

x13:= e3,4,5+ e4,5,6+ e1,2,3,4+ e2,4,5,6

(xiv)
1

0

0 1 0 1

x14:= e1,2,3,4 + e1,3,4,5 + e2,4,5,6 +
e3,4,5,6 + e2,3,42,5

(xv)
1

1

1 0 1 1

x15:= e5,6 + e1,3,4 + e2,3,4 + e2,4,5 +
e3,4,5

(xvi)
2

1

1 0 1 2

x16:= e1 + e6 + e2,3,4 + e2,4,5 + e3,4,5

(xvii)
2

2

0 2 0 2

x17:= e2 + e6 + e1,3 + e3,4 + e4,5

(xviii)
1

2

1 0 1 1

x18:= e1,3+ e2,4+ e5,6+ e3,4,5+ e4,5,6

(ixx)
2

2

2 0 2 2

x19:= e1 + e3 + e2,4 + e4,5 + e5 + e6
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(xx)
2

0

0 2 0 2

x20:= e1+e3,4+e2,4+e2,4,5+e2,3,4,5+
e5,6

(xxi)
2

2

2 2 2 2

x21:= e1 + e2 + e3 + e4 + e5 + e6

Table 7.5: Nilpotent pieces in E6

Applying the programme results in the same pieces as in characteristic 0, i.e. we have
Ni = Oi for all i = 1, . . . , 21 with the same notation as above.

Theorem 7.5 (Nilpotent pieces forE6 in characteristic 2 and 3). We use the same nota-
tion as above. Then the nilpotent pieces for E6 in both characteristic 2 and 3 are given by
Ni = Oi for all 1 ⩽ i ⩽ 21. In particular, the nilpotent pieces form a partition of the
nilpotent variety and therefore agree with the CP-pieces by Remark 7.1.

7.4 E7

Unfortunately, the computations for typeE7 in this version of the programme are still
too complex to yield results for every piece. However, it was possible to compute some
of the nilpotent pieces in characteristic 2, the solution of which will be given below.
We use the same notation as inE6 and the nilpotent orbit representatives are the ones
given in Magma for non-exceptional type and are taken from the book of Liebeck and
Seitz [20] otherwise.
The following table displays theweightedDynkin diagrams and in the right column the
nilpotent orbit representatives in the nilpotent pieces corresponding to the respective
weighted Dynkin diagrams. The rows that have not been computed yet have been left
out.

Weighted Dynkin Diagram E7 Nilpotent orbit representative

(i)
0

0

0 0 0 0 0

x1:= 0

(ii)
1

0

0 0 0 0 0

x2:= e12,22,33,44,53,62,7

(iii)
0

0

0 0 0 1 0

x3:= e1,22,32,43,52,62,7 +
e1,2,32,43,53,62,7

(iv)
0

0

0 0 0 0 2

x4:= e1,2,32,42,5,6,7 + e1,2,3,42,52,6,7 +
e2,3,42,52,62,7
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(v)
0

0

1 0 0 0 0

x5:= e1,22,32,43,52,6+e1,2,32,43,52,6,7+
e1,2,32,42,52,62,7

(vi)
2

0

0 0 0 0 0

x6:= e1,2,3,42,5,6,7 + e1,2,32,42,52,6

(vii)
0

1

0 0 0 0 1

x7:= e1,2,32,42,5,6,7 + e1,2,3,42,52,6,7 +
e2,3,42,52,62,7 + e1,22,32,43,52,6

(viii)
1

0

0 0 0 1 0

x8:= e1,2,3,42,5,6,7 + e1,2,32,42,52,6 +
e2,3,42,52,62,7

(ix)
0

0

0 1 0 0 0

x9:= e1,2,32,42,5,6 + e1,2,3,42,52,6 +
e1,2,3,42,5,6,7 + e2,3,42,52,6,7

(xi)
0

0

0 0 0 2 0

x11:= e1,3,4,5,6,7 + e2,3,4,5,6,7 +
e1,2,3,42,5,6 + e2,3,42,52,6

(xii)
0

2

0 0 0 0 0

x12:= e1,2,32,42,5,6 + e1,2,3,42,52,6 +
e1,2,3,42,5,6,7 + e2,3,42,52,6,7

(xiii)
2

0

0 0 0 0 2

x13:= e2,4,5,6,7+e3,4,5,6,7+e1,2,3,42,5+
e1,2,3,4,5,6

(xvi)
0

0

2 0 0 0 0

x16:= e2,3,4,5,6+e3,4,5,6,7+e1,2,3,42,5+
e1,3,4,5,6,7

Table 7.6: Nilpotent pieces in E7 for char(k) = 2
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A.1 Nilpotent orbit representatives

Wewrite down the representatives of the nilpotent orbits in the case of bad character-
istic for the exceptional groups of Lie type for later use. They are taken from [20, Tables
22.1.1 – 22.1.5] as well as from the nilpotent orbit representatives given in Magma [2].
The orbit representatives in F4 are taken from [29, Table 1]. Note that in bad charac-
teristic one has to check that each of the representatives given by Magma defines a
different orbit. For instance, the representatives given in Magma for the orbits of type
A5 and E6(a3) in the simple group of type E6 are in the same orbit in characteristic 2
and we have to choose a different representative for the orbit of type E6(a3).

A.1.1 G2

Class Weighted Dynkin Diagram Nilpotent orbit representative

1
0 0

x1:= 0

A1 0 1
x2:= e2

Ã1

1 0

x3:= e1, p ̸= 3

(Ã1)3 x3,2:= e2 + e1,2, p = 3

G2(a1) 0 2
x4:= e2 + e13,2

G2 2 2
x5:= e1 + e2

Table A.1: Nilpotent orbits in G2

A.1.2 F4

Class Weighted Dynkin diagram Nilpotent orbit representative

1
0 0 0 0

x1:= 0

A1 1 0 0 0
x2:= e1

98
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Ã1

0 0 0 1

x3:= e1,22,33,42

(Ã1)2 x3,2:= e1,22,33,42 + e12,23,34,42 , p = 2

A1Ã1 0 1 0 0
x4:= e1,22,33,4 + e1,22,32,42

A2 2 0 0 0
x5:= e1,22,32 + e1,2,32,42

Ã2

0 0 0 2

x6:= e1,2,3,4 + e2,32,4

(Ã2)2 x6,2:= e1,2,3,4 + e2,32,4 + e12,23,34,42 ,
p = 2

A2Ã1 0 0 1 0
x7:= e1,22,32 + e1,2,32,4 + e2,32,42

B2 2 0 0 1
x8:= e1,2,3 + e2,32,42

(B2)2 2 0 0 1
x8,2:= e1,2 + e1,2,32 + e2,32,42 , p = 2

Ã2A1

0 1 0 1

x9:= e1,2,3 + e2,32,4 + e1,22,32,42

(Ã2A1)2 x9,2:= e1,2,3 + e2,32,4 + e1,2,32,42 +
e1,22,32 , p = 2

C3(a1)
1 0 1 0

x10:= e1,2,3 + e2,32,4 + e2,32,42

(C3(a1))2 x10,2:= e1,2 + e2,32,4 + e1,2,32,42 +
e1,22,34,42 , p = 2

F4(a3) 0 2 0 0
x11:= e1,2,3+e1,2,32 +e2,3,4+e22,32,42

B3 2 2 0 0
x12:= e1 + e2,3 + e2,3,4 + e2,32,42

C3

1 0 1 2

x13:= e4 + e1,2,3 + e2,32

(C3)2 x13,2:= e4 + e1,2,3 + e2,32 + e1,22,32,42 ,
p = 2

F4(a2) 0 2 0 2
x14:= e1,2 + e2,3 + e3,4 + e1,2,32

F4(a1) 2 2 0 2
x15:= e1 + e4 + e2,3 + e2,32

F4 2 2 2 2
x16:= e1 + e2 + e3 + e4

Table A.2: Nilpotent orbits in F4
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A.1.3 E6

Weighted Dynkin diagram Nilpotent orbit representative

1

0

0

0 0 0 0

x1:= 0

A1

0

1

0 0 0 0

x2:= e1,22,32,43,52,6

A2
1

1

0

0 0 0 1

x3:= e1,2,32,42,5,6 + e1,2,3,42,52,6

A2

0

2

0 0 0 0

x4:= e2,3,4,5,6 + e1,2,3,42,5

A3
1

0

0

0 1 0 0

x5:= e1,2,32,42,5 + e1,2,3,42,5,6 +
e2,3,42,52,6

A2A1

1

1

0 0 0 1

x6:= e1,3,4,5,6 + e2,3,4,5,6 + e1,2,3,42,5

A3

1

2

0 0 0 1

x7:= e2,3,4 + e2,4,5 + e1,3,4,5,6

A2A
2
1

0

0

1 0 1 0

x8:= e1,2,3,4,5 + e1,3,4,5,6 + e2,3,42,5 +
e2,3,4,5,6

A2
2

2

0

0 0 0 2

x9:= e1,2,3,4 + e1,3,4,5 + e2,4,5,6 +
e3,4,5,6

A3A1

0

1

1 0 1 0

x10:= e3,4,5 + e1,2,3,4 + e2,4,5,6 +
e1,3,4,5,6

A4

2

2

0 0 0 2

x11:= e5,6 + e1,3,4 + e2,3,4 + e2,4,5

D4

0

2

0 2 0 0

x12:= e2 + e1,3,4 + e3,4,5 + e4,5,6

D4(a1)

0

0

0 2 0 0

x13:= e3,4,5+ e4,5,6+ e1,2,3,4+ e2,4,5,6

A2
2A1

1

0

0 1 0 1

x14:= e1,2,3,4 + e1,3,4,5 + e2,4,5,6 +
e3,4,5,6 + e2,3,42,5
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A4A1

1

1

1 0 1 1

x15:= e5,6 + e1,3,4 + e2,3,4 + e2,4,5 +
e3,4,5

A5

2

1

1 0 1 2

x16:= e1 + e6 + e2,3,4 + e2,4,5 + e3,4,5

D5

2

2

0 2 0 2

x17:= e2 + e6 + e1,3 + e3,4 + e4,5

D5(a1)

1

2

1 0 1 1

x18:= e1,3+ e2,4+ e5,6+ e3,4,5+ e4,5,6

E6(a1)

2

2

2 0 2 2

x19:= e1 + e3 + e2,4 + e4,5 + e5 + e6

E6(a3)

2

0

0 2 0 2

x20:= e1+e3,4+e2,4+e2,4,5+e2,3,4,5+
e5,6

E6

2

2

2 2 2 2

x21:= e1 + e2 + e3 + e4 + e5 + e6

Table A.3: Nilpotent orbits in E6

A.1.4 E7

Class Weighted Dynkin Diagram E7 Nilpotent orbit representative

1

0

0

0 0 0 0 0

x1:= 0

A1

1

0

0 0 0 0 0

x2:= e12,22,33,44,53,62,7

A2
1

0

0

0 0 0 1 0

x3:= e1,22,32,43,52,62,7 +
e1,2,32,43,53,62,7

(A3
1)

(1)

0

0

0 0 0 0 2

x4:= e1,2,32,42,5,6,7 + e1,2,3,42,52,6,7 +
e2,3,42,52,62,7

(A3
1)

(2)

0

0

1 0 0 0 0

x5:= e1,22,32,43,52,6+e1,2,32,43,52,6,7+
e1,2,32,42,52,62,7
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A2

2

0

0 0 0 0 0

x6:= e1,2,3,42,5,6,7 + e1,2,32,42,52,6

A4
1

0

1

0 0 0 0 1

x7:= e1,2,32,42,5,6,7 + e1,2,3,42,52,6,7 +
e2,3,42,52,62,7 + e1,22,32,43,52,6

A2A1

1

0

0 0 0 1 0

x8:= e1,2,3,42,5,6,7 + e1,2,32,42,52,6 +
e2,3,42,52,62,7

A2A
2
1

0

0

0 1 0 0 0

x9:= e1,2,32,42,5,6 + e1,2,3,42,52,6 +
e1,2,3,42,5,6,7 + e2,3,42,52,6,7

A3

2

0

0 0 0 1 0

x10:= e1,2,3,4 + e1,3,4,5 + e2,3,42,52,62,7

A2
2

0

0

0 0 0 2 0

x11:= e1,3,4,5,6,7 + e2,3,4,5,6,7 +
e1,2,3,42,5,6 + e2,3,42,52,6

A2A
3
1

0

2

0 0 0 0 0

x12:= e1,2,32,42,5,6 + e1,2,3,42,52,6 +
e1,2,3,42,5,6,7 + e2,3,42,52,6,7

(A3A1)
(1)

2

0

0 0 0 0 2

x13:= e2,4,5,6,7+e3,4,5,6,7+e1,2,3,42,5+
e1,2,3,4,5,6

A2
2A1

0

0

1 0 0 1 0

x14:= e1,3,4,5,6,7 + e2,3,4,5,6,7 +
e1,2,32,42,5 + e1,2,3,42,5,6 +
e2,3,42,52,6

(A3A1)
(2)

1

0

0 1 0 0 0

x15:= e2,3,42,5 + e1,2,3,4,5,6 +
e1,3,4,5,6,7 + e2,3,42,52,62,7

D4(a1)

0

0

2 0 0 0 0

x16:= e2,3,4,5,6+e3,4,5,6,7+e1,2,3,42,5+
e1,3,4,5,6,7

A3A
2
1

1

0

0 0 1 0 1

x17:= e2,4,5,6,7+e3,4,5,6,7+e1,2,3,42,5+
e1,2,3,4,5,6 + e2,3,42,52,6

D4

2

0

2 0 0 0 0

x18:= e1+e2,3,42,5+e2,3,4,5,6+e3,4,5,6,7

D4(a1)A1

0

1

1 0 0 0 1

x19:= e2,3,4,5,6+ e2,4,5,6,7+ e3,4,5,6,7+
e1,2,3,42,5 + e1,3,4,5,6,7
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A3A2
0

0

0 1 0 1 0
x20:= e1,3,4,5,6+ e2,3,4,5,6+ e2,4,5,6,7+

e3,4,5,6,7 + e1,2,3,42,5

(A3A2)2 x20,2:= e7 + e6,5,4 + e6,5,4,3,2 + e5,4,3 +
e4,2 + e7,6

A4

2

0

0 0 0 2 0

x21:= e1,2,3,4 + e1,3,4,5 + e4,5,6,7 +
e2,3,4,5,6

A3A2A1

0

0

0 0 2 0 0

x22:= e1,2,3,4,5 + e1,3,4,5,6 + e2,3,42,5 +
e2,3,4,5,6 + e2,4,5,6,7 + e3,4,5,6,7

(A5)
(1)

2

0

0 0 0 2 2

x23:= e7+e1,2,3,4+e1,3,4,5+e2,4,5,6+
e3,4,5,6

D4A1

2

1

1 0 0 0 1

x24:= e1 + e2,3,42,5 + e2,3,4,5,6 +
e2,4,5,6,7 + e3,4,5,6,7

A4A1

1

0

0 1 0 1 0

x25:= e1,2,3,4 + e1,3,4,5 + e4,5,6,7 +
e2,3,42,5 + e2,3,4,5,6

D5(a1)

2

0

0 1 0 1 0

x26:= e1,3 + e2,4,5,6 + e4,5,6,7 +
e2,3,42,5 + e3,4,5,6,7

A4A2

0

0

0 2 0 0 0

x27:= e1,2,3,4 + e1,3,4,5 + e2,3,4,5 +
e2,4,5,6 + e3,4,5,6 + e4,5,6,7

(A5)
(2)

1

0

0 1 0 2 0

x28:= e5,6 + e6,7 + e1,2,3,4 + e1,3,4,5 +
e2,3,42,5

A5A1

1

0

0 1 0 1 2

x29:= e7+e1,2,3,4+e1,3,4,5+e2,4,5,6+
e3,4,5,6 + e2,3,42,5

D5(a1)A1

2

0

0 0 2 0 0

x30:= e3,4,5+e4,5,6+e5,6,7+e1,2,3,4+
e2,3,4,5,6 + e2,4,5,6,7

D6(a2)

0

1

1 0 1 0 2

x31:= e6,7 + e2,4,5 + e3,4,5 + e1,2,3,4 +
e3,4,5,6 + e1,3,4,5,6

E6(a3)

0

0

2 0 0 2 0

x32:= e1,3,4 + e2,3,4 + e4,5,6 + e5,6,7 +
e2,3,4,5 + e1,2,3,4,5
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D5

2

0

2 0 0 2 0

x33:= e1+e2,3,4+e3,4,5+e4,5,6+e5,6,7

E7(a5)

0

0

0 2 0 0 2

x34:= e1,3,4 + e2,3,4 + e2,4,5 + e4,5,6 +
e5,6,7 + e3,4,5,6 + e1,3,4,5,6

A6
0

0

0 2 0 2 0 x35:= e5,6 + e6,7 + e1,3,4 + e2,3,4 +
e2,4,5 + e3,4,5

(A6)2 x35,2:= e5,6 + e6,7 + e1,3,4 + e2,3,4 +
e3,4,5 + e2,4,5 + e1,2,32,42,5

D5A1

2

1

1 0 1 1 0

x36:= e1 + e2,3,4 + e2,4,5 + e3,4,5 +
e4,5,6 + e5,6,7

D6(a1)

2

1

1 0 1 0 2

x37:= e1 + e6,7 + e2,3,4 + e2,4,5 +
e3,4,5 + e3,4,5,6

E7(a4)

2

0

0 2 0 0 2

x38:= e1,3 + e4,5 + e6,7 + e2,3,4 +
e2,3,4,5 + e2,4,5,6 + e3,4,5,6

D6

2

1

1 0 1 2 2

x39:= e1+e6+e7+e2,3,4+e2,4,5+e3,4,5

E6(a1)

2

0

0 2 0 2 0

x40:= e1,3 + e2,4 + e4,5 + e5,6 + e6,7 +
e3,4,5

E6

2

0

2 2 0 2 0

x41:= e1+e3+e2,4+e4,5+e5,6+e6,7

E7(a3)

2

0

0 2 0 2 2

x42:= e1+e2,4+e3,4+e2,4,5+e2,3,4,5+
e5,6 + e7

E7(a2)

2

2

2 0 2 0 2

x43:= e1 + e2 + e3 + e2,4 + e4,5 +
e5,6 + e6,7

E7(a1)

2

2

2 0 2 2 2

x44:= e1+e3+e2,4+e3,4+e5+e6+e7

E7

2

2

2 2 2 2 2

x45:= e1+ e2+ e3+ e4+ e5+ e6+ e7

Table A.4: Nilpotent orbits in E7
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A.2 Orbit inclusions

We give the orbit inclusions needed for the calculations in Section 5.2. These inclu-
sions have been computed using parts of the programme. We check whether the rep-
resentatives are in the same orbit in E7. This can be made easier by taking the orbit
representatives inE7 and checking whether we can find an element in the group, such
that they are sent to an element in the Lie algebra of the parabolic subgroup. Then we
can check whether these elements are in the same orbit in the smaller Lie algebra.

Orbit Type

Orbit Orbit Orbit Orbit
representative representative representative representative
E7 E6 A6 D6

1 x1 = 0 y1 = 0 z1 = 0 w1 = 0

A1 x2 = e12,22,33,44,53,62,7 y2 = e1,22,32,43,52,6 z2 = e1,3,4,5,6,7 w2 = e2,3,42,52,62,7

A2
1

x3 = e1,22,32,43,52,62,7

+ e1,2,32,43,53,62,7

y3 = e1,2,32,42,5,6

+ e1,2,3,42,52,6

z3 = e1,3,4,5,6

+ e3,4,5,6,7

w3,1 = e3,4,5,6,7

+ e2,4,5,6,7

w3,2 = e2,3,42,5,6,7

+ e2,3,42,52,6

(A3
1)

(1)

x4 = e1,2,32,42,5,6,7

+ e1,2,3,42,52,6,7

+ e2,3,42,52,62,7

– –
w4 = e2,4,5,6,7

+ e2,3,4,5,6

+ e2,3,42,5

(A3
1)

(2)

x5 = e1,22,32,43,52,6

+ e1,2,32,43,52,6,7

+ e1,2,32,42,52,62,7

y5 = e1,2,32,42,5

+ e1,2,3,42,5,6

+ e2,3,42,52,6

z5 = e1,3,4,5

+ e3,4,5,6,7

+ e4,5,6,7

w5,1 = e3,4,5,6,7

+ e2,3,4,5,6

+ e2,3,42,5

w5,2 = e3,4,5,6,7

+ e2,4,5,6,7

+ e2,3,42,52,6

A2

x6 = e1,2,3,42,5,6,7

+ e1,2,32,42,52,6

y6 = e2,3,4,5,6

+ e1,2,3,42,5

z6 = e1,3,4

+ e5,6,7

w6 = e2,4,5,6

+ e3,4,5,6,7

A4
1

x7 = e1,2,32,42,5,6,7

+ e1,2,3,42,52,6,7

+ e2,3,42,52,62,7

+ e1,22,32,43,52,6

– –

w7 = e3,4,5,6,7

+ e2,4,5,6,7

+ e2,3,4,5,6

+ e2,3,42,5

A2A1

x8 = e1,2,3,42,5,6,7

+ e1,2,32,42,52,6

+ e2,3,42,52,62,7

y8 = e1,3,4,5,6

+ e2,3,4,5,6

+ e1,2,3,42,5

z8 = e1,3,4

+ e5,6,7

+ e3,4,5,6

w8 = e2,4,5,6

+ e3,4,5,6,7

+ e2,3,42,5

A2A
2
1

x9 = e1,2,32,42,5,6

+ e1,2,3,42,52,6

+ e1,2,3,42,5,6,7

+ e2,3,42,52,6,7

y9 = e1,2,3,4,5

+ e1,3,4,5,6

+ e2,3,42,5

+ e2,3,4,5,6

z9 = e1,3,4

+ e3,4,5

+ e4,5,6

+ e5,6,7

w9 = e4,5,6,7

+ e3,4,5,6

+ e2,4,5,6

+ e2,3,4,5
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A3

x10 = e1,2,3,4

+ e1,3,4,5

+ e2,3,42,52,62,7

y10 = e2,3,4

+ e2,4,5

+ e1,3,4,5,6

z10 = e1 + e7

+ e3,4,5,6

w10,1 = e6,7

+ e5,6

+ e2,3,42,5

w10,2 = e7

+ e3,4,5,6

+ e2,4,5,6

A2
2

x11 = e1,3,4,5,6,7

+ e2,3,4,5,6,7

+ e1,2,3,42,5,6

+ e2,3,42,52,6

y11 = e1,2,3,4

+ e1,3,4,5

+ e2,4,5,6

+ e3,4,5,6

z11 = e5,6 + e6,7

+ e1,3,4

+ e3,4,5

w11 = e2,4,5

+ e2,3,4

+ e4,5,6,7

+ e3,4,5,6

A2A
3
1

x12 = e1,2,32,42,5,6

+ e1,2,3,42,52,6

+ e1,2,3,42,5,6,7

+ e2,3,42,52,6,7

– – –

(A3A1)
(1)

x13 = e2,4,5,6,7

+ e3,4,5,6,7

+ e1,2,3,42,5

+ e1,2,3,4,5,6

– –

w13 = e5,4,7

+ e4,5,6

+ e2,4,5

+ e2,3,4

A2
2A1

x14 = e1,3,4,5,6,7

+ e2,3,4,5,6,7

+ e1,2,32,42,5

+ e1,2,3,42,5,6

+ e2,3,42,52,6

y14 = e1,2,3,4

+ e1,3,4,5

+ e2,4,5,6

+ e3,4,5,6

+ e2,3,42,5

– –

(A3A1)
(2)

x15 = e2,3,42,5

+ e1,2,3,4,5,6

+ e1,3,4,5,6,7

+ e2,3,42,52,62,7

y15 = e3,4,5

+ e1,2,3,4

+ e2,4,5,6

+ e1,3,4,5,6

z15 = e1,3 + e4,5

+ e6,7

+ e3,4,5,6

w15,1 = e5,6,7

+ e4,5,6

+ e3,4,5

+ e2,3,4

w15,2 = e7

+ e3,4,5,6

+ e2,4,5,6

+ e2,3,42,5

D4(a1)

x16 = e2,3,4,5,6

+ e3,4,5,6,7

+ e1,2,3,42,5

+ e1,3,4,5,6,7

y16 = e3,4,5

+ e4,5,6

+ e1,2,3,4

+ e2,4,5,6

–

w16 = e6,7

+ e3,4,5

+ e2,4,5

+ e2,4,5,6

A3A
2
1

x17 = e2,4,5,6,7

+ e3,4,5,6,7

+ e1,2,3,42,5

+ e1,2,3,4,5,6

+ e2,3,42,52,6

– –

w17 = e5,6,7

+ e4,5,6

+ e3,4,5

+ e2,4,5

+ e2,3,4
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D4

x18 = e1

+ e2,3,42,5

+ e2,3,4,5,6

+ e3,4,5,6,7

y18 = e2

+ e1,3,4

+ e3,4,5

+ e4,5,6

–
w18 = e7 + e6

+ e3,4,5

+ e2,4,5

D4(a1)A1

x19 = e2,3,4,5,6

+ e2,4,5,6,7

+ e3,4,5,6,7

+ e1,2,3,42,5

+ e1,3,4,5,6,7

– –

w19 = e6,7

+ e3,4,5

+ e2,4,5

+ e2,3,4

+ e2,4,5,6

A3A2

x20 = e1,3,4,5,6

+ e2,3,4,5,6

+ e2,4,5,6,7

+ e3,4,5,6,7

+ e1,2,3,42,5

–

z20 = e1,3

+ e3,4

+ e4,5

+ e5,6

+ e6,7

w20 = e3,4

+ e2,4

+ e5,6,7

+ e4,5,6

+ e2,3,4,5

(A3A2)2

x21 = e7 + e2,4

+ e6,7

+ e4,5,6

+ e2,3,4,5

+ e2,3,4,5,6

– –

w21 = e7

+ e4,5,6

+ e2,3,4,5,6

+ e3,4,5

+ e2,4 + e6,7

A4

x22 = e1,2,3,4

+ e1,3,4,5

+ e4,5,6,7

+ e2,3,4,5,6

y22 = e5,6

+ e1,3,4

+ e2,3,4

+ e2,4,5

z22 = e1 + e7

+ e3,4 + e5,6

w22 = e6,7 + e5,6

+ e2,4 + e3,4,5

A3A2A1

x23 = e1,2,3,4,5

+ e1,3,4,5,6

+ e2,3,42,5

+ e2,3,4,5,6

+ e2,4,5,6,7

+ e3,4,5,6,7

– – –

(A5)
(1)

x24 = e7

+ e1,2,3,4

+ e1,3,4,5

+ e2,4,5,6

+ e3,4,5,6

– –
w24 = e2 + e6,7

+ e5,6 + e4,5

+ e3,4

D4A1

x25 = e1

+ e2,3,42,5

+ e2,3,4,5,6

+ e2,4,5,6,7

+ e3,4,5,6,7

– –

w25 = e7 + e6

+ e3,4,5

+ e2,4,5

+ e2,3,4

A4A1

x26 = e1,2,3,4

+ e1,3,4,5

+ e4,5,6,7

+ e2,3,42,5

+ e2,3,4,5,6

y26 = e5,6

+ e1,3,4

+ e2,3,4

+ e2,4,5

+ e3,4,5

z26 = e1 + e7

+ e3,4 + e4,5

+ e5,6

–
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D5(a1)

x27 = e1,3

+ e2,4,5,6

+ e4,5,6,7

+ e2,3,42,5

+ e3,4,5,6,7

y27 = e1,3

+ e2,4

+ e5,6

+ e3,4,5

+ e4,5,6

–
w27 = e7 + e5,6

+ e3,4 + e2,4

+ e2,4,5

A4A2

x28 = e1,2,3,4

+ e1,3,4,5

+ e2,3,4,5

+ e2,4,5,6

+ e3,4,5,6

+ e4,5,6,7

– – –

(A5)
(2)

x29 = e5,6 + e6,7

+ e1,2,3,4

+ e1,3,4,5

+ e2,3,42,5

y29 = e1 + e6

+ e2,3,4

+ e2,4,5

+ e3,4,5

z29 = e1 + e3

+ e4 + e6

+ e4,5

w29 = e3 + e6,7

+ e5,6 + e4,5

+ e2,4

A5A1

x30 = e7

+ e1,2,3,4

+ e1,3,4,5

+ e2,4,5,6

+ e3,4,5,6

+ e2,3,42,5

– – –

D5(a1)A1

x31 = e3,4,5

+ e4,5,6

+ e5,6,7

+ e1,2,3,4

+ e2,3,4,5,6

+ e2,4,5,6,7

– – –

D6(a2)

x32 = e6,7

+ e2,4,5

+ e3,4,5

+ e1,2,3,4

+ e3,4,5,6

+ e1,3,4,5,6

– –
w32 = e3 + e2

+ e6,7 + e5,6

+ e4,5 + e2,4

E6(a3)

x33 = e1,3,4

+ e2,3,4

+ e4,5,6

+ e5,6,7

+ e2,3,4,5

+ e1,2,3,4,5

y33 = e1 + e3,4

+ e2,4 + e2,4,5

+ e2,3,4,5 + e5,6

– –

D5

x34 = e1

+ e2,3,4

+ e3,4,5

+ e4,5,6

+ e5,6,7

y34 = e2 + e6

+ e1,3 + e3,4

+ e4,5

–
w34 = e7 + e6

+ e5 + e3,4

+ e2,4
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E7(a5)

x35 = e1,3,4

+ e2,3,4

+ e2,4,5

+ e4,5,6

+ e5,6,7

+ e3,4,5,6

+ e1,2,3,4,5,6

– – –

A6

x36 = e5,6 + e6,7

+ e1,3,4

+ e2,3,4

+ e2,4,5

+ e3,4,5

–
z36 = e1 + e3

+ e4 + e5

+ e6 + e7

–

(A6)2

x37 = e5,6 + e6,7

+ e1,3,4

+ e2,3,4

+ ee,4,5

+ e3,4,5

+ e1,2,32,42,5

– – –

D5A1

x38 = e1 + e2,3,4

+ e2,4,5

+ e3,4,5

+ e4,5,6

+ e5,6,7

– – –

D6(a1)

x39 = e1 + e6,7

+ e2,3,4

+ e2,4,5

+ e3,4,5

+ e3,4,5,6

– –
w39 = e7 + e6

+ e3 + e2

+ e4,5 + e2,4

E7(a4)

x40 = e1,3 + e4,5

+ e6,7

+ e2,3,4

+ e2,3,4,5

+ e2,4,5,6

+ e3,4,5,6

– – –

D6

x41 = e1 + e6

+ e7 + e2,3,4

+ e2,4,5

+ e3,4,5

– –
w41 = e7 + e6

+ e5 + e4 + e3

+ e2

E6(a1)

x42 = e1,3 + e2,4

+ e4,5 + e5,6

+ e6,7 + e3,4,5

y42 = e1 + e3

+ e2,4 + e4,5

+ e5 + e6

– –

E6

x43 = e1 + e3

+ e2,4 + e4,5

+ e5,6 + e6,7

y43 = e1 + e2

+ e3 + e4

+ e5 + e6

– –
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E7(a3)

x44 =e7 + e1,3

+ e2,4 + e3,4

+ e4,5 + e5,6

+ e2,3,4,5

– – –

E7(a2)

x45 = e1 + e3

+ e7 + e2,4 + e4,5

+ e5,6 + e4,5,6

– – –

E7(a1)

x46 = e1 + e3

+ e5 + e6 + e7

+ e2,4 + e4,5

– – –

E7

x47 = e1 + e2

+ e3 + e4 + e5

+ e6 + e7

– – –

Table A.5: Orbit inclusions for E7

A.3 Parabolic subgroups in E7

We first give alternative “weighted Dynkin diagrams” computed as in Lemma 5.3 inE7

that agree with weighted Dynkin diagrams on the respective nodes of Levi subgroups
of type E6, A6, and D6. We will give the elements nw as a list of integers [i1, . . . , ir] if
nw = nsαi1

· · ·nsαir
where theαi are the simple roots with the ordering as in Figure 2.2.

Note that in some cases, we get several nilpotent orbits in the underlying Lie algebras
of type E6, A6, andD6 for one nilpotent orbit in the Lie algebra of type E7.

A.3.1 For type E6

Weighted
Dynkin

Weighted
Dynkin

nw with belongs to orbit

Diagram δ of E7 Diagram δ′0 for
E6

δ′0 = nw.δ in E6

(i)
0

0

0 0 0 0 0 0

0

0 0 0 0 0

[] 1

(ii)
1

0

0 0 0 0 0 0

1

0 0 0 0 −1

[7, 6, 5, 4, 3, 1] A1

(iii)
0

0

0 0 0 1 0 1

0

0 0 0 1 −2
[7, 6, 5, 4, 3, 2, 4, 5,

6]
A2

1

(iv)
0

0

0 0 0 0 2 0

0

0 0 0 0 2

[] 1



A.3. PARABOLIC SUBGROUPS IN E7 111

(v)
0

0

1 0 0 0 0 0

0

0 1 0 0 −2

[2, 4, 2] A3
1

(vi)
2

0

0 0 0 0 0 0

2

0 0 0 0 −2

[7, 6, 5, 4, 3, 1] A2

(vii)
0

1

0 0 0 0 1 0

1

0 0 0 0 1

[] A1

(viii)
1

0

0 0 0 1 0 1

1

0 0 0 1 −3
[7, 6, 5, 4, 3, 2, 4, 5,

6, 1]
A2A1

(ix)
0

0

0 1 0 0 0 0

0

1 0 1 0 −3
[7, 6, 5, 4, 3, 2, 4, 5,

1, 3, 4]
A2A

2
1

(x)
2

0

0 0 0 1 0 1

2

0 0 0 1 −4
[7, 6, 5, 4, 3, 2, 4, 5,

6, 1]
A3

(xi)
0

0

0 0 0 2 0 2

0

0 0 0 2 −4
[7, 6, 5, 4, 3, 2, 4, 5,

6]
A2

2

(xii)
0

2

0 0 0 0 0 0

2

0 0 0 0 0

[] A2

(xiii)
2

0

0 0 0 0 2 2

0

0 0 0 2 −2

[6] A2
2

(xiv)
0

0

1 0 0 1 0 1

0

0 1 0 1 −4
[7, 6, 5, 4, 3, 2, 4, 5,

6, 1, 3]
A2

2A1

(xv)
1

0

0 1 0 0 0 0

1

1 0 1 0 −4

[4, 5, 6, 7, 1] A3A1

(xvi)
0

0

2 0 0 0 0 0

0

0 2 0 0 −4

[2, 4, 2] D4(a1)

(xvii)
1

0

0 0 1 0 1 1

0

0 1 0 1 −2

[1, 3] A2
2A1

(xviii)
2

0

2 0 0 0 0 0

2

0 2 0 0 −6
[3, 1, 4, 2, 3, 4, 5, 6,

7]
D4

(ixx)
0

1

1 0 0 0 1 1

2

0 0 0 1 −2

[2, 4, 3] A3
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(xx)
0

0

0 1 0 1 0 0

1

1 0 1 0 −2

[6, 7, 6] (A3A1)
(2)

(xxi)
2

0

0 0 0 2 0 2

2

0 0 0 2 −6
[7, 6, 5, 4, 3, 2, 4, 5,

6, 1]
A4

(xxii)
0

0

0 0 2 0 0 0

0

0 2 0 0 −2

[1] D4(a1)

(xxiii)
2

0

0 0 0 2 2 2

0

0 0 0 2 2

[] A2A
2
1

(xxiv)
2

1

1 0 0 0 1

– – –

(xxv)
1

0

0 1 0 1 0 1

1

1 0 1 1 −6
[7, 6, 5, 4, 3, 2, 4, 5,

6, 1, 3, 4]
A4A1

(xxvi)
2

0

0 1 0 1 0 1

2

1 0 1 1 −7

[4, 5, 6, 3, 2, 4, 5] A4A1

(xxvii)
0

0

0 2 0 0 0 0

0

0 2 0 0 0

[] D4(a1)

(xxviii)
1

0

0 1 0 2 0 2

1

1 0 1 2 −8

[4, 5, 6, 4, 3, 2, 4, 5] A5

(xxix)
1

0

0 1 0 1 2 1

0

0 1 0 1 2

[] A2
2A1

(xxx)
2

0

0 0 2 0 0 0

2

0 2 0 0 −4

[5, 6, 2] D4

(xxxi)
0

1

1 0 1 0 2

0

1

1 0 1 0 2

[] A3A1

2

1

1 0 1 2 −6

[3, 4, 5, 2, 4, 3] A5

(xxxii)
0

0

2 0 0 2 0 2

0

0 2 0 2 −8

[4, 5, 2, 4, 1] E6(a3)

(xxxiii)
2

0

2 0 0 2 0 2

2

0 2 0 2 −10

[5, 6, 1, 3, 4, 1] D5
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(xxxiv)
0

0

0 2 0 0 2

0

0

0 2 0 0 2

[] D4

2

0

0 2 0 2 −6

[5, 6, 2, 4] E6(a3)

(xxxv)
0

0

0 2 0 2 0

– – –

(xxxvi)
2

1

1 0 1 1 0

– – –

(xxxvii)
2

1

1 0 1 0 2 2

1

1 0 1 2 −2

[2] A5

(xxxviii)
2

0

0 2 0 0 2

2

2

0 2 0 2 −8

[5]
D5

2

2

0 2 0 2 −8

[7, 5, 6, 3, 2]

(xxxix)
2

1

1 0 1 2 2 2

1

1 0 1 2 2

[] A5

(xl)
2

0

0 2 0 2 0 2

2

2 0 2 2 −12

[4, 5, 6, 4, 3, 2, 4, 5] E6(a1)

(xli)
2

0

2 2 0 2 0 2

2

2 2 2 2 −16
[1, 3, 4, 5, 6, 5, 3, 4,

3]
E6

(xlii)
2

0

0 2 0 2 2

2

0

0 2 0 2 2

[] E6(a3)

2

2

2 0 2 2 −6

[6, 7, 1] E6(a1)

(xliii)
2

2

2 0 2 0 2

2

2

2 0 2 2 −2

[2] E6(a1)

2

2

2 2 2 2 −14

[7, 6, 4, 3, 2, 4, 3, 1] E6



114 A. APPENDIX

(xliv)
2

2

2 0 2 2 2

2

2

2 0 2 2 2

[]
E6(a1)

2

2

2 0 2 2 2

[5, 3, 4]

(xlv)
2

2

2 2 2 2 2 2

2

2 2 2 2 2

[] E6

Table A.6: Corresponding weighted Dynkin diagrams for E6 in E7

A.3.2 For type A6

Weighted Dynkin Weighted Dynkin nw with belongs to orbit

Diagram δ of E7 Diagram δ′0 for A6 δ′0 = nw.δ in A6

(i)
0

0

0 0 0 0 0 0

0

0 0 0 0 0

[] 1

(ii)
1

0

0 0 0 0 0 1

−1

0 0 0 0 1

[7, 1] A1

(iii)
0

0

0 0 0 1 0 0

−2

1 0 0 1 0

[2, 4, 5, 6] A2
1

(iv)
0

0

0 0 0 0 2

– – –

(v)
0

0

1 0 0 0 0 0

−3

0 1 1 0 0

[7, 5, 6, 5, 3] (A3
1)

(2)

(vi)
2

0

0 0 0 0 0 2

−2

0 0 0 0 2

[7, 1] A2

(vii)
0

1

0 0 0 0 1

– – –

(viii)
1

0

0 0 0 1 0 1

−3

1 0 0 1 1

[7, 4, 5, 4, 3, 2] A2A1

(ix)
0

0

0 1 0 0 0 1

−4

0 1 1 0 1

[5, 6, 7, 2, 4, 5, 4] A2A
2
1
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(x)
2

0

0 0 0 1 0 2

−4

1 0 0 1 2

[7, 4, 5, 4, 3, 2] A3

(xi)
0

0

0 0 0 2 0 0

−4

2 0 0 2 0

[2, 4, 5, 6] A2
2

(xii)
0

2

0 0 0 0 0

0

2

0 0 0 0 0

[]
1

0

−2

0 0 0 0 0

[7, 6, 5, 4]

(xiii)
2

0

0 0 0 0 2

2

0

0 0 0 0 2

[]
A2

2

−4

0 0 0 0 2

[5, 2, 4, 3, 2, 1]

(xiv)
0

0

1 0 0 1 0

0

0

1 0 0 1 0

[]
A2

1

0

−4

1 0 0 1 0
[5, 4, 3, 2, 4, 5, 6, 3,

4, 5, 2, 1]
(A3A1)

(2)

(xv)
1

0

0 1 0 0 0 2

−5

0 1 1 0 2

[6, 5, 1, 3, 2, 4, 2, 1] (A3A1)
(2)

(xvi)
0

0

2 0 0 0 0

– – –

(xvii)
1

0

0 0 1 0 1

1

−1

1 0 0 1 1

[7, 2]
A2A1

1

−5

1 0 0 1 1
[5, 6, 4, 5, 3, 4, 1, 3,

2, 4, 5, 4, 3, 2]

(xviii)
2

0

2 0 0 0 0

– – –

(ixx)
0

1

1 0 0 0 1

1

−2

0 1 1 0 1

[5, 2]
A2A1

1

−6

0 1 1 0 1
[4, 2, 3, 1, 5, 4, 2, 7,

6, 5, 4, 2, 3, 4]
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(xx)
0

0

0 1 0 1 0 1

−6

1 1 1 1 1
[1, 3, 4, 5, 6, 7, 5, 6,

1]
A3A2

(xxi)
2

0

0 0 0 2 0 2

−6

2 0 0 2 2

[7, 4, 5, 4, 3, 2] A4

(xxii)
0

0

0 0 2 0 0

0

−2

2 0 0 2 0

[4]
(A2)

2

0

−6

2 0 0 2 0

[6, 4, 1, 3, 2, 4, 5, 2]

(xxiii)
2

0

0 0 0 2 2

– – –

(xxiv)
2

1

1 0 0 0 1

– – –

(xxv)
1

0

0 1 0 1 0 2

−7

1 1 1 1 2
[3, 4, 5, 6, 7, 6, 1, 3,

2, 4, 5, 2]
A4A1

(xxvi)
2

0

0 1 0 1 0

– – –

(xxvii)
0

0

0 2 0 0 0

– – –

(xxviii)
1

0

0 1 0 2 0 2

−9

2 1 1 2 2
[3, 4, 5, 6, 7, 6, 1, 3,

2, 4, 5, 2]
A

(2)
5

(xxix)
1

0

0 1 0 1 2

– – –

(xxx)
2

0

0 0 2 0 0

– – –

(xxxi)
0

1

1 0 1 0 2

– – –

(xxxii)
0

0

2 0 0 2 0

0

0

2 0 0 2 0

[]
(A2)

2

0

−8

2 0 0 2 0
[5, 4, 3, 2, 4, 5, 6, 3,

4, 5, 2, 1]
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(xxxiii)
2

0

2 0 0 2 0

– – –

(xxxiv)
0

0

0 2 0 0 2

– – –

(xxxv)
0

0

0 2 0 2 0 2

−12

2 2 2 2 2
[1, 3, 4, 5, 6, 7, 5, 6,

1]
A6

(xxxvi)
2

1

1 0 1 1 0

– – –

(xxxvii)
2

1

1 0 1 0 2

– – –

(xxxviii)
2

0

0 2 0 0 2

2

−10

2 2 2 2 2

[6, 3, 2, 4, 5, 3, 1]
A6

2

−14

2 2 2 2 2
[5, 6, 7, 1, 3, 4,

5, 1, 3, 4, 3, 2, 1]

(xxxix)
2

1

1 0 1 2 2

– – –

(xl)
2

0

0 2 0 2 0

2

−8

2 2 2 2 2

[7, 5, 6, 5, 4]
A6

2

−16

2 2 2 2 2
[5, 6, 7, 5, 6, 1, 3, 4,

5, 1, 3, 2, 4, 1, 3, 1]

(xli)
2

0

2 2 0 2 0

– – –

(xlii)
2

0

0 2 0 2 2

– – –

(xliii)
2

2

2 0 2 0 2

– – –

(xliv)
2

2

2 0 2 2 2

2

−2

2 2 2 2 2

[6]
A6

2

−22

2 2 2 2 2

[6, 2, 4, 5, 3, 4, 1, 3,

2, 4, 5, 6, 7, 6, 5, 4,

3, 2, 4, 5, 6, 1, 3, 4,

5, 3, 2, 4, 1, 3]



118 A. APPENDIX

(xlv)
2

2

2 2 2 2 2 2

2

2 2 2 2 2

[] A6

Table A.7: Corresponding weighted Dynkin diagrams for A6 in E7

A.3.3 For type D6

Weighted Dynkin Weighted Dynkin nw with belongs to orbit

Diagram δ of E7 Diagram δ′0 forD6 δ′0 = nw.δ inD6

(i)
0

0

0 0 0 0 0 0

0

0 0 0 0 0

[] 1

(ii)
1

0

0 0 0 0 0 −1

0

0 0 0 1 0

[4, 5] A1

(iii)
0

0

0 0 0 1 0

−2

0

0 1 0 0 0

[1, 3, 4] A2
1

−1

0

0 0 0 0 2

[6, 7, 3, 4] A2
1

(iv)
0

0

0 0 0 0 2 −2

2

0 0 0 0 0

[6, 7] (A3
1)

(1)

(v)
0

0

1 0 0 0 0

−3

0

2 0 0 0 0

[6, 7, 6, 5, 3] (A3
1)

(2)

−2

0

0 0 1 0 1

[7, 1, 3, 2] (A3
1)

(2)

(vi)
2

0

0 0 0 0 0 −2

0

0 0 0 2 0

[4, 5] A2

(vii)
0

1

0 0 0 0 1 −3

1

1 0 0 0 1

[5, 4, 3, 1] A4
1

(viii)
1

0

0 0 0 1 0 −3

0

0 1 0 1 0

[6, 7, 3, 4, 2] A2A1

(ix)
0

0

0 1 0 0 0 −3

0

0 0 2 0 0

[5, 6, 7, 4, 2, 1] A2A
2
1
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(x)
2

0

0 0 0 1 0

−4

0

0 1 0 2 0

[6, 7, 3, 4, 2]
A3

−3

0

0 0 0 2 2

[6, 7, 2, 4, 5, 1]

(xi)
0

0

0 0 0 2 0 −4

0

0 2 0 0 0

[1, 3, 4] A2
2

(xii)
0

2

0 0 0 0 0

0

2

0 0 0 0 0

[] 1

−2

0

0 0 2 0 0

[2]
A2A

2
1

−4

0

0 0 2 0 0

[3, 4, 5, 4]

−4

2

0 0 0 0 0

[6, 7, 5, 3, 2] (A3
1)

(2)

(xiii)
2

0

0 0 0 0 2

2

0

0 0 0 0 2

[] A2
1

−2

0

0 0 0 2 2

[5, 6, 4] A3

−4

2

0 0 0 2 0

[3, 4, 1] (A3A1)
(1)

−4

0

0 0 0 2 2

[7, 4, 5, 6, 3] A3

(xiv)
0

0

1 0 0 1 0

−1

0

0 1 0 1 0

[5] A2A1

−3

0

0 2 0 0 0

[5, 6, 7, 5, 1]
A2

2

−5

0

0 2 0 0 0
[3, 4, 1, 3, 2, 4, 5, 3,

4, 2]

−5

0

0 1 0 1 0
[5, 6, 7, 4, 5, 3, 2, 4,

1, 3, 2]
A2A1
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(xv)
1

0

0 1 0 0 0

−5

0

2 0 0 2 0

[2, 4, 5, 6, 7, 6, 5, 4] (A3A1)
(2)

−4

0

0 1 0 1 2

[5, 6, 7, 3, 2, 4, 2] (A3A1)
(2)

(xvi)
0

0

2 0 0 0 0 −4

0

0 0 2 0 2

[7, 1, 3, 2] D4(a1)

(xvii)
1

0

0 0 1 0 1 −5

1

1 0 1 1 0

[5, 6, 3, 4, 5, 2, 4, 2] A3A
2
1

(xviii)
2

0

2 0 0 0 0 −6

0

0 0 2 2 2

[2, 4, 5, 6, 4] D4

(ixx)
0

1

1 0 0 0 1 −5

1

1 0 1 0 2

[7, 4, 5, 6, 2, 4, 5, 4] D4(a1)A1, (A3A2)2

(xx)
0

0

0 1 0 1 0 −5

0

0 2 0 0 2

[4, 5, 6, 5, 2, 4, 1, 3] A3A2

(xxi)
2

0

0 0 0 2 0 −6

0

0 2 0 2 0

[6, 7, 3, 4, 2] A4

(xxii)
0

0

0 0 2 0 0

0

0

0 0 2 0 0

[] A2A
2
1

−2

2

0 0 0 2 0

[5, 6] (A3A1)
(1)

−4

0

0 2 0 0 2

[6, 7, 3] A3A2

−6

0

0 2 0 0 2

[2, 4, 5, 6, 7, 5] A3A2

−6

2

0 0 0 2 0

[6, 7, 6, 4, 5, 1, 3] (A3A1)
(1)

−6

0

0 0 2 0 0

[7, 1, 3, 4, 5, 6, 4, 2] A2A
2
1

(xxiii)
2

0

0 0 0 2 2 −8

2

0 2 0 2 0

[7, 6, 5, 2, 4, 2] A
(1)
5
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(xxiv)
2

1

1 0 0 0 1 −7

1

1 0 1 2 2
[3, 4, 5, 6, 7, 5, 2, 4,

2]
D4A1

(xxv)
1

0

0 1 0 1 0

1

0

0 1 0 1 0

[] A2A1

−2

1

1 0 1 1 0

[6, 3] A3A
2
1

−5

0

0 2 0 2 0

[7, 6, 1, 3, 4, 5, 2, 4]
A4

−7

0

0 2 0 2 0
[1, 3, 2, 4, 5, 6, 4, 3,

2, 4, 1, 3, 2]

−8

1

1 0 1 1 0
[1, 3, 4, 5, 6, 4, 3, 2,

4, 5, 4, 3, 2, 4, 1, 3]
A3A

2
1

−7

0

0 1 0 1 0 [6, 2, 4, 5, 3, 4, 1, 3,

2, 4, 5, 6, 7, 6, 4, 5,

3]

A2A1

(xxvi)
2

0

0 1 0 1 0 −7

0

0 2 0 2 2
[4, 3, 2, 4, 5, 3, 2, 4,

3, 2]
D5(a1)

(xxvii)
0

0

0 2 0 0 0

0

0

0 2 0 0 0

[]

A2A
2
10

0

0 2 0 0 0

[7, 2, 4]

0

0

0 2 0 0 0

[7, 2, 4, 5, 6, 5, 4, 2]

(xxviii)
1

0

0 1 0 2 0 −9

0

2 2 0 2 0
[6, 7, 6, 5, 4, 1, 3, 2,

4, 5]
A

(2)
5

(xxix)
1

0

0 1 0 1 2

1

0

0 1 0 1 2

[] (A3A1)
(2)

−7

2

0 2 0 2 0

[7, 3, 4, 5, 2, 4, 3, 1]
A

(1)
5

−9

2

0 2 0 2 0
[5, 6, 7, 5, 6, 3, 4, 5,

4, 3, 2, 4, 2, 1]
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(xxix)
1

0

0 1 0 1 2 −9

0

0 1 0 1 2 [7, 6, 4, 5, 3, 4, 1, 3,

2, 4, 5, 6, 4, 5, 3, 2,

4, 2, 1]

(A3A1)
2

(xxx)
2

0

0 0 2 0 0

2

0

0 0 2 0 0

[] (A2A1)
2

−6

0

0 2 0 2 2

[4, 5, 6, 7, 2]
D5(a1)

−8

0

0 2 0 2 2

[5, 1, 3, 2, 4, 3, 1]

−8

0

0 0 2 0 0
[7, 2, 4, 5, 6, 4, 3,

2, 4, 5, 2]
(A2A1)

2

(xxxi)
0

1

1 0 1 0 2 −9

2

2 0 2 0 2
[3, 2, 4, 5, 6, 5, 4, 3

, 2, 4, 3]
D6(a2)

(xxxii)
0

0

2 0 0 2 0

0

0

2 0 0 2 0

[] (A3A1)
(2)

−2

0

0 2 0 2 0

[5] A4

−8

0

2 2 0 2 0

[7, 5, 6, 4, 5, 2]
A

(2)
5

−10

0

2 2 0 2 0

[3, 4, 5, 6, 5, 3, 2, 4]

−10

0

0 2 0 2 0
[5, 6, 7, 4, 5, 3, 2, 4,

1, 3, 2]
A4

−10

0

2 0 0 2 0
[3, 2, 4, 5, 6, 7, 3, 2,

4, 2, 3, 2]
(A3A1)

(2)

(xxxiii)
2

0

2 0 0 2 0 −10

0

0 2 2 2 2

[7, 6, 3, 2, 4, 5, 4, 2] D5

(xxxiv)
0

0

0 2 0 0 2

0

0

0 2 0 0 2

[] A3A2

−4

0

0 2 0 2 2

[7, 4, 3] D5(a1)
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(xxxiv)
0

0

0 2 0 0 2

−6

2

0 2 0 2 0

[4, 5, 4, 1] A
(1)
5

−8

2

2 0 2 0 2

[5, 6, 7, 6, 3, 2]
D6(a2)

−10

2

2 0 2 0 2

[2, 4, 5, 6, 7, 6, 4, 1]

−10

2

0 2 0 2 0
[3, 4, 1, 3, 2, 4, 5, 3,

4, 2]
A

(1)
5

−10

0

0 2 0 2 2
[3, 2, 4, 5, 6, 7, 6, 3,

4, 1]
D5(a1)

−10

0

0 2 0 0 2
[6, 7, 3, 4, 5, 6, 3, 4,

5, 2, 4, 1]
A3A2

(xxxv)
0

0

0 2 0 2 0

0

0

0 2 0 2 0

[]
A4

−12

0

0 2 0 2 0
[3, 4, 5, 6, 7, 6, 4, 1,

3, 2, 4, 5, 1]

(xxxvi)
2

1

1 0 1 1 0

2

1

1 0 1 1 0

[] A3A
2
1

−9

0

0 2 2 2 2
[7, 6, 5, 4, 3, 2, 4, 5,

6, 2, 1] D5

−11

0

0 2 2 2 2
[4, 5, 6, 7, 4, 3, 2, 4,

5, 6, 4, 3, 2, 4, 5]

−12

1

1 0 1 1 0 [4, 1, 3, 2, 4, 5, 6, 2,

4, 5, 3, 4, 1, 3, 2, 4,

5, 4, 3, 2, 4, 1, 3]

A3A
2
1

(xxxvii)
2

1

1 0 1 0 2 −11

2

2 0 2 2 2
[3, 4, 5, 6, 7, 5, 4, 2,

3, 2, 4, 5, 6]
D6(a1)

(xxxviii)
2

0

0 2 0 0 2

2

0

0 2 0 0 2

[] A3A2

−4

2

2 0 2 0 2

[1, 3] D6(a2)



124 A. APPENDIX

(xxxviii)
2

0

0 2 0 0 2

−10

2

2 0 2 2 2

[5, 6, 5, 3, 4, 2, 1]
D6(a1)

−12

2

2 0 2 2 2
[3, 4, 5, 6, 7, 6, 5, 3,

4, 3]

−14

2

2 0 2 0 2
[7, 6, 5, 4, 1, 3, 2, 4,

5, 1, 3, 2, 4, 1]
D6(a2)

(xxxix)
2

1

1 0 1 2 2 −15

2

2 2 2 2 2
[6, 3, 2, 4, 5, 3, 4, 1,

3, 2, 4, 3, 2, 1]
D6

(xl)
2

0

0 2 0 2 0

2

0

0 2 0 2 0

[] A4

−2

0

2 2 0 2 0

[7]
A

(2)
5

−16

0

2 2 0 2 0
[1, 3, 4, 5, 6, 7, 3, 2,

4, 5, 6, 4, 5, 3, 4, 1]

−14

0

0 2 0 2 0 [6, 2, 4, 5, 3, 4, 1, 3,

2, 4, 5, 6, 7, 6, 4, 5,

3]

A4

(xli)
2

0

2 2 0 2 0

2

0

2 2 0 2 0

[]
A

(2)
5

−20

0

2 2 0 2 0 [2, 4, 5, 3, 4, 1, 3, 2,

4, 5, 6, 7, 5, 2, 4,

1, 3, 2, 1]

(xlii)
2

0

0 2 0 2 2

2

0

0 2 0 2 2

[] D5(a1)

−4

2

2 0 2 2 2

[4, 1] D6(a1)

−14

2

2 2 2 2 2
[3, 4, 5, 6, 5, 4, 1, 3,

1] D6

−16

2

2 2 2 2 2
[7, 6, 1, 3, 4, 5, 3, 2,

4, 1, 3, 2]

−18

2

2 0 2 2 2 [1, 3, 2, 4, 5, 6, 7, 6,

3, 4, 5, 4, 3, 2, 4, 1,

3, 2]

D6(a1)
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(xlii)
2

0

0 2 0 2 2 −16

0

0 2 0 2 2 [7, 6, 4, 5, 3, 4, 1, 3,

2, 4, 5, 6, 4, 5, 3, 2,

4, 2, 1]

D5(a1)

(xliii)
2

2

2 0 2 0 2

2

2

2 0 2 0 2

[] D6(a1)

−8

2

2 2 2 2 2

[4, 5, 6, 1]
D6

−22

2

2 2 2 2 2 [4, 1, 3, 2, 4, 5, 6, 7,

6, 4, 3, 2, 4, 5, 4, 3,

2, 4, 1]

−20

2

2 0 2 0 2 [6, 2, 4, 5, 3, 4, 1, 3,

2, 4, 5, 6, 3, 2, 4, 5,

4, 1, 3, 2, 4, 1, 3]

D6(a1)

(xliv)
2

2

2 0 2 2 2

2

2

2 0 2 2 2

[] D6(a1)

−4

2

2 2 2 2 2

[5, 4]
D6

−26

2

2 2 2 2 2

[3, 2, 4, 5, 6, 7, 6, 3,

4, 5, 3, 4, 1, 3, 2, 4,

5, 6, 3, 2, 4, 5, 2, 4,

1]

(xlv)
2

2

2 2 2 2 2 2

2

2 2 2 2 2

[] D6

Table A.8: Corresponding weighted Dynkin diagrams forD6 in E7
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