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Abstract

This dissertation describes the implementation, validation, and troubleshooting of “Digital
Twins” in assembly processes of thin structures like parts from the automotive and aerospace
industry. As requirements in terms of cost, weight, and human (pedestrian) safety are in-
creasing for modern vehicles, thinner materials are used for exterior components. By that,
components become softer but less stable which is challenging for the assembly processes
and impacts the resulting quality. The most critical quality measures are gap and flushness
as these are affecting aesthetics, wind noise, and fuel consumption of the final vehicle. To
compensate for geometrical deviations, parts have adjustable mechanical interfaces which
are used to tune in gaps and flushness for each individual assembly. For the components
being assembled, individual process parameters depending on the geometry of the actual
physical part must be defined. This is a challenging task that cannot be solved in a straight-
forward manner. However, assembly quality can be predicted by setting up individual FEM1

simulation models for each part being assembled. These simulation models are called DTs2

as they are enriched with measured properties from the actual physical part. By that, precise
predictions can be made and optimal assembly parameters for automated processes are
derived. The demonstration use case in this dissertation is the assembly process of exterior
car components made from sheet metals. For this kind of process, the geometrical deviations
of individual components are crucial and have to be considered by the DT. To capture geo-
metrical deviations, 3D-scanning is employed which provides a high-resolution point cloud
representation of the actual physical part. This point cloud is processed further to obtain the
DT that preserves the measured geometry.

This dissertation tackles the following challenges: (a) setting up DTs on different level
of details, (b) correctly post-processing 3D-scanned data to remove systematical measure-
ment errors, (c) automatically morphing meshes to derive simulation models from measured
point clouds, and (d) troubleshooting DTs with human-in-the-loop approaches. For all ap-
proaches, validations are provided that underline applicability and benefits. All methods and
results are discussed on a high-level perspective and connections as well as the interplay be-
tween methods are elaborated. Each method either improves or extends existing approaches
or provides benefits, i.e. higher precision, compared to existing solutions.

1Finite Element Method
2Digital Twin
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The major contributions of this work are:

(1) Framework for DT-based self-compensating assembly system for exterior car compo-
nents.

(2) Method for calculating the gravity-free shape of 3D-scanned non-rigid parts. Verifica-
tion and validation with experimental data of presented method.

(3) Automated mesh morphing approach for surface meshes to generate geometrical DTs.
Verification and validations using experimental data of real car body parts.

(4) Interactive troubleshooting tool for deriving countermeasures based on measured
deviations. Verification and validations using experimental data of real car body parts.
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Chapter 1

Introduction

This dissertation presents and discusses a DT-based approach for self-compensating assembly
processes for the purpose of sheet metal assemblies. To make this topic more accessible for
the reader, the following section will give an introduction on a high level.

The process which is being addressed is the assembly of large thin components. These
kinds of components often occur in automotive and aerospace, i.e., fuselage, exterior car
body parts, etc. These parts can be from sheet metals, composites, or plastic materials. A
common challenge when assembling such components is this: the mentioned parts must be
considered to be non-rigid. This means they deform under their own weight which makes
handling, measuring, and assembly of these components challenging. To improve assembly
quality and decrease the amount of cost for rework and rejects, self-compensating production
processes are employed which are explained in the following.

Figure 1.1 shows an abstracted representation of a production system. For demonstration,
this figure is focused on the process chain and does neglect diverse aspects of a production
system outside this scope. The shown production system does compose of three levels:
(a) process level, (b) process control level, and (c) monitoring. On the process level, four
stages are employed. Each stage can be interpreted as a defined single working step or
a union of steps that transform the input towards a defined output. Each stage receives
process parameters from its related process controller. A process controller is used to adjust
process parameters to achieve the desired process output. At the end of each stage, the
achieved output has to pass a quality gate. This gate defines requirements that the interim
or final product has to fulfill to be used as input for the next stage. To assess quality goals,
different pre-defined KPIs1 are measured. The acquired measurement data is fed into the

1Key Performance Indicator
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Fig. 1.1 High level description of an production system, divided into three levels: (a) process
level, (b) process control level, and (c) monitoring. Each output of a process stage has to pass
a quality gate where measures are fed back to level (a) and/or (b).

monitoring level. The monitoring level uses this data and calculates statistical quantities for
measuring the performance of the whole production system. If KPIs are trending towards
warning limits, adjustments are made to prevent rejects. These adjustments can be made
manually or automatically by informing the responsible process controller which performs
adequate adjustments to the process parameters. To improve the reaction time of such a
system, modern approaches directly feed back sensor data from a quality gate to the previous
process controller. The controller then can use this information to adaptively adjust process
parameters online. This principle is called closed-loop process or self-compensating process.
To improve production systems even further, predictive process controlling can be employed.
This is achieved by feeding sensor data from a quality gate to the process controller of the
following stage. This process controller uses a prediction kernel to estimate a best-fitting set
of process parameters based on the measured input. The prediction kernel can be realized by
using a DT that is capable of providing predictions in real time. A DT commonly describes a
simulation model of the process which can be enriched with sensor data from the field to
make a precise prediction for the physical production system. To set up such DT for process
controlling, several challenges have to be overcome. This dissertation will discuss such
challenges and provide solutions for the use case of assembly processes of exterior sheet
metal car components. A general pipeline for generating such DT is shown in Figure 1.2.
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1.1 Structure of this Dissertation

The structure and contributions of this dissertation are explained in the following using Figure
1.2. The first published paper [1] proposes a concept for applying a simulation model capable
of making real-time predictions for setting up a self-compensating assembly system. The
work [1] outlines this dissertation and identifies several challenges that must be tackled to
implement a DT-based prediction model. These challenges are depicted in green and orange
and complement to a workflow that is necessary to apply such a concept. Along the workflow,
references to published papers are indicating at which step each contribution is situated.
Topics that are discussed additionally within this dissertation are marked with an asterisk.
The publications [2] and [3] contribute at the beginning of the workflow (data acquisition).
They propose and validate methods for correctly post-process 3D-scanned point clouds to
compensate for occurring deflections during measurement caused by gravity and fixture. The
approaches use FE-based iterative inverse form-finding algorithms to calculate the unloaded
shape of a 3D-scanned component. Next, the modeling of DTs is addressed in [6] by
proposing an automated mesh morphing algorithm for surface meshes. The papers [4] and [5]
are supporting the task “troubleshooting” by providing interactive visualization methods to
the inspection engineer. These visualizations are giving valuable insights to optimize the DT
model. The topics “application to manufacturing environment” and “verification/validation”
are covered as discussion and motivation for adjacent topics.

Application to manu-
facturing environment

[1]

Data
acquisition

Modelling
DT

Verification/
Validation

[6]

[4] [5]

[2] [3] [*] [*]

Discussed in dissertation[*]

Concept: Digital Twin for Self Compensating Assembly Lines

Troubleshooting

Fig. 1.2 Workflow of implementing a digital twin as predictive process controller. Key
references are categorized using this flow chart.
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1.2 Guidance for the Reader

To prevent misunderstandings or confusion, this section provides instructions for the reader
to different style-related structures of this dissertation. Also, clarification for ambiguous
wording is provided.

1.2.1 Structure of Background Sections

To make the reader familiar with related work, each chapter will provide a background section.
Each background section covers topics that are necessary to understand presented methods.
Also, literature that is closely related in terms of approach and/or goal are highlighted.
In addition, this first chapter provides a high-level background section (Section 1.3) that
introduces fundamental topics that are prerequisites for all following chapters.

1.2.2 Verifications and Validations

Most of the following chapters are providing case studies with different types of data.
Depending on whether data used for experiments is artificially created or obtained from
real measurements, the naming of the experiment is different. In the following, all case
studies performed with artificial test data are called “verifications” while experiments with
measurement data are called “validations”.

1.2.3 Quotations

In this dissertation, excerpts of already published content can be found. For clear separation
of previously published content and entirely new written text, long excerpts will be within a
quotation box. Three vertical dots symbolize skipped content. Figure 1.3 shows an example
for quotation layout. Within quotation boxes, the numbering of figures, tables, etc. is not
consistent with the numbering in the main document. Reused figures within newly written
text and quotations of definitions are cited in their caption.

Quotation 1.1: Example

This is an example text from published literature.
Skipped content ! ...

Fig. 1.3 Example Quotation



1.2 Guidance for the Reader 5

Abbreviations

Abbreviations used in this dissertation were listed before. At the first time of occurrence,
each abbreviation is introduced as a footnote.

Example: i.e.1

1.2.4 Definitions

This section defines phrases and expressions that are relevant for this work. Where possible,
ISO standards are quoted. For non standardized phrases, the definition provided in the
following is used throughout the whole dissertation.

ISO Definitions

Non-rigid Part - translated from DIN EN ISO 10579:2013-11 [10]
"A part that deforms in the free state with an amount that exceeds the dimensional
and/or geometrical tolerances defined in the technical drawing"

Free State - translated from DIN EN ISO 10579:2013-11 [10]
"State of a part, where nothing but gravity load caused by its own weight is
applied."

Digital Twin - from ISO 23247-1:2021 [11]
"fit for purpose digital representation (3.2.2) of an observable manufacturing
element with synchronization between the element and its digital representation"

Digital Representation (3.2.2) - from ISO 23247-1:2021 [11]
"data element representing a set of properties of an observable manufacturing
element (3.2.5)"

Observable Manufacturing Element OME (3.2.5) - from ISO 23247-1:2021
[11]
"item that has an observable physical presence or operation in manufacturing.

1Latin: "id est"
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Note 1 to entry: Observable manufacturing elements include personnel, equip-
ment, material, process, facility, environment, product, and supporting docu-
ment."

Non Standardized Definitions

GF1 State - introduced in [2]
"State of a part, where no external load affects its shape."

1.2.5 Wording

As this dissertation is interdisciplinary and related to various fields of research, some words
and phrases can be misunderstood as they have different meanings in different fields. In the
following, wording for overlapping formulations is clarified.

• Mesh2 - an object that approximates a geometry by multiple connected
elements. Each element consists of nodes, edges and faces.

• Node2 - a vertex that belongs to a mesh.

• Edge (mesh)2 - connection between two mesh nodes.

• Edge (sheet metal)3 - beaded edge of exterior sheet metal component. Gap- and
flushness measures are taken at this geometrical feature.

• Perimeter2 - a closed curve (quantity of edges) along topological boundary.

• Boundary3 - a constrain for defining an FE-problem.

• Interface3 - a mechanical connection between two components.

• Nominal Geometry4 - The ideal, desired geometry, often represented by CAD-
definition.

• Actual Geometry4 - Geometry of an actual part which differs from the nominal
geometry. Usually represented as measured point cloud.

1Gravity Free
2Geometric Modelling
3Mechanical Engineering
4Metrology
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1.3 Fundamentals

In this section the reader is introduced to topics that are fundamental to understand the
concepts and contributions that are presented in this dissertation. In particular, the highlighted
topics are:

1.3.1 Finite Element Simulation

1.3.2 Alignment Systems

1.3.3 Challenges in Sheet Metal Assembly

1.3.4 Inspection of Free-Form Surfaces

1.3.5 Distance Computations

1.3.6 Digital Twins

1.3.1 Finite Element Simulation

In the following, a brief introduction to the topic Finite Element Simulation is given. For
detailed explanations, the book series [12–14] is advised.

Basics

FE-simulation calculates an approximated solution for continuous problems. While the
deflection of a loaded beam could be calculated analytically resulting in a function for the
occurring deflection based on probing position, mechanical problems for more complex
shapes cannot be solved analytically anymore. Therefore, the continuous domain is dis-
cretized by a finite number of elements (mesh). Each element can be considered as a standard
discrete problem. As elements are connected to neighbor elements, residual forces and strains
must be harmonized. This is achieved by assembling individual element stiffness matrices
and information of connection to a global stiffness matrix K. This matrix together with
boundary conditions (forces f and displacements u), form the mathematical description of
the simulation problem, see Equation 1.1. The equilibrium problem is then being computed

0 = Ku~ + f~ (1.1)

Equation 1.1: Formulation of FE-problem. With the stiffness matrix K given, force and
displacements are solved.

by a solver. For nonlinear behaviors i.e. orthotropic material properties, stress stiffening,
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contact interactions, or plasticity, additional terms are added to the stiffness matrix Knonlin.
These terms are usually dependent on output quantities x of the simulation problem like
element stress, nodal strains, temperature, or velocity, and must be solved iteratively, see
Equation 1.2. The size of the simulation problem and the computational cost is mainly driven

K = Kstructure +Knonlin(x) (1.2)

Equation 1.2: Nonlinear terms are added to the stiffness matrix K. These terms depend on
simulation outputs x.

by the number and type of elements used for modeling the continuous domain. The number
and type of elements must be chosen carefully and are usually determined during a mesh
sensitivity study, see [15]. With this study, an acceptable trade-off between simulation time
and output accuracy is achieved.

Types of Elements

For different purposes, different kinds of elements have been developed. In the following,
explanations are related to the commercial FE-software tool ABAQUS which is used in
this dissertation as FE-solver. ABAQUS provides 31 different element types. These types
of elements can be clustered by: (a) family, (b) DOFs1, (c) number of nodes and order
of interpolation, (d) formulation, and (e) Integration, see [16]. Families of elements are
for distinct applications. The most crucial difference between families is geometrical. For
instance, volumetric elements are commonly used for representing 3D-solid structures while
1D elements are commonly used for establishing connections between solid components,
i.e. springs or rods. Figure 1.4 gives an overview of different element families provided by
ABAQUS. The DOF of an element defines how many fundamental variables are calculated
for this element during simulation. For instance, a simple 1D element with two nodes in a 2D
simulation scenario would have 4 DOFs as for each node, displacements in x and y direction
must be calculated. The number of DOFs has a great impact on the simulation complexity.
The number of nodes for one type of element can vary. For example, a simple cube can be
represented with 8 nodes, ABAQUS also supports 20 node cubes, where an additional node
is placed on every edge, see Figure 1.5. These kinds of elements are called second-order
elements, as the order of interpolation between nodal values is quadric instead of linear.
The formulation of an element can be either Lagrangian or Eulerian, where the Lagrangian
formulation describes material properties for the element and calculates actual deformations.
The Eulerian description uses elements that are calculating quantities along edges like flows

1Degree of Freedom
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Truss
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Fig. 1.4 Different families of elements for different purposes that are provided by ABAQUS.
(This figure has been published in [16])

of gas, fluids, or electricity. In this case, the mesh nodes remain fixed in position. Last, the
integration of an element defines the used technique for integrating nodal values across the
volume of the element. For most elements, ABAQUS uses Gaussian quadrature interpolation.
Other available integration techniques can be looked up in [16].

(a)Linear element
(8-node brick, C3D8)

(b)Quadratic element
(20-node brick, C3D20)

(c) Modified second-order element
(10-node tetrahedron, C3D10M)

Fig. 1.5 Difference between linear- and quadratic-elements. (This figure has been published
in [16])

Applications

Nowadays, FE-Method is the most commonly used simulation technique for numerically
solving various mechanical-, electrical-, fluid-dynamics-, problems. The simulation problems
described in this dissertation can all be categorized as “quasistatic structural analysis”. So,
the following will focus on applications in the mechanical domain. Even within the domain
of mechanical analysis a wide variety of applications can be found. For instance, see review
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papers:

• Manufacturing [17]

• Medical [18],[19]

• Aerospace [20],[21]

• Energy [22]

• Geo-technical [23]

• Automotive [24],[25],[26]

The great flexibility and modeling capabilities of FEM make this method applicable to almost
any desired application. In this work, FEM is used as a simulation principle for setting up
the DT model of the assembly process.

1.3.2 Alignment Systems

The alignment of an ideally rigid part is carried out with six locators that restrict movement
in different directions. By that, the parts’ rotational and translational DOFs are defined,
and the part is positioned uniquely in a certain coordinate system. However, when working
with non-rigid parts, additional DOFs must be taken into account as the part bends under its
own weight [27]. This leads to different shapes with different positioning methods. In the
following, different alignment methods, for rigid- and non-rigid parts are discussed.

3-2-1 Alignment (Rigid)

A rigid body has six DOFs that need to be constrained. Equation 1.3 [28] lists the equilibrium
conditions that must be fulfilled for positioning any part. These conditions say that there
must be no resulting force or moment along any parts’ axis when summing up all forces and
moments applied to the part, compare left picture of Figure 1.6.
To vanish resulting forces and moments by using most simple mechanical boundaries, the
positioning scheme “3-2-1 alignment” is commonly used, see right picture of Figure 1.6.
The name of this scheme is derived from the number of boundaries being placed in each
axis direction: three boundaries applied in one direction (x-direction) are constraining the
movement of the part to a plane (yz-plane). Two more boundaries applied in a second
direction (z-direction) are constraining the movement to a line. A last single boundary is
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ÂFix = 0, ÂFiy = 0, ÂFiz = 0

ÂMix = 0, ÂMiy = 0, ÂMiz = 0
(1.3)

Equation 1.3: Sum of forces and moments that must be eliminated to position an object in
space.

Mx

Fx

Fy

My

Mz

Fz

Plane

Line

Point

ux uy uzDisplacement boundaries 3-2-1:

Fig. 1.6 “3-2-1-alignment”. Left: 6 DOFs of a rigid body. Right: placement of 6 boundaries
to constrain a rigid body in space.

applied in the third direction (y-direction). By that, the parts’ position in space is defined
and no further movement is possible. Remark: To make the alignment system as stable and
reproducible as possible, the placement of boundaries per axis should be spread as far apart
as possible.

Alignment of Non-Rigid Parts

To align non-rigid parts, more points for positioning are employed. This holds for assembly-
but also for inspection- processes. This over-constraining is necessary to achieve a robust and
reproducible process. The downside of over-constraining a sheet metal part is that it becomes
tensioned during the process, resulting in errors. To deal with this challenge, Volkswagen
introduced the RPS1.

Derived from the concept of 3-2-1 alignment, Volkswagen created an internal norm specific
for aligning sheet metal parts, see [29]. This alignment system uses measures of geometrical
features, called RPs2, for positioning. These features can be:

1Reference Point System
2Reference Points



12 Introduction

• Location holes

• Surfaces

• Edges

• Long holes

While holes are used for constraining in two dimensions at once, all other features are only
used to constrain one direction at once. This norm is designed to be used for dimensioning,
manufacturing, and inspecting of single parts as well as assemblies.

As modern parts become softer and weaker, the RPS system has been extended to also
cover the spectrum of non-rigid parts. Therefore, additional RPs are introduced that over-
constrain the part. These so-called “secondary RPs” have a lower relevance compared to the
“main RPs” from the 3-2-1 alignment system, and are only brought into position if possible.
The necessity of such an alignment system is illustrated with an example part from the
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Fig. 1.7 example for DOFs of a non-rigid part. Example shows a front car door that is
attached with two hinges and one lock, resulting in 11 DOFs (listed on the right).

automotive industry. Figure 1.7 shows a door from a car. The door is attached to its chassis
by two hinges and one lock. Both hinges can be adjusted in x-y-z-direction. Additionally,
moments in x- and y-direction can be induced. Along the hinge axis, no moments can occur.
The lock is designed with a catch hook that can only pull in one direction. This simple
attachment layout already results in 11 DOFs. If the part would be ideally rigid, the part
could be uniquely assembled by defining 6 of these DOFs. In contrast, if the part has to be
considered as non-rigid in all directions, all 11 DOFs must be controlled during assembly
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to define a unique assembly state. Two alignment strategies for the example part are shown
in Figure 1.8. The left picture shows a classic 3-2-1 alignment using six reference points
in different directions. The probing positions are chosen such that a CMM1 can reach it
in assembled state. The choice of RPs is similar to actual alignment strategies used in the
automotive industry. In [30] fault patterns for a very similar door assembly are discussed.
The picture on the right shows an extended alignment system. Here two additional probing
locations (orange) were added. The assumption was made, that the angular displacements
of the hinges can not be precisely adjusted and can be neglected. Z3 was added to control
the distance between hinges. By adding Z3, all displacement boundaries are controlled.
Additionally, Y4 was added. The reason for adding Y4 is, that this corner of the door is far
away from all RPs. Because of that, the whole area near Y4 already reacts very sensitive to
small misplacements of Y1 and Y2, see [30]. By adding a secondary RP to this location a
more reproducible alignment is achieved without being inconsistent with the main RPS from
the left picture.

Y1
X1

Z1 Z2

Y2
Y3

Y1
X1

Z1 Z2

Y2
Y3

Z3

Y4

Fig. 1.8 Left: 3-2-1 alignment system for the car door. Shown probing positions relate to
real established main-RPs. Right: extended RPS for non-rigid parts, employing Z3 and Y4 for
additional restrictions.

1.3.3 Challenges in Sheet Metal Assembly

The assembly of sheet metal components is typically carried out as a multistage assembly
process. Single part components and/or sub-assemblies are placed on fixtures and are joined
together. A broad literature review of processes for sheet metal components can be found in

1Coordinate Measurement Machine
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[31]. During manufacturing, dimensional variances occur. Identifying which process step
causes errors in the final product is a challenging task. As a solution, different methods were
developed to tackle this problem. This branch of methods is called RCA1.

Root Cause Analysis

RCA analyzes possible influence onto the assembly process on a high level. In [32] a
guideline and general description for RCA is given. Here, four crucial steps are introduced:

1 Data collection

2 Causal factor charting

3 Root cause identification

4 Recommendation generation and implementation

The concept of RCA is closely related to FMEA2, see [33], a tool commonly applied in
quality management. The principle of RCA or FMEA can be applied to various use cases. In
the following, applications in assembly processes are highlighted as these are most relevant
for this dissertation. In [34] an RCA-approach is presented that is designed to identify reasons
for dimensional variation in assembled components. Different modeling approaches try to
estimate variation propagation in multi-stage assembly processes, see [35, 36], to improve
anomaly detection. More recently, approaches employ state of the art ML3 methods and
statistical models to identify fault patterns in multi-stage sheet metal assembly processes, see
[37, 38].

RCA is mainly intended to identify weak spots of systems or processes. Optimizing identified
weak points is partially also covered by the literature. Especially in sheet metal assembly, the
placement of locators and clamping points is known as a sensible factor.

Optimization of Locators, Clamping points and Joints

Making sheet metal assembly processes robust and reliable is challenging. A crucial factor
is the positioning and clamping of components during the assembly. As sheet metal parts
are considered non-rigid, the position and number of locators and clamps can be optimized
for minimizing deflection. To analyze and tackle this problem a whole branch of research
has been established. A selection of publications regarding sheet metal assemblies: [39–
42, 41, 43].

1Root Cause Analysis
2Failure Mode and Effects Analysis
3Machine Learning
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1.3.4 Inspection of Free-Form Surfaces

Coordinate Measurement Machines

Exterior car body components or fuselage parts of airplanes are designed with large free-
form surfaces. Assessing the geometrical correctness of such parts is a challenging task,
and has been carried out by using CMMs. In [44] a review of CMMs and their use is
provided. As CMMs can only acquire a restricted amount of points within an available
time-frame [45] describes the usage of portable measuring arms, especially for an in-line
100% inspection of production steps in Body-In-White. In general, using tactile measurement
systems is appropriate for probing a small number of points, but recognizing a free-form
surface with a high resolution is complicated and time-consuming with CMMs. To overcome
this shortcoming adaptive sampling methods were developed to deal with free-form surfaces,
see [46]. However, recognizing a free-form surface with a CMM remains a time-consuming
process and is also hard to implement for in-line purposes. Also, point-wise measurements
only provide limited insight into a surface’s characteristics.

Optical Measurement Machines

In modern manufacturing systems, the inspection of free-form surfaces is carried out with
optical metrology systems, often referred to as 3D-scanners. 3D-scanners can capture several
millions of vertices within seconds. Reviews of 3D-scanning systems and their applications
are given in [47–49]. 3D-scan systems are very flexible and can be used to capture parts in
various sizes. For instance, a review of large size applications (i.e. fuselage assembly of
airplanes) can be found in [50] while also various small sized applications like producing
tooth implants in medical applications can be supported with 3D-scanning, see [51]. In
nowadays sheet metal assembly processes, quality inspection is carried out more and more
by employing 3D-scanning technology. However, the implementation of 3D-scanning to
inspection processes of sheet metals entails different challenges. The reflective surface of the
metal disturbs the measurement process and makes it difficult to capture the whole part. To
address this challenge, several works were published to optimize the viewpoints for capturing,
while minimizing reflections, see [52, 53].

Further, challenging aspects occur when integrating 3D-scanning for in-line purposes. There-
fore, requirements in terms of time and data processing must be considered. To speed up
measurement process and data acquisition, [54] investigates the application of LIDAR1 sys-
tems for in-line usage. Another challenge is to ensure coverage, especially for complex parts.

1Light Detection and Ranging
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Not accessible regions or sharp edges are hard to capture and might take a long time and
good preparations of the scan object. In [55] a method is proposed that drastically reduces
the necessary amount of scan windows, by a least-squares reconstruction of not measured
areas.

Fringe Projection Profilometry

The principle used by the scanning system that is employed in the following, is called
structured light scan or FPP1. FFP is briefly explained using Figure 1.9 for details the book
[56] is advised. FPP uses different patterns (commonly stripes with different spacing) that are
projected onto the specimen while the cameras capture the object. The stripes are distorted
by the object. This distortion is captured by the camera. During the measurement, the
projected stripes must be distinguishable to be identified in the picture. To make single
stripes distinguishable different approaches are available, see [57]. Within the picture, points
can be identified and their position is calculated by using triangulation. Therefore, the
distance between projector and camera (AB) must be constant. Also, orientation between
camera and projector must be fixed during scanning. Depending on the pixel location of
a registered point, a ray from the focal point of the camera through the pixel is calculated.
Together with intrinsic and extrinsic calibration results, the position in space is obtained. By
projecting different patterns in horizontal and vertical direction, a cloud of points can be
generated from the captured pictures. The accuracy of this scan principle can be improved
by using a second camera that employs a third point of reference to the system.

Measurement Fixtures

Similar to the positioning problem during assembly, the component being assessed must be
positioned in a reproducible way during the scan. Rigs equipped with locators and clamps
are used to ensure such a robust measurement process. Analogous optimization methods
(compare Section 1.3.3) are used to minimize fixture influence and parts deflection caused by
weight, during measurement. Industrial measurement systems in sheet metal applications are
capable of achieving measurement errors below ± 0.05 mm. This value sets the target for
verifications and validations of methods that are presented in this dissertation.

1.3.5 Distance Computations

For evaluating a 3D-scanned surface, the acquired point cloud is usually compared to the
desired shape. Therefore, the point cloud is post-processed by filtering steps like removing

1Fringe Projection Profilometry
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Fig. 1.9 Principle of FPP: projector at position A is projecting a pattern onto the specimen.
The pattern is distorted by the specimen which is captured by the camera from point B.
By matching stripe ID and position in camera pixel layout, the point on the stripe can be
triangulated.

outliers and smoothing. Then, a mesh representation is obtained by tessellating the clean
point cloud. The resulting mesh is used to calculate a mesh-to-mesh distance between
measurement and desired geometry. The calculation of such distance is not straightforward
and can be carried out with different metrics which are discussed in the following using
Figure 1.10.

Cloud to Cloud Distance

The cloud to cloud distance is a nearest neighbor search that finds the closest point of the
target point cloud for each vertex of the source point cloud. The found distance vectors can
not be used further as directions might be chaotic and highly dependent on mesh resolutions.
However, the length of each vector gives a first local approximation of the distance between
the source- and target point cloud. Unfortunately, this method is not very accurate as mesh
resolution and choice of source- and target mesh has a high impact on the results.
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Cloud to cloud distance

Cloud to mesh distance

Source: Target: Source: Target:

Point set registration

Distance vector:

Fig. 1.10 Comparison of different metrics for distance computations. Left/right: switched
source and target point cloud.

Cloud to Mesh Distance

This distance metric calculates the shortest distance of each source mesh node to the surface
of the target mesh. The distance vectors are perpendicular to the target surface. This metric
is commonly used by inspection software as it can be implemented very efficiently and
delivers fast, robust, and smooth distance computations. However, this metric also shows
inconsistencies when switching target- and source mesh. Also, the alignment of point clouds
highly influences the results. The computed vectors are commonly not used for assessment
as they are hard to visualize and only point in normal direction.

Point Set Registration

A point set registration method is an algorithm that computes a transformation - rigid or
non-rigid - to map one point cloud to another. This branch of methods is commonly used for
aligning and merging multiple point clouds in 3D-scanning. A collection of implemented
methods can be found in [58]. A huge benefit of point set registration is, that distorted point
clouds can still be matched very reliably. Because of that, modern inspection techniques
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for sheet metal are using point set registration as distance metric, see [59, 60]. Distance
metrics like cloud to cloud or cloud to mesh would result in wrong results for areas with
high deflection or distortion. Found distance vectors computed with point set registration
can be used for further calculations as they point onto the correct geometric position on the
target mesh. The downside of using a point set registration method for distance calculations
is that the computational cost is tremendously higher compared with cloud to mesh metrics.
Especially, for high-resolution point clouds with millions of vertices, the computing time is
not acceptable for everyday usage.

For this dissertation, a custom implementation of cloud to mesh distance metric is used
which will be described after this background section.

1.3.6 Digital Twin

A DT describes a virtual representation of a physical object, process, or system. A DT can
be for instance CAD models, simulation models, or even mathematical models. What makes
these models a DT is a synchronization between the physical counterpart and the model.
Due to this synchronization, the DT is updated with real conditions. These conditions are
sensor data or conditions measured at the physical twin. Based on the DT enriched with field
data, precise predictions for the physical counterpart can be made. The concept of DT is
an upcoming field of research and also gains interest in industrial applications. A widely
spread example is predictive maintenance, where a DT is employed to define urgency for
maintenance based on conditions of the physical system, see [61]. Although the concept
of a DT is intuitive, the phrase “Digital Twin” had no standardized definition for a long
time. Recently, the ISO standard 23247-1:2021 [11], introduced a definition for a DT for the
context of manufacturing processes. In this section, no comprehensive literature review for
DTs is provided, because the concept of using sensor data to improve simulation models goes
much deeper. Different work between 1980 and 2000 can be found that would nowadays be
classified as DT. For instance (not exhaustive), the following keywords apply:

• Parameter Identification

• Online-/Inline-Simulation

• Reverse Engineering

• Predictive Maintenance

• Closed Loop Simulation
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Fig. 1.11 3D-scanner: “HP 3D Structured Light Scanner PRO S3” with dual camera upgrade
kit.

1.4 Introduction to Employed 3D-Scanning System

For performing experiments with real measurement data, a 3D-scanner is employed. The
3D-scanning system used in this dissertation is the “3D Structured Light Scanner PRO S3”
from the manufacturer “HP”, see Figure 1.11. The scanning system is composed of two
industrial-grade cameras and a 1080p projector with a special lens, that enables focusing
on extremely close distances. As the name of the product already reveals, the system uses
structured light for 3D-scanning. The same principle is also used in industrial applications
for measuring sheet metals, see [62].

In the following, setup and calibration of the scan system, custom implementation of distance
metric, custom colormapping, and assessment of the measurement noise and precision of the
scan system, are presented.

1.4.1 Setup and Calibration

FPP systems can be calibrated with various methods, see [63]. In the following used setup
procedure and calibration method are described. Based on the distance to the specimen
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Fig. 1.12 The size of the calibration pattern is chosen according to the size of the object being
scanned and the used scan window.

and the size of the specimen, the scan setup has to be adjusted. Accordingly, the distance
between cameras and projector as well as camera angle and focus of optics is tuned in. Also,
exposure time, aperture of the cameras, and brightness of the projector must be adjusted
depending on lighting conditions. The intrinsic and extrinsic calibration is carried out using
reference planes. These planes are realized with glass panels that have a printed surface
with a grid of markers. With glass, an almost perfectly flat surface can be achieved with less
effort compared to expensive machining processes. The two glass panels are set up with a
90-degree angle and build the coordinate system, the scanner is calibrated to. This coordinate
system is used to define the positions of triangulated points during the scan process. The size
of the grid and reference planes are chosen according to the size of the scan window, see
Figure 1.12. With everything set, the calibration can be performed. Unfortunately, there are
no mathematical details provided by the manufacturer of how, and what kind of calibration is
implemented in the HP scan software. Quotation 1.2 gives the available information from
HP Customer Support regarding the calibration process.
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Quotation 1.2: Calibration Description of Manufacturer [64]

During calibration, the software first measures the position, orientation, focal length,
and distortion characteristics of the camera. Then a pattern sequence is projected to
measure the same optical characteristics of the projector. For color texturing, a white
balance is also performed.

1.4.2 Custom Implemented Distance Metric

To unify all visualized data, the implementation of the distance metric used in this dissertation
is described. In the following, all mesh-to-mesh comparisons are based on this distance
metric. As input for the computations serves two triangulated surface meshes. The principle

FE-mesh

Measurement

Source-vertex

Closest point

Closest triangle

NTarget

Distance vector

NSource <NSource,Distance vector>

NTarget
NSource

Distance computation Applied filters

(NSource,NTarget)

Fig. 1.13 Left: distance computation implemented in “Trimesh” and output quantities. Right:
applied normal filter and calculating distance along source vertex normal. (This figure has
been published in [6])

of the comparison is explained using Figure 1.13. The metric composes of two steps, (a)
finding the closest point on the target mesh for every vertex of the source mesh and (b)
filtering found matches with angle criteria to remove miss-matches. For the first step, the
library “Trimesh” [65] is used. This library has a built-in function that takes two triangulated
meshes as input and outputs nearest point on target mesh, triangle ID, and a scalar value for
the distance, for each vertex of the source mesh. Unfortunately, the closest point between
two meshes is not in general the desired distance. In areas with high curvature or near
intersections miss-matches might occur. To prevent such errors, the output of the “Trimesh”
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Fig. 1.14 Comparison between self implemented distance computation (left) with state of the
art commercial software solution “GOM Inspect” (right). The shown part is a single sheet
metal part which belongs to the substructure of an engine hood.

distance computation is filtered additionally. The implementation uses a maximum distance
threshold combined with a simple normal filter that compares source vertex normal and
matched triangle normal. If the distance or angle between normals exceeds user-defined
values, the found closest node is classified A second filtering step is applied to all remaining
matches. In this step, the dot product between the source mesh vertex normal and the
distance vector is calculated. By that, only the portion of distance along source vertex normal
is considered. This is important to ensure comparability as commonly used 3D-scanners
are only able to observe differences in surface normal direction. The resulting distance
computation is a vertex-based scalar field defined on the source mesh grid. To verify the
implemented distance computations we compare the results with the state-of-the-art analysis
software “GOM Inspect”. An example is shown in Figure 1.14. Both pictures show the same
mesh comparison. On the left, the result of the self-implemented distance computation is
rendered with “Paraview”[66]. On the right, the computed distance from “GOM Inspect”
is shown. The user-defined filter parameters were set to 10 mm maximum search distance
and 10� maximum allowed difference in normal angle. These standard values are used for
all mesh comparisons in this dissertation. The results of both methods are displayed on the
same range and colormap. Besides differences in lighting and shading, no deviations can be
observed. The reason for choosing a self-implemented distance metric is to have access to
nodal values and full control of the performed filtering.
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1.4.3 Colormapping

Methods in this dissertation are validated with simulated and experimental data. For visual-
ization two colormaps for different purposes are introduced - see Figure 1.15. The continuous
colormap (top of figure) is chosen for symmetrical value ranges in the positive and negative
direction. For values in between ± 20%, a grey color together with an opacity of 50% is
chosen to weaken the perception of the areas with values near zero. An intensive color is
chosen for the value ranges of above ± 20%. At ± 40% value range a second distinct step in
color with a smooth transition towards ± 100% is used. The purpose of this colormap is to
visualize and highlight differences in scalar fields where the areas of interest are non-zero
values.

The second colormap (bottom of Figure 1.15) is a discrete 10 step color mapping. This map
is designed to visualize percentage values on a 3D-domain. The colors are chosen such that
value ranges can be identified easily. Especially, colors for values above 50% are chosen
extra distinguishable. Values below 50% are weakened by the opacity mapping to highlight
values above 50% even more.

0% 100%10% 20% 30% 40% 50% 60% 70% 80% 90%

-100% +100%0 +20% +40%-20%-40%

0%

100%

0%

100%

Opacity

Opacity

Continuous symmetrical

Discrete asymmertrical

Fig. 1.15 Colormapping for data visualization in this dissertation. Top: continuous col-
ormap for symmetrical value ranges; highlighting for nonzero values. Bottom: discrete
colormapping in 10 steps for visualizing percentage values.
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1.4.4 Measurement Noise and Precision of Scan System

The HP scan system is rated to errors below 0.05 % of the scan size and below ± 0.05 mm in
the best case. To verify whether the scan system meets precision requirements for experi-
mental validation, different characteristics of the scanner were investigated. This verification
was carried out by scanning the calibration panels and assessing a local snippet (60mm x
60mm) of the scan. The scan software provides functions for automatically post-processing
the acquired point cloud before saving. To avoid obfuscation due to excessive filtering, only
outlier removal and quality checks are used, but no additional smoothing of the point cloud
was performed. From the resulting point cloud, the local snipped is cut out and investigated.
As a reference for comparison, a plane is fitted to the snipped. The required precision for
assessing sheet metal are errors below ± 0.05 mm. The value of 0.05mm was chosen because
scan systems commonly used for assessing sheet metals are also specified for the same
precision.

The results of the verification are shown in Figure 1.16. The color scale is chosen such
that everything below ± 0.05 mm is grey colored. The results show the noise pattern of
the scan system. It can be observed that the noise pattern has a high frequency that can
be filtered without losing relevant details. To analyze the differences in detail, next to the
colormap a distribution of error values and statistical quantities are shown. The distribution
of values is symmetrical and similar to a Gauss distribution. This suspects, that errors are
randomly distributed and systematic errors are not relevant for this inspection. To get a better
impression of this distribution, min, max, span, and sigma (s ) are calculated and shown.
The span has a value of 0.52mm which is very large compared to the target span of 0.1 mm
(± 0.05mm). However, in the colored picture, it can be seen that only single peaks of the
noise are reaching that high. These peaks can be filtered out by smoothing the point cloud.
The sigma value is 0.037mm, so roundabout 68% of all error values are within ± sigma. By
applying strong smoothing to the mesh snipped, statistical values can be improved, resulting
in span=0.06mm and sigma=0.005mm. These values sound very promising but must be
looked at with caution. For ideal capturing conditions, the calibration panels are printed
with a reflective color which is meant to be projected on. When using the scan system under
non-ideal conditions, like capturing dark or shiny objectives in bright environments, the scan
process is disturbed and precision is affected as well.
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Fig. 1.16 Investigation of measurement noise: calibration panels are scanned and local scan
snipped is evaluated. Statistical properties are shown next to colormap.

1.5 Summary of Research Focus

In the following, a DT-based approach for self-compensating assembly processes for thin, non-
rigid parts is described. This research focuses on generating DTs from optical measurement
data of free-form surfaces. The so-called “geometrical Digital Twin” is employed to make
precise predictions for the best individual assembly parameters. Throughout the following
chapters, different challenges for the realization of such concepts are identified and tackled.
These challenges are spread across different fields of research:

• Manufacturing

• Finite Element Simulation

• Metrology

• Geometric Modeling

• Automotive / Aerospace Industry

Besides providing solutions for identified problems, the applicability to real production
environments is discussed. The structure of chapters is closely related to the workflow
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described in Section 1.1: Chapter 2 does discuss a framework for generating DTs for smart
assembly purposes. From this framework challenges and requirements for realizing a DT-
based smart assembly system are derived. Chapter 3 does provide a method to correctly post-
process 3D-scanned non-rigid components. Next, Chapter 4 shows a method to automatically
generate geometrical DTs from scan data. In Chapter 5 a software tool is described that
supports troubleshooting processes for DT-based smart assembly systems. The whole
dissertation is discussed from the perspectives of different fields of research in Chapter 6 and
is concluded in Chapter 7.





Chapter 2

Framework for Predicting Optimal
Assembly Parameters

2.1 Introduction

This chapter is based on the core reference [1] which describes a framework for setting
up a predictive simulation model for assembly processes. A concept description and pre-
liminary studies that underline applicability for use cases from the automotive industry are
provided. In particular, the assembly of exterior car components made from sheet metal is
discussed. This process has strict quality goals regarding gap and flushness measures. To
meet requirements from different stakeholders, an automotive manufacturer needs constantly
research and develop new approaches to produce vehicles. Regarding chassis components,
legal requirements for human- and crash-safety must be met. At the same time, requirements
in terms of weight and cost must be fulfilled while maintaining aesthetic requirements. To
improve crash properties and reduce weight, car components are made from thinner and thus
softer sheet metals or polymers. By using thinner materials, the stiffness of the components
is affected. This leads to non-rigid behavior which has a great impact on the robustness
of manufacturing-, assembly-, and inspection-processes. For the final assembly of exterior
car components, important quality measures are gap and flushness. These measures have
tight tolerances that are commonly below manufacturing variabilities of single components.
To tune in gap and flushness all exterior parts have adjustable mechanical interfaces. To
achieve reproducible quality with an automated process, the placement of the interfaces
must be chosen individually before fastening. To deal with the new challenges that occur
during the assembly of non-rigid parts, several approaches have been developed. One branch
of methods is called “smart assembly” which are computer-supported assembly processes.
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Smart assembly processes could either be predictive (estimation-based) or compensating
(deriving countermeasures from already produced assemblies). One predictive kind of smart
assembly employs a surrogate model that is capable of predicting best fitting assembly param-
eters based on measured component characteristics, in real time. In this chapter, a surrogate
model is presented for the application of assembling exterior car body parts. Benefits but
also challenges that arise when implementing a predictive surrogate model to manufacturing
processes are discussed.

This chapter frames the dissertation by providing a problem description and partial so-
lutions on a higher level. Shown use cases and results are from preliminary studies and serve
as input for a discussion to identify general challenges. These challenges are grouped into
topics that are tackled in the subsequent chapters and topics that need to be solved outside
the scope of this dissertation. This chapter is structured as follows: Section 2.2 provides an
overview of related literature and state-of-the-art approaches. Section 2.3 is an excerpt of
the Method from [1], from which requirements for the smart assembly system are derived in
Section 2.4. Section 2.5 concludes this chapter and structures the subsequent chapters based
on the identified requirements.

2.2 Background

2.2.1 Gap and Flushness Quality

Gap and flushness are critical quality measures in the assembly of exterior car components
[67], fuselage panels in aerospace industry [68], household appliance [69], smartphones [70],
etc. Especially, for exterior components, gap and flushness are crucial for the aesthetics of
the final product. At the same time, these measures are hard to control due to tight tolerances
which makes assembly challenging and costly. Figure 2.1 shows a cross-section of the
border area of two parts illustrating gap and flushness measures. In car body assembly, gap
and flushness are not unambiguously defined. Depending on viewing angle, gap and also
flushness can be perceived differently by the customer. Therefore, the desired measures
might vary depending on position and viewing angle. For this dissertation, gap and flushness
are defined as follows:

• Gap: Shortest distance between two parts measured tangential to outer (visible) surface
normal.

• Flush: Distance between points at the end of each edge radius, measured perpendicular
to outer (visible) surface normal.
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art 2

Gap

Flushness

Fig. 2.1 The cross section illustrates the border area between two parts. Measures of gap and
flushness between the parts are shown. (This figure has been published in [1])

The measurement of gap and flushness was traditionally carried out with gauges of different
sizes that were stuck into the gap. Recent research focuses on developing non-contact
measurement methods to improve precision and sampling rate while reducing the time
needed for taking measures, see [67, 68, 71, 72].

2.2.2 Best Fit Assembly

Best fit assembly uses an adaptive positioning system that is controlled according to mea-
surement data. This data could either be acquired before - or also during performing the
actual assembly. In aerospace industry, this principle is used to assemble large components
like fuselage parts, see [73, 74]. In the automotive industry, a common application is the
assembly of doors to a chassis. In this kind of process, handling tools equipped with sensors
measure gap and flushness in real time at multiple locations. The alignment of components
is improved in real time as well, see [75]. However, best-fit assembly systems, in general, do
not consider the behavior of the parts being assembled. By that, predictive capabilities are
restricted to corrections in placement and orientation.

2.2.3 Smart Assembly

Smart assembly is an abstract phrase for different kinds of computer-supported assembly
processes. This phrase is used in conjunction with multiple different assembly problems,
which are highlighted briefly in the following. In [76] an AR1 approach is presented that

1Augmented Reality
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supports workers for manual assembly processes with a high product variety to reduce errors.
In [77] a human-computer interaction approach is chosen to enable cooperation between
workers and the equipment to reduce assembly time. In [78] cameras of different types are
used for detecting objects and their orientation in the workspace for automated assembly. In
[79] material handling with AVGs1 is optimized to balance robotic assembly lines. Regarding
sheet metal assemblies, [80] introduced an approach for individualizing locator positions in
combination with selective assembly to improve overall assembly quality.

This wide variety of applications shows the broadness of the topic smart assembly. To
narrow down the topic and bring it in relation to this chapter, important aspects of smart
assembly are highlighted. To make assembly processes smart, different subsystems are
implied: (a) recognition system, (b) prediction system, (c) action system, see Figure 2.2. The
recognition system is needed to capture the current state of the environment and components.
This system is related to data acquisition and contains all measurement and capture devices.
The prediction system uses the results from the recognition system as input for estimating
optimal actions. These actions are performed by the action system, which can be manual or
automated.

2.2.4 Online Simulation

Online simulation is any kind of simulation that is performed during a physical process.
The simulation results are needed to control the physical process. For instance, any kind of
prediction system for smart assembly needs to make decisions based on current sensor states.
Therefore, commonly simulation models with real-time capabilities are used, see [81–86].
Recently, the phrase “online simulation” is being replaced and/or mixed up with “digital
twin”. For clarification, the differences between these two expressions are highlighted. As
defined in Section 1.2.4, a DT is a simulation model of a physical twin that has been enriched
with sensor data from the real object. In contrast, an online simulation could also be an
abstract simulation model supporting the process instead of mapping the physical process to
a virtual representation.

2.2.5 Surrogate models

High-fidelity simulation models are capable of providing accurate results. However, run
times are often far away from being applicable to real-time applications. To make simulations
capable of supporting processes in real time, surrogate models are employed which provide

1Automated Guided Vehicles



2.2 Background 33

Recognition
System

Prediction
System

Action
System

- Sensors
- Fixtures

- Inspection plans
- KPIs

- Prediction model
- Computing hardware - Actuators

- Handling robot

- Sensors
- Display
- Human workers

- Human workers

- Detailed simulation
model

- Fixture layout

- Movement restrictions

- Current state
of system and
components

- Set of assembly
parameters

- Performing actions to
reach target situation

- Target state
of components - Sequences

Outputs

System Components

Inputs for setup

Data Data

- Recording hardware

- Adjustable DOFs

Fig. 2.2 Subsystems of a smart assembly process control



34 Framework for Predicting Optimal Assembly Parameters

only an approximated solution but very fast. These models are often based on big data sets
of already simulated data, and approximate solutions in-between. Common methods for
modeling a surrogate model are:

• Response surface [87]

• Kringing [88]

• Radial Basis Functions [89]

• Support Vector Machines [90]

• Artificial Neural Networks [91]

A general review for surrogate models in robust design optimizations can be found in [92].

Superelement Method

The principle used in the following for surrogate modeling, is called SE1-method. SE is a
model reduction technique that is related to substructuring and is applied to FE-simulation
models. By condensing the global stiffness matrix only results for pre-defined mesh nodes
are calculated. This reduces the computing time tremendously. SE method is widely used for
various applications, for instance, see [93–96].

The principle behind SE modeling is explained using Figure 2.3. In the figure, a 1D-
mesh is shown, represented by three mesh nodes, n1�3 and four mesh elements, represented
by the springs c1�4. Each mesh node has one DOF - u1�3. Assuming that one is only
interested in the movement of n2, SE-modeling can be applied. To achieve the substructure
shown in the lower picture, an equivalent spring stiffness can be computed for c1/c2 and
also for c3/c4, resulting in two SEs - SE1 and SE2 - that are sufficient for describing the
movement u2. Compared to previously listed surrogate models, the SE method does not need
a pre-computed ensemble of simulation results. However, substructuring an FE-mesh has
also shortcomings. For instance, the equivalent stiffness matrix is pre-calculated once and
remains unchanged when used in FE-simulations. So, the stiffness in between SE nodes is
not updated during simulation and can only reflect linear behaviors. Any kind of geometric
non-linearity that is dependent on interim simulation results, can not be considered with a SE
model.

1Super Element
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Fig. 2.3 Principle of super element modeling

2.2.6 Resume

To put the content of this chapter into perspective with the presented related work, a short
resume follows. Gap and flushness are important for products’ aesthetics and function.
These measures are highly affected by assembly quality. To improve this quality, adaptive
processes like best-fit assembly and smart assembly recently become popular. During this
kind of computer-supported process, predictions based on sensor data from the physical
process, are made. This concept is called online simulation. To support processes in real
time, online simulation models must meet requirements in terms of computational time and
output precision. To achieve real-time support, surrogate models are employed that provide
an approximated solution of a high-fidelity simulation model with low computational effort.

In the following, a framework for smart assembly to improve the gap and flushness quality of
exterior car components is described. An online simulation is achieved by using SE-method
as a surrogate model to approximate solutions from an FE-simulation model.

2.3 Method and Use Case Scenario

The methodology and use case scenario are excerpted from the paper “Online Simulation
Considering Production Uncertainties to Improve Assembly Quality” [1]. For consistency
with introduced distance computations and color mapping (compare Sections 1.4.3 and 1.4.2),
all figures that feature a color map are reevaluated and shown again after the excerpt.
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Quotation 2.1: Chapter 3 & 4 excerpted from [1]

art 2

Gap

Flushness

Figure 1: Crossection showing gap- and flushness-measurements
...

3. Method
In this section the optimization problem is described and the overall concept is sketched
while clustering it into sub problems. For all sub problems a possible solution will be
proposed.

Optimization Problem

To get a better understanding of how the quality of gaps and flushness can be improved
by adjusting the assembly process for every part individually, the optimization problem
that has to be solved with the simulation is explained.

Every ridged body has six Degrees Of Freedom (DOFs), three transitionally DOFs and
three rotatory DOFs. In contrast, a deformable body has as many DOFs as the DOFs of
its boundary conditions but at least six DOFs. For instance, we can consider a simple
hood of a car as a deformable body. The hood is usually attached to the chassis by two
hinges and one lock. Often additionally two or more adjustment puffers are attached to
the hood. We consider now two hinges with five DOFs each, one lock with one DOF
and two adjustment buffers with one DOF each. Overall, we have 13 DOFs which are
partially coupled through the stiffness of the part. Beside the boundary conditions, loads
are acting onto the part caused by peripheral elements like gas springs or sealings. These
loads are depended of the geometries of the part itself and its assembly environment and
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they are also depended of the relative position between part and environment. These
loads cause a deflection of the hood during assembly. All the boundaries listed before
are adjustable within a certain tolerance. Changing the positions of the boundaries
the shape, position, and orientation of the part can be adjusted. Every combination of
positions and orientations of the 13 DOFs causes a unique shape of the part. To control
these DOFs during an automated assembly process, the robot grabs the part with a tool
that constrains the coupled DOFs with the clamps of the grabbing tool. Then the robot
positions the part relative to the chassis before it gets fastened. After the tool releases
the part, the final position and shape is achieved. The robot cannot directly grab the part
at the actual fastening position. So the robot uses different areas to grab the part leading
to an indirect positioning of the boundary.

With changing the position and orientation of the part accordingly to the measured
geometries before fastening, a best-fit assembly can be performed. By predicting the
behaviour of the part during assembly by simulations, the positioning of the part can
be improved. Also the positions of the clamps of the grabbing tool and with that the
pretension of the part before fastening, could be adjusted adaptively to archive a better
fitting shape of the parts. This leads to the first optimization problem that has to be
solved. The first optimization problem is to find the best combination of the clamping
positions and the initial positioning of the part before fastening. This problem can be
defined according to the preferences of the user by e.g. weighting critical areas higher
than others.

By considering the geometries of the part and its assembly environment, a second
optimization problem can be defined. The measured geometries can be arranged in
different combinations. For every combination of part and chassis the first optimization
problem (finding the best parameters for assembly) can be solved. For instance, we
consider five measurements of chassis and five measurements of hoods that will be
assembled to the chassis. So there are 5*5=25 different combinations of chassis and
hoods. The idea is to choose the five combinations that lead to the best overall quality.

Overall Concept Steps

The basic idea of this approach is to use an FEM-Simulation to predict the behaviour of
parts during assembly for production control. Figure 2 shows the detailed workflow of
the production control concept.
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The first step ”Preparation/Simulation Setup” has only to be performed once. In this
step the FE-simulation-model for the online simulation is set up. To be able to pre-
dict the geometric properties on a scale beneath millimetres, the actual geometry of
the assembling part as well as the assembly environment hast to be taken into ac-
count, thus, a measurement of both geometries is needed. These are analysed in the
next step - ”Measurement/Simulation” - to get the relevant information for the FE-
Simulation. After this post processing an individual FE-model for the measured part
can be created. With this model an optimization problem for the assembly process
can be set up and solved. In the last step ”Assembly” the simulation result from the
previous step is analysed to derive individual assembly parameter sets for the auto-
mated assembly. Furthermore, the concept is extended to optimize different available
combinations of parts and assembly environments to archive the best overall quality.

Figure 2: Overall workflow of the concept

The three steps are now explained in detail:

Preparation/Simulation Setup

The first step serves to prepare the simulation setup. This has to be done only once
for different measurements. As input for this step, CAD-geometries of the part and its
environment (surrounding parts) are necessary. From these geometries, a full detailed
FE-model can be created considering the behaviour of the assembling part as well as
the interactions with its environment. The FE-model has to be on a high level of detail
to recognize deviations on a small scale beneath 0,1 millimetres. The CAD-geometry of
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the part is also used to define the areas of interest. These are surface patches along the
gap to its neighbour part covering the whole border area. Figure 3 shows an example for
the selection of surface patches in the border area (black patches covering the edge and
surrounding area). Onto this surface patches a 3D-spline can be defined that follows the
tip of the edge radius so that every point of the spline matches the measurement point of
the gap (compare Figure 1). This spline is used to condense the representation of the
geometry to a 3D-curve and is called hereafter ”contour spline”. The number of control
points needed for the contour spline depends on the curvature of the geometry. In areas
of high curvature more control points are needed to ensure a sufficient representation of
the geometry. This kind of representation is also used for modal tolerance analysis as
presented by (Adragna et al. 2007).

With the control points of the contour spline and the full detailed FE-model a SE-
model can be created. A SE basically connects a set of boundary nodes chosen by the
user, with a stiffness accordingly to the stiffness of the FE-model. The reduction is
similar to the principle of finding an equivalent spring stiffness of a multiple spring
system. In this case, the boundary nodes of the SE are chosen near to the control points
of the contour spline. By linking the control points of the contour spline to the SE-model
the whole information of the border area of the part can be reconstructed for the updated
situation. The reconstruction of the whole border area presumes that the radius of the
border area does not change during assembly. As mentioned before, all the tasks within
this steps have only to be performed once. With these preparations done, the simulation
based production control can be performed.

Measurement/Simulation

In the second step ”Measurement/Simulation” the actual online simulation is performed.
Here, also the second optimization problem, finding the best combination of available
chassis and parts, is solved. The idea is to use measurements of parts and chassis that
will be available at the same time at the assembly line as input for this step. For now,
we assume optical measurements of the border areas as well as optical measurements of
the relevant environment (border areas of the neighbours, contact surfaces, etc.).

With the optical measurement of the part and the CAD-surface-patches of the bor-
der area a surface patch fitting can be performed. In this procedure the parametric
surface is adjusted iteratively until it matches the point cloud of the measurement within
a certain rage. This method is also called morphing. Note that the surface patches are
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not only become adjusted in term of position and orientation also the shape has to be
adjusted to fit the point cloud. After fitting the surface patches to the measurement,
a continuous representation of the actual border area is obtained. With the represen-
tation of the actual geometry the contour spline defined in section “Preparation” can
be updated to an actual border spline. After the actual contour spline is obtained, the
boundary nodes of the SE-model created in section “Preparation” can be updated with
the control points from the updated contour spline. At this step the assumption is made,
that the stiffness’s between the boundary nodes remain the same even if the actual
geometry is slightly different compared to the CAD. With the measurement of the
assembly environment, the boundary conditions of the SE-model can be updated. This
is necessary because the assembly environment has influence on the behaviour of the
part during assembly. For example, the force of a sealing between two parts depends
on the relative position between the parts. With the SE-model containing the actual
geometric properties the simulation can be performed.

After the simulation is done the result only contains the new position of the boundary
nodes of the SE. To obtain a continuous representation of the border area an updated
spline is reconstructed from the simulation result. To measure any point near the re-
constructed border spline we assume that the edge radius of the part does not change
significantly during assembly. With that assumption a crossection at any spline position
can be calculated from the fitted surface patches.

Accordingly, the tasks presented in this step can be performed onto different com-
binations of parts and chassis. The idea is to use measurements of parts and chassis that
will be available at the same time at the assembly line. The output of this section is a
collection of simulation results that contains different possible combinations of parts
and chassis.
Assembly

The last step is to derive assembly parameter sets for the automated assembly from the
simulation results. Therefore, the positioning of the part and the initial deformation
caused by the clamping tool before fastening the screws is needed. These can be ob-
tained from the simulation input file of the last iteration of the optimization problem
(see section ”Measurement/Simulation”).
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4. Use case

To get a better understanding of the concept idea, this section presents an example for
an arbitrary use case. For this purposes an open source CAD-model of a car front door
is used.
Preparation / Simulation Setup

As initial situation we presume the scenario that we are responsible for the assembly
quality of a car door for a new vehicle. We already have the CAD-model of the door
and know the geometry of the tool that will be used for the automated assembly process.
From the CAD, we can define surface patches at the areas of interest along the gap to
the neighbour parts. In the case of the front door, the neighbours are: the back door, the
wing, and the side part. In Figure 3 an example for the selection of the surfaces patches
is shown for the front door. We also need to define surface patches for the neighbour
parts to be able to obtain a continues representation of the area along the gap of both
partners. Both representations are needed for performing gap and flushness measures.
Next, we can define 3D-contour-splines on the selected surface patches of the door
along the different gaps (see Figure 4).

Figure 3: Definition of CAD-surface-patches in the border areas

With the CAD we can prepare beside the geometrical aspects also the structural infor-
mation. These are obtained by creating a full detailed FE-model of the door considering
material behaviour, thicknesses, joints between components, sealings, etc. From the
detailed FE- model, we can derive a SE-model. This step presumes that the detailed
FE-model is already validated. For the SE, we need to define a set of boundary nodes,
that remain in the stiffness matrix. These boundary nodes are close to the position of the
control points of the contour spline and also containing the interface nodes for applying
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forces and boundaries. This step can be scripted in a way that the user merely defines
the contour spline.

Figure 4: Extracted 3D-contour-spline from previous selected CAD surfaces

Measurement/Simulation

After the preparations are done, the SE, surface patches, and contour splines can be
used for the actual process control. We assume, that we have five measurements of
already produced doors as well as the measurements of five chassis. First, we can now
fit the surface patches of the door and of the environment onto the measurements. By
that we get the continues representations of the actual border areas of the door and its
neighbours. Figure 5 shows an example for the fitting of a surface patch (software used
for surface fitting: Autodesk Alias). Here the initial position a), the fitted result b), and
the deviation between surface fitting and measurement c), is shown. Following, we can
update the contour splines of the door to five sets of the actual contour splines.

Subsequent, we can update the SE-model created from CAD by adjusting the po-
sition of the boundary nodes accordingly to the five actual contour splines. By that we
derive five different SE-models for the measured doors. Together with the continuous
representations of the five chassis 25 simulations can be performed, each optimizing the
gap and flushness measurements by adjusting the boundary conditions (compare section
“Optimization Problem”). With the simulation results, the combination of chassis and
doors are chosen by optimizing the overall product quality.



2.3 Method and Use Case Scenario 43

a) Initial situation b) Fitted surface patch

c) Surface deviation of fitted patch
Figure 5: Surface patch fitting

Assembly

In the last concept step the actual assembly is performed. As input we get the collection
of simulation results from the step above, for this example the results of the 25 com-
binations that have been simulated. Out of this collection, a combination is selected
that fulfils best the overall quality criteria defined by the user. In the case of automotive
exterior assembly, the quality criteria are gap- and flushness-measurements as well as
weighted criteria for design important gaps or design lines. These criteria are already
considered as target for the first optimization problem but have to be evaluated in the
simulation results. After a combination is chosen, a parameter set for the automated
assembly can be derived. Therefore, the SE-model contains boundary nodes at the
clamping points of the handling tool. With the information where these points must be
relative to the chassis before the part becomes fastened, an assembly parameter set can
be created. Succeeding, the assembly process can be performed.

...
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Re-Evaluation of Color-Coded Figures

Fig. 2.4 Reevaluation of Figure 5c shown in Quotation 2.1.

For the presented approach, preliminary studies were performed that can be looked up in
[1]. The results are discussed in detail in the original paper and underline the usability of the
proposed method for the presented application.

2.4 Requirements for Applying DTs to Smart Assembly

The approach presented in Section 2.3 was developed for setting up a smart assembly process
for exterior sheet metal components from the automotive industry. As prediction kernel, a
SE-model coupled with a linear optimization algorithm is used to predict optimal positioning
before fastening the mechanical interfaces of an assembly component. Based on the presented
approach, requirements and challenges for applying a DT for smart assembly are identified
and discussed. The requirements are grouped by the subsystems of a smart assembly system,
which were introduced in Section 2.2.3.

2.4.1 Requirements for the Recognition System

The recognition system was only superficially addressed in [1] and is now being discussed
more in-depth. As shown in Figure 2.2, the recognition system is composed of different kinds
of sensors. For completeness, also human workers are listed as part of system components
if measures are taken manually. The outputs of the recognition system are measurement
data from the sensors which describe the current state of assembly- and/or part components.
This measurement data serves as input for the prediction system and needs to fulfill certain
requirements. To set up a recognition system, different requirements must be addressed.
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Inspection plan and KPIs are defining what must be inspected during the current state of
production. Also, requirements of the prediction system in terms of quality and completeness
of data must be considered. Further, restrictions in terms of timings must be met to ensure
target throughput times. These requirements have a great impact on the choice of sensors
and peripheral measurement equipment.

Besides measurement hardware, the recognition system also must be capable of handling
the accruing measurement data. For instance, high-density point clouds acquired with 3D-
scanners, can easily exceed gigabytes within seconds. To record and post-process acquired
data, on-site computational hardware is needed. As raw measurement data can not be
processed by the prediction system, acquired data must be prepared. This kind of pre-/post-
processing computations could for example be: filtering, coarsening, smoothing, calculation
of indirectly measured quantities, tessellation, triangulation, etc. The processed output of the
recognition system is transferred to the prediction system.

Special Demands for Sheet Metals

A 3D-scanned geometry of a sheet metal part can be used for generating a DT to make a
more precise prediction of the following assembly steps. When setting up a recognition
system for smart assembly of sheet metal components involving a DT, special requirements
must be addressed. As discussed in Section 1.3 sheet metal components and assemblies
are considered as non-rigid and consist of large free-form surfaces. Capturing geometries
(current state) of these kinds of components is challenging in terms of fixturing and data
acquisition, see Section 1.3.2 and Section 1.3.4. Although solutions for data acquisition and
fixturing have been discussed, the acquired geometry is subjected to systematic and statistical
errors. Statistical errors for instance are positioning errors or measurement noise. These
kinds of errors can be addressed by optimizing fixtures and measurement systems. A crucial
systematic error with a high impact on the DT, is the deflection of components due to gravity,
during measurement. This deflection can be different for every individual part and must be
compensated before the measurement can be used by the prediction system.

2.4.2 Requirements for the Prediction System

The prediction system does use a prediction kernel to estimate optimal action that must be
performed. This optimal action is calculated based on the current state (provided by the
recognition system) of the assembly system and a pre-defined target state. Regarding compo-
nents, the prediction system is only composed of computing hardware to run the prediction
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model and the model itself. The computations performed by the prediction system could
be either performed on on-site or off-site hardware. For off-site calculations the network
needs to meet requirements to be able of handling data flows in an acceptable time. To set
up the prediction system different inputs are necessary. First, the target state of the system
must be defined. The target state, for instance, can be derived from the nominal positions of
KPIs. Also, adaptive targets can be defined like gap and flushness measures based on actual
geometries of assembly partners. Besides the target definitions, the prediction model must
be set up. Commonly this is done by deriving the prediction model from a well-known and
validated simulation model. To complement the prediction model, the fixture layout of the
action system is used to define boundary conditions.

The prediction system presented in Section 2.3 is based on a prediction model that uses
SE for performing computations in real time. For this model, only single points from the
measurement are considered by applying offsets to the optimization problem. The properties
of the actual geometry of the measured part are not considered. This causes systematic
discrepancies in terms of parts’ stiffness. If one has the goal to implement a DT as prediction
kernel, actual geometric properties must be taken into account. To achieve this, the DT has
to predict correct part behavior considering the actual geometric stiffness of each individual
component. At the same time, the prediction system must maintain real-time support.

2.4.3 Requirements for the Action System

The action system composes of all hardware components that are performing the actual
assembly, with parameters that are provided by the prediction system. To set up an action
system, movement restrictions, adjustable DOFs, and assembly sequences must be defined.
For smart assembly, the hardware needs to be adaptively adjustable as every component gets
individual assembly instructions from the prediction system. With a handling robot, adaptive
positioning of parts relative to the assembly partner can be easily realized. Unfortunately, by
adaptive positioning, only 6 DOFs can be adjusted. For non-rigid parts additional DOFs must
be controlled during assembly, compare Section “Optimization Problem” of Quotation 2.1.
To make more DOFs adjustable, flexible handling tools are necessary that can pre-tension
the part in the desired manner by changing positions of clamping points. Figure 2.5 shows a
possible layout for clamping points of the front door. Designing flexible positioning devices
that can be adjusted during the process has been a topic of research for the past decades and
is still an ongoing research topic, see [97–99]. Realizing reliable and precisely functional,
flexible assembly tooling is still challenging and also costly. In this dissertation, no aspects
regarding the action system are addressed.
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Fig. 2.5 Possible placement of locators for assembly process. For smart assembly purposes
each locator must be individually adjustable. (This figure has been published in [1])

2.4.4 Verification, Validation, and Troubleshooting

During implementation but also during operation, the proper function of the smart assembly
system must be ensured. To do so, verifications and validations are performed. Verifications
are applied to every subsystem separately to ensure each system works properly. These
verification steps are performed before the system is applied to a productive environment.
During validation, the whole smart assembly system is tested under realistic circumstances.
To check whether everything works properly, the predictions made with the prediction system
can be compared to a post-assembly measurement. Sources of discrepancies are identified
and corrections to the responsible system are made. This step is crucial for applying a
smart assembly system to real environments. Especially, when applying a DT as prediction
kernel, the DT itself can be adjusted and developed further to improve process robustness
and quality. The process of verification, validation, and troubleshooting requires an expert or
group of experts. To support experts during these processes, computer-aided methods can be
employed.

2.4.5 Requirements on Factory Level

Outside the scope of the smart assembly system itself, different requirements on the factory
level must be addressed. These requirements mainly concern the digital infrastructure.
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Especially, if decentralizing all three subsystems of smart assembly process control, data
management becomes very important and challenging. Depending on the actual setup, latency,
bandwidth, databases, reliability, redundant connections, and server architectures must be
considered. Smart assembly could also be decentralized further by involving suppliers for
components being assembled. For instance, the manufacturing and measuring of the car
door could be sourced out to a supplier. In this case, further requirements regarding supply
management and data transfer must be considered. When using a DT for smart assembly, the
kind of requirements on the factory level remains the same. However, the amount of data
being transferred and processed is significantly larger compared to traditional methods.

2.5 Conclusions and Scope of Work

In this chapter, a smart assembly approach that is based on the SE method was presented.
From this method, requirements for applying a DT to smart assembly were derived. The
found requirements can be divided into requirements for each subsystem of smart assembly
and requirements on the factory level. In the following, challenges that are tackled in the
subsequent chapters are highlighted and tasks that are outside the scope of this work are
pointed out.

Figure 2.6 summarizes the requirements/challenges that need to be addressed when im-
plementing a DT-based smart assembly system. The requirements/challenges are divided by
the introduced system levels. In red, challenges where this work contributes are highlighted.
The system-levels “Factory level” and “Action system” are out of scope for this work and are
not addressed in this dissertation.

The following chapters are providing approaches to overcome challenges arising in: (a)
recognition system, (b) prediction system, and (c) verification, validation, troubleshooting.
To improve data acquisition, the acquired measurement data needs to be post-processed by the
recognition system to compensate for undesired deflections. A method solving this problem,
as well as verifications and validations are presented in Chapter 3. The prediction system
could be carried out in many different ways. Chapter 4 provides an automated workflow
to create a high-fidelity DT for prediction purposes. Last, this dissertation contributes in
terms of verification, validation, and troubleshooting aspects for creating DTs based on
3D-scan data. Therefore, two approaches that are designed to support an inspection engineer
during decision-making processes are combined into a software tool which is presented and
validated in Chapter 5.
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Chapter 3

Gravity Compensation of Scanned
Non-Rigid Parts

3.1 Introduction

This Chapter is based on core references [2] and [3] and presents a gravity compensation
method for post-processing 3D-scanned non-rigid parts. Optical measurement devices often
referred to as 3D-scanners, became popular over the last years, also for industrial applications.
With these scanners, several millions of points can be acquired within seconds resulting in a
high-resolution point cloud representation of the scanned object. This enables the generation
of high-fidelity simulation models preserving the actual geometrical information provided
by the 3D-scan. These geometrical DTs can for instance be used to make precise predic-
tions for assembly quality. However, the acquired point cloud is subjected to systematical
errors caused by gravitational forces. Especially, for parts that are considered non-rigid,
the error magnitude cannot be neglected. To compensate for occurring deflections during
measurement, special fixtures are used that add additional support to the part. By adding
additional supports to the measurement fixture, the part is positioned in an over-constrained
way. To make measurements in the over-constraining state comparable to post assembly
measurements, the fixture layout is chosen such orientation and allowed clamp forces are
similar to conditions in assembled state. These kinds of fixtures require time-consuming
planning and are also costly in terms of hardware. Although deflections caused by gravity
can be minimized due to over-constraining the part, unknown tensions are induced. This
makes it inevitable to compensate for tensions and deflections that occur during measurement
to be able to create a correct DT from acquired measurement data. This compensation step
can be carried out with different methods which are discussed in this chapter. Unfortunately,
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most methods are restricted to measurements performed with non-over-constrained fixtures.
For large components from the aerospace industry, over-constrained fixtures are necessary to
prevent damage to the components. To tackle this issue, this chapter provides an FE-based
shape optimization algorithm that can be applied to non-over-constrained fixture setups and
that can be extended to over-constrained setups as well. The precision of the approach is
benchmarked with different kinds of verifications and validations involving real sensor data.
Correct post-processing of scan data is essential to obtain a correct geometrical DT from
measured point clouds. Respectively to the smart assembly system introduced in Figure 2.2
this chapter contributes to the recognition system.

This chapter is structured as follows: Section 3.2 provides an overview about related litera-
ture and state of the art approaches. Section 3.3 is an extended problem description which
emphasizes the need for a gravity compensation method. In Section 3.4 the methods from
[2] and [3] are excerpted. These approaches are verified in Section 3.5 and validated with
experimental data in Section 3.6. Last, section 3.7 discusses method and achieved results
considering the use case of smart assembly.

3.2 Background

The problem of finding an unloaded shape based on the known loaded shape and the also
known load case is called “inverse form-finding problem.” To solve for the unloaded shape,
approaches from the literature can be clustered into two groups: (a) approaches based on
inverse finite element simulations and (b) approaches based on mapping pre-calculated
deformation fields. In addition, concepts that make use of compensation methods to avoid
costly fixtures are discussed in this section.

3.2.1 Inverse Finite Element Method

If the loaded shape of a part is given as FE-mesh, the most intuitive way of finding the
unloaded shape is to invert the FE-calculations. This kind of approach is called iFEM1. In
[100] an inverse formulation is compared to a L-BFGS2 algorithm. The results show that
the inverse formulation is superior in terms of computational times while no compromises
are made regarding output precision. In [101] the same authors present a mixed inverse
form-finding approach that uses both, direct FEM and iFEM to address non-linearity prob-

1inverse Finite Element Method
2Limited-Broyden-Flechter-Goldfarb-Shanno
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lems where the inverse formulation is not applicable. This approach is closely related to
the method presented in this chapter. In [102] the approach is extended even further to
orthotropic plasticity problems. For the use case of electric elasticity [103] proposed an
inverse formulation as well as different case studies for verification.
iFEM is the most promising approach in terms of precision and computational cost for solv-
ing inverse form-finding problems. The main drawback is the need for a special solver that
can handle inverse FE-problems. This affects the usability for industrial applications where
commercial FE-software is used. Also, iFEM is currently restricted to available validated
formulations which makes it only applicable to a restricted spectrum of simulation models.

3.2.2 Mapping of Pre-Calculated Deformation Field

A simple approach to compensate for occurring deflections is to apply corrections to an
acquired point cloud based on a pre-calculated displacement field. This displacement field is
commonly obtained from an FE-model that is based on the nominal geometry. This model
is used to solve for the displacement field that results from gravity in fixtured state. The
obtained field must be registered to the acquired measurement data. In [104] a voxel-based
filter is employed to match point cloud with simulation data. This approach presumes that
both data are already registered to the same reference frame. Another commonly used
approach for registering two sets of points is called MDS1. MDS can be used for different
kinds of applications, see [105–107]. A detailed description of this method can be found
in [108]. Surveys are provided in [108] and [109]. To improve the process of point cloud
registration, an approach was proposed in [59] which uses the properties of geodesics. To
match two different sets of points, a grid of geodesics is calculated on both meshed point
clouds. The assumption is made that the geodesics of two similar surfaces remain the
same such positions of points can be expressed relative to the grid of geodesics. In [110]
experimental validations for a use case from the aerospace industry were presented using
a mapping approach. Although these results are also within pre-defined quality goals, the
principle of mapping pre-calculated deformation fields has a significant disadvantage: the
assumption of similarity between nominal CAD geometry and measured geometry. This
assumption induces a systematic error by not considering the actual geometric stiffness of
the measured part, resulting in an unknown error. Depending on the kind of part and kind of
deviations this error can differ and must be taken into account for every part individually. In
addition, mapping approaches are only applicable to non-over-constrained fixture setups.

1Multidimensional Scaling
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3.2.3 Fixtureless Inspection and Virtual Clamping

To reduce the cost and time spent using special fixtures to compensate for deflections during
measurement, recent approaches make use of virtual compensating approaches as presented
in Section 3.2.1 or Section 3.2.2. The idea of fixtureless inspection is to use a simple
kind of fixture or none fixture at all and virtually compensate for occurring deviations by
calculating the GF state. In a second simulation step, the part can be virtually clamped in any
desired fixture setup. This workflow is called VC1. In [111] VC is used to inspect sub-frame
components of an automotive vehicle. In [60] an FE-based fixtureless inspection method is
proposed that does not compensate for gravitational effects. In this work, only surface defects
are of interest, and the stress FE-output is used to identify dents and buckles. This work
was extended in [112] by providing verifications and validations. A survey of fixtureless
inspection methods is provided in [113]. The main disadvantage of fixtureless inspection
where no compensation of gravitational forces is used is this: observed deviation are not
subdivided into deviations caused by load and actual geometrical deviations. This makes
these approaches only applicable for assessing surface defects or parts that can be considered
rigid.

3.2.4 Resume

The correct post-processing of measured non-rigid parts is crucial for generating DTs from
scan data. This processing step can be currently solved in different ways. Most popular
is the approach of mapping a pre-calculated displacement field to the acquired scan data
and applying a vertex offset in the inverse direction. Although this method works fast, it is
subjected to systematical errors caused by differences in geometrical stiffnesses between
actual and nominal part. This problem can be solved by employing iFEM methods which
precisely can solve for the desired unloaded shape. Unfortunately, iFEM methods require an
FE-mesh representation of the loaded shape which is costly to obtain from every individual
part. Also, a special implementation is necessary to solve the inverse formulation problem.
This chapter addresses these issues by presenting an iterative inverse form-finding algorithm
that only uses direct FEM.

1Virtual Clamping
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3.3 Extended Problem Description

This section discusses in detail the problem of 3D-scanning non-rigid parts on different
kinds of fixtures. Also, simulated examples are used to demonstrate possible effects onto the
outcome of available compensation methods.

g

u0

gravity-free shape

free shape

S0

Fig. 3.1 2D example of a GF-shape and free shape. The gravity load does de-
form the GF-shape by u0 resulting in the free shape S0. (This figure has been
published in [2], licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/; changes: none.)

3.3.1 Non-Over-Constrained Fixture Setups

When a non-rigid part is placed on a fixture, deflections caused by its own weight, occur. In
Figure 3.1 an easy to understand 2D example is shown. The figure shows a beam that is only
constrained at the right end which is a non-over-constrained fixture setup. Due to gravity
g, the beam deflects by the displacement field u0 towards the free shape S0. The free shape
is the situation that is measured by the 3D-scanner. The displacement field u0 results from
the gravity and must be calculated to obtain the GF-state from the scanned geometry. As
mentioned before, there are different ways of calculating this displacement field:

Direct FEM - The GF-shape is assumed to be close to the nominal shape defined by CAD
definition. An FE-simulation mesh based on the nominal geometry can be created and the
known material properties, mechanical boundary conditions, and direction of gravity can be
added to complement the simulation model. Next, an FE-simulation is performed to solve for
u0. The inverted displacement field u�1

0 can be applied to the shape S0 to obtain the GF-shape.



56 Gravity Compensation of Scanned Non-Rigid Parts

0.00
0.10
0.20
0.30
0.40
0.50

-0.10
-0.20
-0.30
-0.40
-0.50

[mm]

0.0
0.4
0.8
1.2
1.6
2.0

-0.4
-0.8
-1.2
-1.6
-2.0

In
iti

al
 G

eo
m

et
ry

an
d 

fix
tu

re
 s

et
up

D
ev

ia
tio

n 
ca

us
ed

 b
y 

gr
av

ity
D

iff
er

en
ce

 in
 d

ev
ia

tio
n

Geometry with shape errors Nominal geometry (plane) 

0.00
0.04
0.08
0.12
0.16
0.20

-0.04
-0.08
-0.12
-0.16
-0.20

[mm]

-g -g

Fig. 3.2 Comparison of similar shapes placed on the same fixture. Top: Initial geometry
compared with nominal geometry. Middle: deflection caused by gravity for each geometry.
Bottom: direct comparison between deflections; differences indicate errors when assuming
similarity.

Inverse FEM - For applying iFEM a simulation mesh must be created from the measurement
which represents the loaded shape (free shape). Also, material properties, boundary condi-
tions, and load case must be defined to complement the simulation model. By solving the
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inverse FE-problem, the inverse displacement field u�1
0 is obtained directly without similarity

assumptions.

Figure 3.2 demonstrates the issue when assuming similarity between nominal and actual
geometry. The figure shows a virtual experiment where a simple piece of sheet metal with-
and without shape errors is simulated on the same fixture (3-point non over-constrained).
The size of the simulated part is 200 mm by 300 mm by 0.5 mm. The geometry is meshed
with 15000 first order shell elements. The material model is assumed to be linear with the
properties for aluminum:

• Young’s Modulus: 70 GPa

• Poisson’s Ratio: 0.3

• Density: 2.7 g
cm3

The second row of the figure shows the occurring deviations compared to initial geometry
when gravity is applied perpendicular to the image plane. In mapping approaches, this
displacement field is assumed to be equal. The direct comparison (bottom picture) shows the
error that is neglected when mapping a pre-calculated displacement field based on nominal
geometry. Already in this simple example errors up to 0.12 mm can be observed for areas
far away from supports. As this error depends on individual differences in shape but also
on the part size and structure, this error must be handled with care. If one does use such an
approach that is based on similarity, the magnitude of the error is always unknown which
makes it not applicable to high precision applications.

3.3.2 Over-Constrained Fixture Setups

To compensate for large deflections caused by gravitational effects, over-constrained fixture
setups are used. To minimize the tensions that are induced to the part by the fixture, different
methods can be found in the literature, see [40, 41, 114]. When adding additional supports to
the fixture setup to compensate for part deflections, the fixture gets over-constrained. This
results in an unambiguous geometry during measurement. The problem is described using
Figure 3.3. In the 2D-figure two similar geometries - nominal (CAD) and actual geometry
- are compared in different states and fixtures. a) shows both parts in the GF-state, where
differences can be observed. In b) gravity is applied and the parts deflect because of their
own weight. In c) an additional support (blue) is placed in the middle to compensate for
deflections caused by gravity. This step makes the fixture setup over-constrained and both
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geometries cannot be differentiated anymore. By using only geometrical information of the
parts’ geometry and locator positions, the GF-shape can not be obtained due to the over-
constraining. To resolve the over-constrained situation, additional information is required.
One possible way is measuring the force, pressing down on over-constraining supports. By
that, all required information is given to resolve for the GF-shape.

g

g

a)

b)

c)

Actual GeometryIdeal Geometry (CAD)

Fig. 3.3 Unambiguous behavior of flexible parts when using over-constrained fixture setups:
a) GF-shape of CAD- and actual- geometry; (b) free shapes based on loading GF-shapes
with gravity; (c) resulting shapes when adding additional support to compensate for occur-
ring deflections caused by gravity. (This figure has been published in [2], licensed under
Attribution 4.0 International (CC BY 4.0), see https://creativecommons.org/licenses/by/4.0/;
changes: none.)

Not considering deflections of the part caused by over-constrained fixtures can lead to
significant errors on the scale of millimeters. One can think of this problem like this: there
exists a shape that barely touches the over-constraining support when it’s loaded with gravity.
In this loaded state, the part could have the exact nominal shape. On the other hand, there
exists a shape where the force onto the over-constraining support is maximal while the part
also has the exact same nominal shape when placed on the fixture. Comparing these two
shapes in the GF-state will reveal significant differences in shape that must be considered
for the generation of geometrical DTs. In Figure 3.4 this problem is illustrated. The first
row shows the shape of a geometry in GF-state and gravity loaded shape, where the over-
constraining support carries the maximum of the weight of the part. The loaded shape,
however, does match with the nominal geometry. The second row shows the inverse extreme,
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where the load on the third support is minimal. The last row shows the direct comparison of
the two geometries in the GF-state resulting in large deviations.

g

g

GF geometryLoaded geometry

F =0

F =max

Geometry 1

Geometry 2

Comparison in GF state

Fig. 3.4 Geometry 1: maximum shape deviation in direction of gravity, force on over-
constraining support is maximal; Geometry 2 maximum shape deviation in the opposite
direction of gravity, force on over-constraining support is just zero. Bottom: spectrum
of possible GF-geometries with almost identical shapes in the free state, when placed on
over-constrained fixture.

3.3.3 Resume

In summary, the post-processing of scanned non-rigid parts is a crucial aspect for the
generation of DTs preserving real parts geometry. Especially, when working with over-
constrained fixture setups this post-processing step cannot be carried out anymore with
simple approximating mapping approaches. Therefore, a precise solution is required that
ensures correct post-processing of acquired 3D-scans. In the following of this chapter, such
a solution is presented, verified, and validated. This solution is capable of post-processing
3D-scans performed with over-and non-over-constrained fixture setups.
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3.4 Method

The method presented in the following is excerpted from core reference [2] and [3]. Fun-
damentals of the approach are described in Quotation 3.1, followed by an extension of the
approach to handle over-constrained fixtures in Quotation 3.2.

Quotation 3.1: Chapter 5 excerpted from [2]1

g

u0

gravity-free shape

free shape

S0

Fig. 1 Problem definition. Example of a simple 2D beam constrained at the right end;
S0 represents the free shape resulting from the influence of gravity (u0).

...
5 Method

This section is split into two parts. First, the method is explained by discussing mathe-
matical aspects of calculating the GF-shape. Second, the used algorithm resulting from
the mathematical description is presented. To calculate the GF-shape, the method needs
the following inputs: (1) a mesh representation of the measured object, (2) the locator
positions and directions, (3) material information, and (4) the gravity direction. The
output of the computation will be a mesh representation of the GF-state of the measured
object.

5.1 Generation of the Simulation Model

The first step after measuring a part is the generation of a simulation model from
the measured geometry. There are many different methods available for the generation
of a mesh from a measured geometry. I. Gentilini and K. Shimada [20] for example, are
applying a bubble packing method to the point cloud to reduce its density.

1This content has been published in [2], licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/; changes: none



3.4 Method 61

After triangulating the coarsened point cloud they define the elements as FE shell ele-
ments to run simulations. Another method that automatically creates volume FE-meshes
from STL files is proposed by Y. Liu et al. [25]. More recently, also a simulation
method called "Finite Cell Method" became more popular. This method enables, to
run simulations completely without the use of meshing the measured object. It can
handle three-dimensional point clouds from different kinds of scans. A detailed review
and description of the method are given by D. Schillinger and M. Ruess [26]. Another
possible way to obtain an FE-mesh from a measurement is to use commercially available
software tools for reverse engineering to get a CAD representation of the measured ob-
ject and then again meshing the new CAD model. Thus, the generation of the simulation
mesh is treated as a problem on its own that can already be solved in a satisfying way
for different kinds of applications. To finalize the simulation model material properties,
boundaries and loads must be added. The boundaries and loads can be derived from
the measurement fixture. As mentioned, the fixture must be unambiguous to calculate
the GF-shape only with geometrical information as input (compare Section 4.2). For
further explanations, the load case shown in Figure 1 is used.

5.2 Iterative Approach (Loop 1)

Starting from the initial situation, the most intuitive way of finding the GF-shape
would be to invert the direction of the load. This might work for really small magnitudes
of u0 and in some special cases but is wrong in general. As such, it is not applicable rea-
soned by the difference of geometrical stiffnesses. The pre-studies in Section 4.2 already
discussed this problem. Motivated by the problem of different magnitudes by flipping
the gravity direction, an iterative approach is used to approximate the displacement field
u0. The basic idea of this approach is to subdivide the total gravity load into smaller
increments Dg and applying the load incremental wise to the structure. Per iteration, two
simlation runs are performed, one with the load of +Dg and in a separate simulation, the
same incremental load is applied in the inverse direction. Figure 5 shows the resulting
displacement fields u+Dg

0 and u�Dg
0 . Now, the magnitudes of the displacement field u+Dg

0
can be used to apply it in the direction of the field u�Dg

0 for every node. The resulting
shape S1 is the updated mesh configuration after the first iteration, being the initial
configuration for the next iteration. The shape S1 can be expressed mathematically as:

S1 = S0 +(|S+Dg
0 �S0|⇤

S�Dg
0 �S0

|S�Dg
0 �S0|

) (2)



62 Gravity Compensation of Scanned Non-Rigid Parts

The displacements u±Dg
0 can be written with:

S±Dg
0 �S0 = u±Dg

0 (3)

(3) in (2) results in:

S1 = S0 +(|u+Dg
0 |⇤

u�Dg
0

|u�Dg
0 |

) (4)

To approximate the target displacement field u0 all incremental displacements need to
be summed up:

u0 ⇡
n

Â
i=0

|u+Dg
i |⇤

u�Dg
i

|u�Dg
i |

(5)

In every iteration, only node positions of the mesh are updated. Tensions and forces
are not considered for the next iteration. When updating the position of a node, the
geometry of the simulation model is changed. Thus, the displacement field calculated
in the next iteration changes as well. This iterative approach solves the problem of
different geometrical stiffnesses in different directions of gravity.To obtain the GF-shape
approximation, iterations are performed until the sum of all Dg values equals the value
of g, captured mathematically in Equation 5. Note that one could think, performing only
the simulation run with +Dg and flipping the displacement vectors might be sufficient,
as the direction of displacement is very similar to the simulation run with �Dg, for
small Dgs. Unfortunately, it turned out that this slight difference in direction is summed
up while performing the iterative steps leading to recognizable errors.

- g

+ g

gravity-free shape

S0

S1

u0
- g

u0
+ g

Fig. 5 Calculating one increment of "Loop 1" from shape S0 to S1 by displacing the
mesh nodes using the magnitude of the displacement vectors calculated with the load
+Dg (blue) an applying them into the direction of the vectors calculated with �Dg (red)
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g+ ggravity-free shape

u0 u

u0
+ g

S0

S0
+ g

Fig. 6 Comparing one increment of Loop 2 by calculating S+Dg
0 in two different ways.

The user controls increments for this "Loop 1." By defining how many iterations are
to be performed, the value of Dg is given as Dg = g/#iterations. Similar to other iter-
ative approaches, it is expected that the quality of the approximation improves with
an increasing number of iterations, at the expense of computational cost. The ideal
number of iterations is a trade-off between precision and computational cost and must
be determined for every application individually via a sensitivity study. Once the ideal
number of iterations is determined, this number can be used for the calculation of the
GF-shape for further measurements of the same part.

Iterative approaches can be used to approximate a solution. By reducing the incre-
ment size resulting in a higher number of iterations the solution should become more
precise. It turned out that the presented approach has a weak spot that causes a conver-
gence towards a shape that slightly differs from the desired GF-shape.

5.3 Stress Stiffening (Loop 2)

To find the reason for the error in the approach of Section 5.2, first, the solution
of one iteration is verified. To do so, two simulations are compared. The first simulation
is applying g+Dg to the known GF-shape to obtain the configuration S+Dg

0 from Figure
6. The second simulation is applying the load +Dg on the free shape S0. Note that the
shape S0 was calculated before by applying the load +g to the GF-shape and exporting
the mesh. The initial meshes of both simulations are considered as stress- / strain-free.
It turned out that these two simulations do not result in the same geometry. As a reason,
an effect called "Stress Stiffening" is identified, which is not considered in the second
simulation which causes the differences in the simulation results.
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Stress stiffening sometimes also named geometric stiffening, incremental stiffening,
initial stress stiffening, or differential stiffening is the effect that a loaded structure
behaves differently from a stress-free structure. This effect usually occurs in simulation
with thin structures like shells or beams. Depending on the geometry, the structure can
be stiffened or weakened by this effect. The mathematical aspects are not discussed in
detail, they can be looked up for example in the Ansys Theory Guide [27]. For further
improvements, it is only important to know that the stress stiffening effect influences
the behavior of a loaded structure.

gravity-free shape

S0

SLoop1

ga)

ug

S0

'SLoop1

b)

-u-ug

Fig. 7 Two-step optimization of "Loop 2." a) First, full gravity load g is applied to the
shape SLoop1; b) second, a displacement field ug is applied in inverse direction to the
shape S0, resulting in S

0
Loop1.

As the stresses are lost after the mesh update in each iteration of "Loop 1", the stress
stiffening effect cannot be considered directly. To overcome this problem, a second
iterative approach is used, based on the calculations made before as described in Section
5.2. As mentioned before, a shape that does not exactly match the desired GF-shape can
be calculated, but this shape is already very close to the GF-shape. The shape obtained
from Section 5.2 is further used as initial geometry for the following calculations. The
basic idea for the next iterative simulations is to use the similarity of the GF-shape
and the already calculated shape. Both shapes result in similar displacement fields
when applying the full gravity load. As the stress stiffening effect is considered in the
forward simulation, the resulting displacement field will differ from the approximation
calculated before in Section 5.2. This scenario is depicted in Figure 7 a), where SLoop1

is the shape initially used from the previous iterative calculations and S0 the free shape.
Now, the displacement field ug that has been obtained from loading SLoop1 with the full
gravity, can be used to displace the free shape S0 in the opposite direction. The resulting
shape S0Loop1 is closer to the desired GF-shape (see Figure 7 b)). This behavior can be
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expressed as:

|(Sn �Sg
n)�u0|< |(

n

Â
i=0

|u+Dg
i |⇤

u�Dg
i

|u�Dg
i |

)�u0| (6)

As both geometries, S0 and SLoop1, are represented by the same mesh the displacements
can be applied per node. So a registration method for matching the geometries is not
necessary. By running the forward simulation from Figure 7 and updating the shape
SLoop1 multiple times, the resulting geometry comes every step closer to the GF-shape.
So the following sequence can be established:

Si = S0 � (S+g
i�1 �Si�1) (7)

The limit of Si is the desired GF-shape:

Sgrav� f ree = lim
i!•

Si (8)

As the change of the shape from Si to Si+1 can be calculated, a termination criterion e
can be defined as:

e > max(|Si �Si+1|) (9)

The maximal change of the shape converges to zero for an infinite number of iterations.
The threshold e can be viewed as a measure for the precision of an intermediate result.
This approach allows a user to control output precision for a specific application by
specifying the value of e .

Note that the whole calculation of the GF-shape might work by only applying "Loop 2"
multiple times directly to the measured shape S0, but this would result in a large number
of iterations that can be drastically reduced by using the geometry of "Loop 1" as input
for the second loop.

5.4 Algorithm

This section will describe an algorithmic implementation of the method described
before. This algorithm highly relates to the method proposed by S. Germain et al. [6].
The difference in the method which is proposed in this paper is that it does not use any
inverse FE-formulation. This might result in way higher run times (see 6.3) but makes
the method easier to implement with almost any simulation software and thus easier
and capable to use in real applications.
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Set simulation 
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Fig. 8 Flow chart of algorithm to calculate the GF-shape. The algorithm is divided
into two loops; columns represent steps that are performed during one iteration. Loop
1, shown in blue, iterates a fixed number defined by the user. Loop 2, shown in red,
terminates based on a threshold condition.

To explain the algorithm in detail, Figure 8 is used. As a prerequisite a simulation model
of the measured geometry, containing boundaries, material information, and direction
of gravity is necessary. The algorithm is split up into two loops. These loops refer to
the iterations explained before in Section 5.2 and 5.3. Before starting the computation,
the user has to define the number of iterations for the first loop and the abort criteria e
for the second loop. At the beginning of "Loop 1", a Dg is defined by dividing the full
gravity load by the defined number of iterations. Then, two simulations can be started
in parallel, one with the load vector +Dg and one with �Dg. From these two results,
the magnitude and direction of the displacement for the node update can be obtained.
This step refers to the principle explained in Section 5.2. After the node positions of
the mesh nodes are updated, the next iteration of "Loop 1" can be performed with the
updated mesh. When all iterations are done, the mesh geometry already is close to the
GF-shape. The updated mesh geometry is then used as input for "Loop 2". This loop
refers to the iterations explained in Section 5.3.
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Data:

- Simulation model of free shape / nodes and loads accessible

- number of iterations (user-defined variable see 5.2 for further explanation)

- e (user-defined variable see 5.3 for further explanation)

Result: Simulation model of gravity free shape
LOOP 1: for number of iterations do

set gravity= 9.81/number of iterations
run sim1

set gravity= -(9.81/number of iterations)
run sim2

get node_displacement_magnitudes from sim1

get node_displacement_vectors from sim2

node_displacement_direction=normalize (node_displacement_vectors)
update node_positions(node_displacement_direction*node_displacement
_magnitudes)

end
set gravity= 9.81

LOOP 2: while delta > e do
run sim
get node_displacements from sim
overwrite node_positions with (initial_node_position-node_displacements)
delta=max(abs((node_displacements(simn) - node_displacements(simn�1))))

end
Algorithm 1 Pseudocode of the Algorithm, splitted into two loops that refer to sections

5.2 and 5.3.

Here, the following steps are performed. First, the full load of +g is applied to the
resulting mesh from "Loop 1". Then, the direction of the displacement vectors become
flipped and applied to the original input mesh that represents the measurement of the free
state. The resulting mesh is closer to the GF-shape then the result from "Loop 1" and is
used for the next iteration of "Loop 2". This loop is running until the maximum change
of the displacement field from one iteration to the next one is below the user-defined
value e . The result of the algorithm is a simulation model of the part in its GF-shape.
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From here, the user can run any forward simulation to virtually clamp or assemble
the part in any desired situation to perform quality measures in other situations if needed.

As stated in the abstract this algorithm does not need a CAD model of the part and also
does not use any inverse formulations. The user merely needs access to the node posi-
tion of the mesh and the displacement vectors of the results to implement the proposed
algorithm. Commonly, these are fundamental functions provided by scripting interfaces
of commercial simulation software. An alternative visualization of the method is given
in Algorithm 1 expressed as pseudocode.
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The so far presented method is only capable of post-processing non-over-constrained fixture
setups. To enable post-processing for the over-constrained case, the algorithm is extended in
the following by Quotation 3.2.

Quotation 3.2: Chapter 2 excerpted from [3]

Extensions to the Earlier Method

To apply the proposed algorithm to measurement data acquired on over-constrained
fixture setups, different changes are made. Figure 2 shows an overview of the changes
made to the existing algorithm.
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It is most important to add the support forces to the input-simulation model. By adding
this(these) force(s), the information necessary for resolving the over-constrained situa-
tion is provided to the model. Not all support boundaries need to be substituted by forces
in the simulation model, only the supports that cause the over-constrained situation
must be considered for change. Only for the supports that over-constrain the part, the
forces occurring during measurement must be obtained. The second modification to
the original method is to skip the first loop of the algorithm. This loop is intended to
provide a robust way of finding a first coarse approximation of the GF-shape. “Loop 2”
improves the result of “Loop 1” resulting in a better approximation of the GF-Shape.
“Loop 1” is now intentionally skipped as we assume that the part is already in a shape
similar to the GF-Shape due to the over-constrained fixture. Although skipping “Loop
1” is optional, the computational cost can be reduced drastically as this loop is the most
expensive part of the overall algorithm.
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Figure 2: Modifications made to the original method: (1) Adding specific support forces,
(2) skipping "Loop 1".
In the second loop, the support forces are considered for the load case. All loads –
gravity and support forces – are applied in one simulation step. This loop performs
iteratively a simple forward simulation and applies the resulting node displacements
in inverse direction always to the original input simulation model. The resulting shape
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converges towards the desired GF-shape. The change of the displacement output is
monitored and serves as adaptive termination criterion for this loop. This method does
only need access to the node positions of the simulation model and the displacement
output of the simulation result. It can be easily implemented with almost any commercial
FE-simulation software.

The presented approach can be categorized as an inverse form-finding algorithm that employs
shape optimization procedures. The advantage of this approach is, that only direct FEM is
used to solve the problem iteratively which makes it applicable to commercial simulation
software. A prototype implementation was realized using python together with the simulation
software “ABAQUS” from Dassault Systèmes.

3.5 Verification

To verify whether the described method does perform as expected, different verifications are
performed that use simulated data as input. The verifications are carried out by simulating
different geometries and materials.

3.5.1 Simulation Models

Reinforce structure

Outer skin

Inner parts

Car roof (top view) Engine hood

Fig. 3.5 Left: Geometry of a car roof. Right: Assembly structure of an engine hood (BMW
E46 facelift).
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To ensure that results from this verification are not lucky strikes, three different geometries
are used for testing. Besides the simple piece of sheet metal already introduced in Section
3.3.1, two real-world use cases from the automotive industry are presented. These geometries
are shown in Figure 3.5.

Car Roof - The geometry shown on the left side of the figure is a car roof from an au-
tomotive application. The part is made out of a single piece of sheet metal and has the
size of about 2000 mm x 1000 mm. The material is steel with a thickness of 0.7 mm. The
geometry was meshed with 169,378 single-order shell elements. An adaptive meshing was
applied to achieve the best trade-off between the number of mesh elements and geometrical
approximation. The used meshing parameters were elaborated within industrial projects and
were proven to be the best practice for this application.

Engine hood - The second geometry is an engine hood, also from an automotive appli-
cation. This part has outer dimensions of about 1300 mm x 1500 mm x 400 mm and
composes of seven individual components that are joined together. The simulation model
was built up by first meshing all individual components with a total of 365,152 mesh ele-
ments. The same adaptive meshing strategy was used. Next, all interconnections between
components like spot-welds and adhesives are modeled. The simulation model is finalized
by defining material properties.

The properties of all used simulation models for verification purposes are summarized
in Table 3.1. For all simulation models in this dissertation, a linear elastic material model is
chosen. The reason for choosing such simplification is this: for all load conditions that are
considered (i.e. fixturing/clamping, handling, assembly) an elastic deformation is presumed.
If the mechanical stress in any condition exceeds the elastic capabilities of the material the
part would be permanently deformed. Such plastic deformation is not acceptable for any pro-
cess that is considered in this dissertation. Badly shaped components that would permanently
deform during assembly are expected to be sorted out by prior quality inspections.

3.5.2 Verification with Non-Over-Constrained Fixtures

In addition to verifications that already were proposed in [2], this section shows a verification
that is performed with non-over-constrained fixtures but using the extended method, pre-
sented in Quotation 3.2. In [2] it was stated, that the first loop of the algorithm is necessary
for parts with large deflections to reduce run time and undesired behavior. Unfortunately,
every iteration performed by Loop 1 does trigger two simulation runs, which makes this
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Table 3.1 Properties of different simulation models used for verification purposes.

Geometry Sheet metal Sheet metal Car roof Engine hood
Material Aluminum Steel Steel Steel
Density 2.7 g

cm3 7.85 g
cm3

Young’s Modulus 70 GPA 210 GPA
Poisson’s Ratio 0.3
Material Model linear elastic
Thickness 0.5 mm 0.75 mm 0.7 mm 0.7 mm/2 mm
Mesh Elements 15,000 15,000 169,378 365,152

loop very costly in terms of computational times. Therefore, this verification investigates the
behavior of the extended algorithm for large deflected parts.

To simulate a worst-case scenario, the two weakest parts from Table 3.1 are chosen for
this verification. These are the piece of sheet metal made from aluminum and the car roof.
The verification is executed as follows. First, the simulation model with nominal geometry
is used to calculate displacements when the part is placed on a certain fixture. The fixture
layout and orientation of the part are chosen such that the influence of gravity is maximal but
without deforming the part permanently. The resulting geometry is exported and serves as
input for the gravity compensation algorithm. Forces and tensions from the simulation result
are neglected - only resulting geometry is used for the compensation. The compensation
algorithm then calculates the GF-shape which can be directly compared to the nominal shape.

The results of this verification are shown in Figure 3.6. The initial setup shows the nominal
geometry for each part together with the used boundary restrictions of the fixture. In the
middle column, gravity is applied perpendicular to the image plane. The resulting shape
compared to nominal geometry is shown in colors. The sheet metal part shows deflections
up to 5 mm while the car roof deflects up to 15 mm. The third column shows the direct
comparison between the nominal geometry (ground truth) and the output of the compensation
algorithm. Only minor differences below 0.02 mm can be observed after 16 iterations for the
piece of sheet metal and 15 iterations for the car roof.

3.5.3 Verification with Over-Constrained Fixtures

To verify the performance of the extended gravity compensation method for over-constrained
fixture setups, a verification analog to Section 3.5.2 is performed. The used parts are the
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Fig. 3.6 Verification results for non-over-constrained fixture setups. Top: simple sheet
metal made from aluminum; Bottom: car roof. Left Column: nominal CAD-geometry and
locator layout. Middle column: parts deflection when applying gravity, compared to nominal
geometry. Right column: calculated GF-shape based on geometry from middle column
compared to nominal geometry.

simple piece of sheet metal made from steel and the engine hood, see Table 3.1. Workflow
and figures are analog to the verification with non-over-constrained fixtures. For the engine
hood, this fixture layout is similar to real measurement fixtures used in industrial applications.
The verification results are shown in Figure 3.7. What changes with over-constrained fixtures,
is that additional information must be acquired during measuring (second column). For
these verifications, the force that acts on the over-constraining support Fz4 is used, which is
obtained from the first simulation output. The fourth support is modeled as an external force
in the simulation model that serves as input for the gravity compensation method. To make
the verification more challenging two aspects were set to not ideal conditions: (a) locator
positions in z-direction for the sheet metal part are not in-plane, and (b) input GF-shape of
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the engine hood does deviate from the nominal geometry where locator positions are defined
on. The last column again shows the result of the algorithm compared to the initial shape
(ground truth). No relevant errors can be observed for both parts.
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Fig. 3.7 Verification results for over-constrained fixture setups. Top row: simple sheet metal
made from steel; Bottom row: engine hood. Columns are analog to Figure 3.6. In the middle
column, the force on the over-constraining support is shown.

3.5.4 Run Times and Convergence Behavior

Run Times

All computational times were measured on the same computing hardware listed in Table 3.2.
Run times were measured for each iteration, averages and total times are listed in Table 3.3.

Convergence Behavior

To evaluate the convergence behavior of the gravity compensation algorithm, the output
of every iteration is compared to the initial GF-geometry. Differences are measured with
the RMS1-error, see Equation 3.1. The RMS-error is evaluated every iteration and plotted
for all four verification experiments in Figure 3.8. It can be seen that the calculations with

1Root-Mean-Squares
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Table 3.2 Computing Hardware for measuring run times.

Component Specification
CPU AMD Ryzen 5 1600 6C/12T
GPU NVIDIA GeForce GTX 1050 Ti (4GB)
RAM 16 GB DDR4
HDD WD Black 2TB Read: 140Mb/s Write: 142MB/s
Solver Dassault Systèmes ABAQUS 2019
OS Windows 10 LTSB

Table 3.3 Measured run times for the performed verification.

Geometry Sheet metal Sheet metal Car roof Engine hood
Type of fixtures N-OC1 OC2 N-OC OC
Number of iterations 16 3 15 4
Time per iteration 55.8 s 44.3 s 139 s 387.25 s
Total time 893 s 133 s 2081 s 1549 s
Mesh Elements 15,000 15,000 169,378 365,152

non-over-constrained fixtures took about four times more iterations to reach the required
goal of e < 0.004 mm. In contrast, the curves of experiments with over-constrained fixtures
converge much faster towards a small RMS value.

RMS =

s
Ân

i=1 di
2

n
(3.1)

Equation 3.1: Calculating RMS error. Distance di is the distance error per node and n the
number of nodes.

3.5.5 Benchmark with Mapping Approaches

To benchmark existing mapping approaches with the gravity compensation algorithm pre-
sented in this chapter, an additional experiment with simulated data was performed. Figure
3.9 shows the experiment setup and results. The part that was used is the same engine hood
from the verification in Section 3.5.3. The upper left picture shows the nominal geometry
and the applied fixture setup. When applying gravity, the deflections shown in the upper
right picture, occur. This simulated displacement field is used in mapping approaches for

1non-over-constrained
2over-constrained
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Fig. 3.8 Investigation of convergence behavior. RMS-error value is plotted over iterations for
performed verifications. Markers distinguish between experiments with over-constrained and
non-over-constrained fixture setups.

applying corrections to measured point clouds. A pseudo input for such measured point cloud
is created in the second row of Figure 3.9. The “actual shape” in GF-state was created by
applying the gravity compensation algorithm to the nominal shape in GF-state. This creates
a worst-case scenario where the actual loaded shape (right picture in the second row) does
exactly match with the nominal shape.

When now mapping the pre-calculated displacement field from the top and applying in-
verse displacements to the loaded actual shape, the actual GF-shape should result. As it can
be seen in the lower picture of Figure 3.9 the error resulting from this approach gets high as
± 0.2 mm, where the error of the gravity compensation method can directly be evaluated
from the actual shape in gravity loaded state, compared to the nominal shape (right side
middle row). This error is below ± 0.01 mm.
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Fig. 3.9 Results of benchmarking a mapping approach to compensate for deflections caused
by gravity. Top row: nominal shape in GF-state and gravity loaded shape (free state).
Bottom row:“actual shape” created by applying the presented gravity compensation approach.
When applying gravity the resulting shape is identical to the nominal GF-shape. Bottom:
Comparison between actual shape and inverse displacement field from top right applied to
nominal geometry.



78 Gravity Compensation of Scanned Non-Rigid Parts

3.6 Validation

To show the performance of the gravity compensation algorithm under real-world conditions,
a validation based on experimental data was performed. This step is crucial, as many
approaches from the literature do only perform verifications based on artificial data, but
challenges that occur when applying concepts to real-world problems often are not addressed.

3.6.1 Experimental Setup

For validation, the scan setup described in Section 1.4 is used. The hardware setup also
contains a specimen, fixture setup, precision scale, and measurement computer, see Figure
3.10. The used specimen is a simple piece of sheet metal, made from steel with the dimensions
of 200 mm x 300 mm x 0.75 mm. The geometry has the same dimensions as the simple part,
simulated in Section 3.5.3. The base of the fixture setup is made of aluminum profiles, where
different locators are mounted. For restricting the part in direction of gravity, three fixed
supports are realized by M8 x 60 mm DIN 912 screws. To achieve a single contact point
with the specimen, each support is equipped with an 8 mm precision steel ball from ball
bearings, which is placed on the in-bus socket of each screw. The whole fixture is leveled
by adjusting each support in height using the threads of the screws. In-plane movement is
restricted by three precision rods that are also attached to the aluminum profiles. These three
supports and three precision rods are used as reference frame for aligning measurements
with nominal data. The hardware setup also contains a fourth support (FZ4), placed on a
precision scale, which is removable. By this, the fixture can easily be adjusted to over- / and
non-over-constrained setup. The scale is used to determine the force that pushes onto the
support.
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HP 3D Structured 
Light Scanner Pro S3

Measurement computer

Precision scale

Fixture setup

Specimen

Fig. 3.10 Experimental setup that was used to perform validations. (This figure has been
published in [3])

3.6.2 Workflow Validation

The problem with validating any GF-shape is that it cannot be validated directly. This is
because a gravity-free environment during measurement cannot be achieved on earth. Thus,
an indirect validation is necessary. The workflow of this validation is illustrated in Figure
3.11. The validation is based on the assumption, that there can only be one valid GF-shape.
When acquiring and post-processing the same specimen with different fixture conditions,
the same GF-shape must result from the gravity compensation algorithm. In Figure 3.11
two post-processing pipelines for the same specimen are shown: (a) post-processing of
the specimen measured on non-over-constrained fixture in blue and (b) post-processing of
the specimen measured on over-constrained fixturing in green. Both pipelines are analog.
Starting from the specimen placed on the fixture, a 3D-scan is performed to acquire the
part’s geometry as a point cloud. In the over-constrained case, also the force acting on the
over-constraining support is measured. From each point cloud an FE-simulation model is
derived by fitting a rectangular B-spline1 surface with the dimensions 200 mm x 300 mm
to the point cloud. This surface representation then is meshed and material properties and
boundary conditions are added to complement the FE-model. The two FE-models serve

1Bayesian Spline
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as input for the gravity compensation algorithm which calculates one GF-shape per model.
These GF-shapes can be compared directly, any differences above measurement uncertainty
indicate errors.

Force sensor

3D-scanner

FZ4

g

g

FZ4

Non over constrained Over constrained

Fixture setup

Fixture setup Point cloud

Point cloud FE-model

FE-model

GF-shapes
Direct comparison
- Validation result - 0.00

0.05

-0.05
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Fig. 3.11 Validation Workflows. Blue: specimen is placed on a non-over-constrained fixture
and scanned. From the resulting point cloud, an FE-model is derived which serves as input
for the gravity compensation algorithm. Green: Analog workflow for the same specimen
on over-constrained fixture setup. At the end of the pipelines, both resulting GF-shapes are
directly compared.

3.6.3 Preparations

Before performing the actual validation, several preparation steps are made. These steps are:
(a) preparation of specimen and fixture and (b) tuning of material parameters.
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Preparation of Specimen and Fixture - To prevent disturbances during 3D-scanning,
reflective surfaces must be covered with mat finishes. This is achieved by applying a light
grey mat spray paint to the specimen and reflective surfaces of the fixture. To ensure that
the spray paint does not influence parts’ weight or thickness both quantities are measured.
The measured weight is with 353.8 g only 0.55 g above 353.25 g which are estimated by the
simulation software. The error of 0.55 g is negligible for this validation. When assuming
an even distribution of the weight error, and converting it to a surface load, this would be
8.99e-6 N

cm2 .
To ensure an even thickness distribution, the thickness of the specimen was probed at 20
points evenly distributed across the surface. All measured points did not vary above the range
of ± 0.01 mm which matches with the measurement uncertainty of the used gauge.

Tuning of Material Parameters - Although a simple piece of sheet metal is used, a tuning
of material parameters is necessary to fit the stiffness of the simulation model with the
actual parts stiffness. This is necessary because of the manufacturing process of sheet metal.
Typically sheet metals are produced by cold rolling. Due to the rolling process, Young’s
Modulus is influenced depending on evaluation direction relative to the rolling direction.
Investigations regarding this phenomenon can be found in [115] and [116]. When having
different Young’s Moduli dependent on direction, an orthotropic material model must be pre-
sumed. The in-plane stress-strain relations for thin shell structures are given by Equation 3.2.
To model transfer shear deformation in shells, ABAQUS also requires G13 and G23, see [117].
To define all engineering constants (E1,E2,u12,G12,G13,G23) for the present specimen, only
few non destructive methods are available. One possibility is using IET1 which makes use of
the parts vibration behavior to estimate material properties. Although there is a commercial
product Resonalyser® from the company “BYTEC BV” that is designed for determining
material properties for thin sheet metals, different specimens that fulfill certain requirements
are necessary to perform the estimation. Due to the lack of specimens and measurement
equipment, the estimation of material parameters is carried out with a parameter study. To
make the study comparable with measurement values, the stiffness of the part is evaluated
with a load-displacement curve for the over-constraining support (see Section 3.6.1). To
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Equation 3.2: Stress-strain relations for in-plane orthotropic material behavior. [117]
1Impulse Excitation Technique
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measure this force-displacement curve, different equally spaced heights of FZ4 are dialed in.
For each height, the force pressing down on the scale is measured. The same experiment is
carried out virtually by simulating the force pressing on FZ4 for different heights. Figure
3.12 shows the comparison between simulated and measured forces. For the simulated
curve, the isotropic material model was used. Both curves show the same linear relationship
between force and displacement. However, the pitch of both curves which is related to the
stiffness of the part is different. To find a suitable set of material parameters, a study was

Pitch: 708 N
m

Fig. 3.12 Investigation of parts stiffness compared to nominal simulation model. Graph
shows measures of force pressing on support FZ4 for different support heights. Height is
equal to zero when FZ4 is in-plane with remaining supports.

performed by running 2000 simulations with different combinations of parameter values. For
each simulation result, a force-displacement curve analog to Figure 3.12 is calculated and
compared with the measured results. The parameter set which creates the best fitting pitch is
selected as the best match. The varied material parameters and ranges are listed in Table 3.4.
All 2000 simulations are equally distributed in the parameter space by using LHS1 [118].
The result of this study - the best fitting set of parameters - is also listed in this table. This set
of best-fitting parameters is used further for the validation.

3.6.4 Results

An experiment according to the workflow presented in Section 3.6.2 was performed. As
material parameters for the simulation model, the best matching set of parameters listed in
Table 3.4 was used. The result of this experimental validation is shown in Figure 3.13. The
top row shows the scanned over- / and non-over-constrained situation for the same specimen

1Latin-Hypercube Sampling
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Table 3.4 Parameter Study for finding best fitting set of material parameters.

Material Parameter Tested Range Best Match
E1 189-245 GPa 211 GPa
E2 189-245 GPa 215 GPa
u12 0.1-0.4 0.29
G12 72-100 GPa 93 GPa
G13 72-100 GPa 95 GPa
G23 72-100 GPa 93 GPa

compared to the nominal geometry. As nominal geometry, the plane, spanned by the supports
is assumed. The position of supports is marked in the pictures. In the non-over-constrained
case, differences of up to 2 mm can be observed, while differences in the over-constrained
case only are high as 0.3 mm. The second row of the figure shows a comparison between
measurement data and the smooth fitted B-spline surface that is used to create the FE-model.
Only minor approximation errors can be observed except towards the edges of the part. In
these areas, higher approximation errors of about ± 0.05 mm occur. The third row shows
the result of the gravity compensation algorithm compared to the nominal plane. These two
resulting geometries should match exactly under ideal conditions. A direct comparison is
given in the bottom picture of Figure 3.4. Only differences in the range between -0.079 mm
and +0.034 mm occur. Differences with these extreme values, are only observable at single
points that are located on the edge of the part. Expressed in percent, 99.3 % of all values
shown in the distance map are within the margin of ± 0.05 mm, while only 0.066 % are
outside. 0.70 % of the nodal values are classified as mismatch and have no assigned distance
value.
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Fig. 3.13 Results of validation with scan data. Top row: same specimen measured with
two fixture layouts. Acquired point clouds are compared to nominal geometry (ideal plane).
Middle row: fit of the smooth surface compared to measurement. Bottom row: GF-shape
calculated by the compensation algorithm. Bottom: direct comparison between both GF-
shapes, differences indicate errors.
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3.7 Discussion

This chapter presented a method that precisely compensates gravitational influence of mea-
sured sheet metal parts. Different experiments were performed to investigate the performance
of the algorithm in terms of precision, flexibility, and computational cost. The achieved
results are discussed in the following with respect to applications in smart assembly processes.

Verification with Simulation Data - The results of the verifications have shown that under
ideal conditions, the gravity compensation algorithm does work as desired for different
geometries, materials, and fixture setups. In Figure 3.6 extreme examples are shown, where
very weak parts are supported unfavorably by only 3 supports. Using this orientation and
fixture layout, gravity causes large deflections. Nevertheless, the algorithm is capable of
compensating the occurring deflections with errors below ± 0.015 mm for the car roof and
below ± 0.011 mm for the simple sheet metal. The result can always be improved further
by performing additional iterations. However, the results are well within the pre-defined
error margin of ± 0.05 mm and are satisfying for industrial applications. The results of
the experiment performed with over-constrained fixtures are shown in Figure 3.7. This
experiment shows the same simple sheet metal but different material, as well as a whole
assembly of an engine hood being processed. To prevent lucky strikes, the fixture layout of
the sheet metal was chosen to be not in-plane and the input geometry for the engine hood is
deformed such that the supports of the fixture are loaded unbalanced. Still, the algorithm
does perform great and the results show even fewer errors of below ± 0.01 mm for both
cases. This can be explained by the information gained due to the additional force of the
fourth support that was added to the simulation model.

When looking into run times (Table 3.3) and convergence behavior (Figure 3.8), it can
be observed, that the total computation time of the experiments with over-constrained fixture
layouts is significantly smaller. This is explained by the much faster convergence behavior,
needing fewer iterations to achieve better approximation. Concerning applications where
real-time support is needed, the achieved run times are still too slow. However, using over-
constrained setups with additional force information can speed up the process significantly.
Also, these verifications have used non-optimized high-fidelity models to eliminate any error
caused by mesh resolution. For real applications, coarser models or surrogate models can be
employed to speed up the calculation of GF-shape.

Within the verifications, also a comparison to an existing approach was made. The re-
sults of comparing the presented approach to the commercially available mapping approach
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are shown in Figure 3.9. State-of-the-art mapping approaches presume similarity between
the behavior of nominal- and actual geometry. The presented example shows a real-world
scenario where this assumption does cause errors up to ± 0.2 mm which is 2000 times higher
than the approximation errors of the presented approach. The error of the mapping approach
might vary as it is highly dependent on the part’s geometry. Also, individual differences
between actual part and nominal geometry do affect the results. In contrast, the gravity
compensation method presented in this dissertation is unaffected by these variables.

Validation with Measurement Data - To validate that the presented workflow and al-
gorithm can be applied to real measurement data, an experimental validation was performed.
The most challenging part was to tune in the properties of the simulation model such that the
stiffness of the virtual part does exactly match with the behavior of the real part. This step
is crucial because a wrong stiffness of the simulation model will inevitably result in wrong
results. However, if the manufacturing process of the part is well controlled and the parts
stiffness does not vary between individual parts, this step needs only be performed once.

The results of the validation are shown in Figure 3.13. The figure shows initial measurement
data, interim results, and final comparison between the results of the workflows described
in Figure 3.11. The first critical step after scanning is the conversion to an FE-model. To
ensure that errors made by the used morphing software (Autodesk Alias) are minimal, the
resulting surface is compared to the raw point cloud. In both reconstructions, higher errors
mainly occur towards the edges of the part. This can be explained by the used structured light
scanning which becomes noisy near sharp edges. As deviation patterns of both scans are
very similar, the approximation error should not affect the final results. The final validation
result (bottom of Figure 3.13) does show only minor errors below ± 0.05 mm for most of
the part. Only 0.066 % of the nodal values exceed this margin with a maximum error of
0.08 mm. When having in mind that this comparison is based on two different scans and
processing pipelines, this result is astonishingly good. As the 3D-scanning system already
has an uncertainty of ± 0.05 mm, errors on this scale cannot be analyzed further.

DT and Self Compensating Assembly Line - The experiments in this chapter have pointed
out that the influence of gravity must be considered to be able to derive a geometrical DT from
acquired measurement data. Also, a method and implementation for solving this problem
were developed, verified, and validated. Applying the presented method for real processes,
computation times must be lowered significantly. This could for instance be achieved by
building a lightweight simulation model. Unfortunately, the most time-consuming processing
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step is the conversion of the measured point cloud to an FE-simulation model. This step was
carried out by manually morphing the CAD representation of the nominal geometry to fit the
actual scan data. For in-line usage, this model generation step must be automated.

Core References of this Chapter
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metal parts measured with over-constrained fixtures. NAFEMS, 2021





Chapter 4

Automated FE-Model Generation from
3D-Scan Data

4.1 Introduction

Motivated by the outcome of Chapter 3, this chapter presents an automated mesh morphing
approach for generating geometrical DTs from 3D-scan data. This chapter is based on
core-reference [6]. To derive a DT from 3D-scanned point clouds, a process is required
that generates, or converts an FE-simulation mesh such way that the geometry of the mesh
matches the measured geometry. A geometrical DT can be used to perform precise pre-
dictions by preserving the correct stiffness that is affected by geometrical properties. For
instance, dents or buckles can stiffen or weaken the structure of the part in an undesired
way resulting in different behavior compared to nominal geometry. Due to manufacturing
variability, surface defects can be of different types, sizes, locations, and occurrences. By
considering actual geometric properties, the output precision of the DT can be increased
significantly. Unfortunately, the step of generating an FE-mesh that preserves measured
geometry is not straightforward. Often, manual work is required to ensure that mesh quality
criteria are fulfilled. Also, 3D-scans can not cover areas that are inaccessible for the scanning
system. This results in incomplete measurements which is very challenging for automated
approaches. As the step of generating a geometrical DT is extremely important for the
concept of this dissertation, mentioned challenges must be addressed.

Solving the problem of generating a geometrical DT from scan data in an automated manner
is challenging on different levels. Besides handling incomplete measurement data and pre-
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Fig. 4.1 High level description of the mesh morphing approach. Inputs: FE-model based
on nominal geometry and tessellated point cloud. Output: morphed FE-model, preserving
geometry of measured point cloud. Right: preview of input and output FE-mesh compared to
measurement. (This figure has been published in [6], changes: color map)

serving element quality for correct simulation results, the size of data being handled has a
high impact on the processing times and also on the needed computational resources. For in-
line usage, this step is very critical because of the potential time cost as the size of one scan of
a single part easily exceeds gigabytes. On the other hand, 3D-scans provide a high-resolution
3D-representation of the scanned object, which contains detailed information about the actual
geometry. Extracting relevant information from scans while preserving acceptable processing
times is highly challenging. In the following, a first approach for automatically morphing
FE-meshes to match scanned data is described. A high-level description of this approach is
given in Figure 4.1 using the engine hood that was introduced in the previous chapter. As
inputs, a tessellated point cloud from the 3D-scanner and an FE-model based on nominal
geometry are used. The mesh morphing approach does deform the FE-mesh to match with
the measured geometry. On the right side of the figure, a preview of the output is shown. The
approach is verified using artificial data and also validated with actual measurement data.
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This chapter is structured as follows: Section 4.2 provides a literature review of the rel-
evant topics and state-of-the-art approaches. In Section 4.3 the used methods are presented
as excerpt from [6]. In Section 4.4 the method is verified, followed by a validation with
experimental data in Section 4.5. In Section 4.6 the run times and convergence of the used
algorithm are assessed. Last, Section 4.7 discusses the method and results in the context of
smart assembly systems.

4.2 Background

To generate a simulation mesh for geometrical DTs, different approaches are available in the
literature. These approaches can be clustered by three principles: (a) RE1, (b) direct mesh
generation, and (c) morphing-based approaches. Each principle is briefly explained, and
advantages and shortcomings are highlighted. Also, the approach presented in this chapter is
put into perspective to approaches from the literature.

4.2.1 Reverse Engineering

An intuitive way of creating a simulation model from measured point clouds, is to use RE.
An introduction to RE methods for geometric models is given in [119]. By using RE, a
CAD representation is obtained which can be processed further towards an FE-model. To
create such CAD representation, surface patches are fitted to the point cloud. This step
was performed in the validations presented in Section 3.6. RE is used in many different
applications, for instance:

• Manufacturing [120],[121]

• Medical [122],[123]

• Civil Engineering [124],[125]

• Design Processes [126]

Working with RE is very time-consuming and requires immense amount of manual work.
Especially, for complex geometries, a well-suited division of surface patches cannot be
carried out automatically nor unsupervised. To speed up RE processes, an approach that
dynamically performs a reconstruction of B-spline surfaces during data acquisition to guide
the further acquisition process, is presented in [127]. In [128] a multi-sensor fusion approach

1Reverse Engineering
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for RE applications is presented that aims to increase speed and precision at the same time.

RE methods are a great choice for creating or adjusting CAD models based on 3D-scan
data. However, for automated and unsupervised processes, RE methods are still not flexible
enough. In addition, a modeling step has to be performed to obtain an FE-model from the
RE result. This modeling step also does not work without manual interventions. Because of
these drawbacks, RE is not applicable for use in self-compensating assembly lines.

4.2.2 Direct Mesh Generation

To skip the costly process of RE in the modeling pipeline, direct mesh generation methods
are attractive. These methods are capable of creating an FE-mesh directly from the acquired
point clouds. Unfortunately, creating a high-quality mesh from actual scan data is challenging
due to various influences, see [129]. In [130] this problem was tackled by applying bubble
packing (see [131]) to a coarsened point cloud. The achieved mesh was used to predict
the post assembly shape of thin components. More recently, a voxel-based approach was
published in [132] that is capable of creating high-quality quadrilateral elements from scan
data. What all direct mesh generation methods have in common, is the fact that full coverage
of the scanned object is presumed. This is not always possible in real-world applications,
which restricts the applicability of these kinds of approaches.

4.2.3 Morphing

Another way of creating surfaces or meshes that reflect real measurement data is morphing.
Morphing can be applied to a surface- but also to mesh-representations of a geometry. Typi-
cally, a model that is based on nominal geometry is used as the initial model. This initial
model is deformed smoothly by the morphing algorithm such that the resulting geometry
matches with the scan data, see [133]. During this process, the topology of the initial model
remains untouched. The branch of morphing approaches can be divided into two groups: (a)
surface-based morphing approaches, and (b) mesh-based morphing approaches.

Surface Based Morphing Approaches - Surface-based morphing approaches use para-
metric CAD representations of the nominal geometry which are fitted to scan data. CAD
definition can be coupled with FE pre-processing tools such that an FE-model can be auto-
matically regenerated when CAD definition is changed. This makes surface-based morphing
approaches suitable for generating DTs based on scan data. This principle is used in various
applications for instance in the aerospace industry. In [134], unloaded compressor blades
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are morphed such the resulting geometry matches a temperature-loaded part. In [135] a
parametric model of compressor blades is designed, that is used to create geometric DTs to
perform the impact on the overall performance of the turbine, see [136].

Mesh Based Morphing Approaches - In mesh-based morphing approaches, a deformation
field is directly applied to a meshed geometry. In particular, node positions are displaced by
a smooth mathematical displacement field. This field can be calculated in different ways,
for instance, based on handle positions of a convex hull which are blended to the morphing
volume. A survey of mesh morphing methods can be found in [137] and [138]. Mesh-based
morphing is commonly applied in early prototyping stages where one must test changes
without updating the whole CAD representation, see [139]. Mesh-based morphing can also
be used to create geometrical DTs. For example, in [140] a mesh-based morphing approach
is used to generate simulation models based on deviations measured with CMMs. An issue
with mesh-based morphing approaches is the impact on mesh element quality. A commonly
used approach to maintain element quality during morphing is SAM1. This approach does
introduce a spring stiffness, along each element edge. Similar to the SAM approach are FEM
based mesh morphing approaches, where the elasticity problem is solved, resulting in a self
arrangement of mesh elements, see [141].

Although both groups of morphing approaches are applicable for generating geometrical DTs,
both principles have certain drawbacks. Surface-based morphing approaches are commonly
not usable robustly such that manual intervention is inevitable. In mesh-based morphing
approaches, element quality in large distorted areas must be handled. Available approaches
like SAM or FEM-based are computationally expensive.

4.2.4 Resume

The review of methods from the literature has shown that multiple approaches can be used to
create a geometrical DT from acquired point clouds. Unfortunately, almost all approaches are
typically carried out such that manual interventions are necessary. Setting up a robust fully
automated processing pipeline is not possible with any approach presented by the literature
by now. Also handling incomplete measurement data becomes an issue for some approaches.
To solve both problems, an FE-based mesh morphing approach [6] was developed which is
presented in this chapter. The approach does classify as a mesh-based morphing approach and
does use an FE-mesh based on nominal geometry as input. Iterative FE-simulation is used as

1Spring Analogy Model
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kernel for calculating displacement fields that are applied to nodal positions. The resulting
geometry matches with the target geometry, represented by a tessellated measurement.

4.3 Method

The method used in this chapter is excerpted from core reference [6], which describes the
FE-based mesh morphing approach for surface meshes.

Quotation 4.1: Chapter 3 excerpted from [6]

3. Method

Our approach falls in the class of FE-based mesh morphing methods. As kernel for
the displacement field calculation, we use an FE simulation. The definition of the
simulation problem is crucial for describing the method. First, a high-level description
of the approach is given. An overview of the processing steps is presented by discussing
a pseudo code, see Algorithm 1. We also discuss the mathematical details of the various
functions involved.

3.1 High Level Description
Figure 2 provides a high-level overview of the computational scheme. The basic idea of
the FE-based morphing approach is to calculate distances between FE mesh nodes and a
measured target geometry; these distances define an FE-load case. The displacement of
the simulation output is used to adjust node positions of the FE-model. This process is
repeated until the geometries of FE-model and measurement match. Most crucial is the
calculation of the distance field and the placement of FE-boundary conditions. Figure
3 shows how the placement of FE-boundaries is carried out, based on a calculated
distance field. Following common meshing terminology, the phrases “source” and
“target” are introduced to differentiate between meshes, finite elements, and vertices
belonging to different inputs. For the use case, the source mesh is related to the FE
mesh representation of the “nominal geometry,” while the target mesh is a tessellation
of the point cloud of the measured, actual geometry.
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Figure 2: Computational progression of the proposed algorithm. The input of the
algorithm consists of an FE-mesh based on the nominal geometry and tessellated mea-
surement data of the actual part. A distance field is computed establishing a load case,
subsequently applied to the FE model. The output updates the FE-model. The algorithm
terminates when FE-model and measurement geometries match.

Based on the calculated distances, FE boundary conditions (displacements) are as-
sociated with the FE mesh. We divide the boundary conditions into two groups: (a)
restrictive boundaries with prescribed movement conditions in all three dimensions,
and (b) boundaries considered in node normal direction only, allowing in-plane move-
ment. In Figure 3, restrictive boundaries (blue) are used for nodes belonging to mesh
perimeters. The zone marked in grey is a row of elements next to the mesh perimeter.
To prevent collision of restrictive perimeter boundaries and boundaries applied only in
normal direction, this zone is introduced. For mesh nodes belonging to this zone, the
placement of boundary conditions is restricted to perimeter boundaries only.
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Figure 3: High-level illustration showing different types of boundaries applied to the
FE-mesh which is used for morphing. Types of boundaries differentiated by (blue)
perimeter vector boundaries and (green) displacement boundaries applied only in sur-
face normal direction. The magnitude of displacements is calculated based on local
distance to target geometry.

3.2 Algorithm
In the following, the algorithm implementation is described using the pseudocode Algo-
rithm 1.

As input, two Trimesh [30] objects must be created - lines (2) and (3). While 3D
scans usually are handled as tessellated data and can be directly loaded via Trimesh,
the simulation mesh of the “nominal geometry,” needs to be converted. Therefore,
nodes and elements are parsed from the solver deck from which a Trimesh object can
be created. In lines (5)-(8), the parameters that can be defined by the user are listed.
These are: (5) termination criterion (e) - floating-point value that is compared each
iteration with the Root-Mean-Square(RMS) error value - see Equation 1, (6) max-angle
- floating-point value that represents the maximum acceptable angle between normal
of source mesh node and matched triangle of target mesh during distance computation,
(7) weight function - a continuous function that returns a weighted value for a given
displacement magnitude, (8) coarsening parameters - a set of parameters for coarsening
a list of displacements. The first calculation steps are performed during pre-processing.
In line (10), the perimeters of both input meshes are extracted and matched. A perimeter
is considered a topological boundary of the geometry. Next, the extracted perimeters
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are parameterized and up-sampled, if necessary, and the point set registration problem
is solved in line (11), resulting in a target displacement vector for each perimeter node
on the source mesh. The target displacement vectors are scaled by the weight_function
defined in line (7). Matching perimeters and calculating target displacements are op-
tional and can only be applied if the perimeter curves are represented accurately in the
target mesh.
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RMS =
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n
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Equation 1: Calculating RMS error. Distance di is the distance error per node and n the
number of nodes.

The main loop of the algorithm iterates until the RMS error is below e - line (14)
- which is calculated at the end of each iteration - line (27). In the body of the main
loop the following steps are performed: For each vertex of the source mesh, the nearest
triangle of the target mesh is searched - line (16). This function in native, provided by
the library Trimesh, returns the closest point, distance as a scalar, and closest triangle-ID.
Next, the vertex normal of the source mesh is compared to the identified triangle normal.
If the angle between those normals exceeds the user-defined value max-angle (6) the
pair will be considered a mismatch and will not be considered further in the current
loop - line (18). If the difference in normal direction is within the allowable tolerance a,
the displacement magnitude for FE computations will be calculated in two steps. First,
the scalar product between the distance vector and normal vector of the source mesh
vertex is computed in line (20). Computing the scalar product is done to obtain only
the portion of displacement in normal direction. Second, the obtained scalar value b is
weighted by the weight function defined in line (7). The weighted scalar value is stored
in a list - line (21). Before performing the FE computation, the list of magnitudes is
coarsened - line (23) - to ensure that one does not apply boundary conditions to every
single vertex. The coarsening function thresholds the list and selects every nth element
of remaining entries. The coarsened list of displacements, perimeter displacements, and
current mesh node positions are used to generate a solver deck. We note that the values
held by the list magnitudes are scalar values while disp_perims are displacement vectors.
Both are used for generating displacement boundary conditions. The difference is that
the scalar values from magnitudes are used to displace the corresponding mesh node
in normal direction while the in-plane degrees of freedom (DOFs) remain unrestricted
so the mesh can move in-plane. In contrast, the vectors of disp_perims are used to
move corresponding nodes along a pre-defined vector by defining all three translational
DOFs. When boundaries and vertex positions are written to the new solver deck, the FE
computation can be performed. The FE problem is defined as a mechanical linear elastic
problem, see Equation 2, which is solved by the simulation software. The resulting
displacement field is used to update the vertex positions of Y, used to evaluate an RMS



4.3 Method 99

error by comparing with X. At this point, one iteration has been performed. The steps
line (15)-(27) are repeated until the RMS error is below e . The final mesh is written to
an output file.

0 = Ku~ + f~ (2)

Equation 2: Equilibrium formulation of linear elastic problem. The matrix K is the
stiffness matrix of the mesh, u~ are nodal displacements, and f~ are nodal forces.

3.3 Mathematical Description of Calculation Steps
Important mathematical functions used in the pseudo code Algorithm 1 are explained in
more depth. In particular, these are: (a) perimeter matching and point set registration -
line (10)/(11); (b) distance computations and filtering - line (17)-(21); (c) user-defined
weight function - line (7); (d) coarsening the calculated distances with user defined
parameters - line (8) and (23); and (e) handling edge cases - not mentioned in the pseudo
code.

Matching Perimeters and Point Set Registration - In analogy to mass-spring models,
the morphing approach matches the mesh perimeters and applies strict displacement
conditions. The nodes on perimeters can be identified easily and matched robustly.
This property is used to prevent overlapping of the mesh perimeters in the final result.
First, all target and source mesh element edges that belong only to one element are
extracted from both meshes. Next, resulting edges are grouped by connectivity. Each
group of connected edges is a mesh representation of a perimeter. To eliminate mesh
influence each perimeter is re-sampled. Re-sampling is carried out by parametrizing
each edge-list of perimeters by scaling accumulated edge lengths to one. Equidistant
sampling is performed, generating new nodes by linear interpolation of corresponding
edges. For each re-sampled perimeter, the characteristics length (l) and center of mass
(c) are calculated, see Figure 4. Based on these calculated characteristics, perimeters of
source and target mesh are matched. After the matching of perimeters is done, a point
set registration is performed to find target displacement vectors for each vertex on the
perimeters of the source mesh. The used registration method is called “coherent point
drift” (CPD) [31], implemented in the library “Probreg” [32]. CPD is a state-of-the-art
non-rigid point set registration method. CPD solves the point set registration problem
by viewing it as a probability density estimation problem to which a Gaussian mixture
model (GMM) is applied. The GMM centroids of the source point cloud are fitted to the
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target point cloud while the movement of GMM centroids is restricted to be coherent to
maintain topological structure.
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Figure 4: Matching perimeters (1-3) of source and target mesh. Perimeters with different
shapes, lengths, and locations are matched using as characteristics center of mass (C)
and length (l) for comparison.

The original paper provides more details. CPD can handle outliers and noisy data
very well, which is important for our problem. Figure 5 shows a simple example for
registering two matched perimeters that are discretized by vertices. By applying the
transformation calculated with CPD to the source point cloud, the transformed source
vertices are obtained. While the source point cloud preserves the original vertices from
its mesh, the target point cloud is a dense equidistant re-sampling of the parametrized
perimeter curve. The re-sampling of the target perimeter is done to achieve the best
possible representation of the target curve, as the information of edges connecting the
points or order of points is not used by the CPD algorithm. In contrast, the source point
cloud is not re-sampled since we are interested in a target displacement vector for exact
these vertices. If necessary, additional nodes on the perimeter edges of the source mesh
could be interpolated for the registration step. However, this was not necessary for the
use cases covered in this paper, and we did not implement this step. The advantage of
using a point cloud representation for registering the nodes of matched perimeters is that
orientation, the starting point of the curve, or distribution of vertices along the curve do
not matter. The output of CPD provides the desired transformation of the source points.
Based on this transformation, the desired displacement vectors are computed and are
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used to define nodal displacement boundary conditions on the perimeter vertices of the
FE mesh (source).

Source point cloud Target point cloud Transformed source vertices

n1

n3

n2

n5

n4

n3'

n5'

n4'

Figure 5: Point set registration using non-rigid CPD algorithm. This algorithm does not
consider the order of vertices or orientation of the perimeter curve.

Distance Computation and Filtering - The distance computation for the vertices not
contained in the perimeters is carried out by using a proximity function implemented
in Trimesh. This implementation also does resolve ambiguous distances internally. As
input, this function needs a mesh object (target) and a list of vertices (source). For
each source vertex, the closest triangle of target mesh, the point on this triangle, and
distance as scalar are returned. As we are interested in distances between the FE mesh
vertices and the measurement, we use the tessellated measurement as target input mesh
and the vertices of the FE mesh as source input points for distance calculations. On
the left side in Figure 6, the components of the distance computation are visualized.
Just finding the triangle closest to a vertex might result in mismatches for various
cases. For example, incomplete meshes or large in-plane shifts between meshes lead
to wrong matches that cause errors when deriving boundaries for the subsequent FE
computations. To handle mismatches, two filters are used, see right side of Figure 6.
First, the normal vector of the source vertex is compared to the normal of the matched
triangle. If the angle between the two normal vectors is above the user-defined threshold
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- line (6) - the vertex will not be considered for applying displacement boundary. To
deal with large in-plane shifts, a second filter is applied. This second filter calculates
the scalar product between the distance vector and source vertex normal vector. As
every normal vector is automatically normalized by Trimesh, this scalar product can
be geometrically interpreted as the component of the distance vector in vertex normal
direction. The reason for only considering distances in vertex normal direction is this:
The displacement boundaries for the FE problem are only applied perpendicularly to
the mesh surface. All other DOFs are unrestricted. Thus, the mesh can slide during FE
analysis, automatically resolving in-plane shifts.

FE-mesh

Measurement

Source-vertex

Closest point

Closest triangle

NTarget

Distance vector

NSource <NSource,Distance vector>

NTarget
NSource

Distance computation Applied filters

(NSource,NTarget)

Figure 6: Left: distance computation used for finding distances for each source mesh
node. Right: filters used to remove mismatches (normal - filter), and handling in-plane
shifts (scalar product).

User-defined Weight Function - To prevent mesh distortions caused by largely dis-
placed mesh nodes during the FE calculations, a weight function is applied to the
magnitude of calculated distances. This approach generates a smooth displacement
field with smaller displacement magnitudes. Between iterations, the distance to target
geometry is re-evaluated and updated. The function used in our method is plotted
in Figure 7. For small distance magnitudes, the function weights magnitude of the
corresponding displacement boundary with a factor near 1. For large distances, the
magnitude gets weighted down, but never towards zero as this would pin down single
mesh nodes resulting in slow convergence of shape optimization problems. For different
applications, the weight function needs to be scaled according to element size. The
weight function could also be used to accelerate convergence as this function has a direct
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impact on the choice of either more or less aggressive displacement magnitudes. The
effect of applying such a weight function to the calculated displacement magnitudes is
depicted in Figure 8. In the figure, the source mesh is considered as FE simulation mesh,
to which boundary conditions are applied, while the target mesh corresponds to a tessel-
lated representation of the actual measured geometry. The length of each displacement
boundary is scaled by the weighting function. The boundaries placed on the perimeters
are shown in blue. These boundaries have a pre-described vector calculated by the point
set registration. The red boundaries are displacements for the source mesh nodes that do
not belong to perimeters. These boundaries only displace the corresponding mesh node
in normal direction during FE calculations. This is achieved via the second applied filter,
see Figure 6, and is done so the node can slide perpendicular to the surface normal. This
sliding has the effect, that the mesh can relax to avoid distortions. After each iteration,
the mesh node positions are updated, shown via reduced opacity. The new shape is
closer to the target mesh. Due to the mesh update, vertex normal vectors change as
well. This leads to fewer mismatches when filtering distances in the next iteration. As
matches and normal directions do change between iterations, the weighting function
does define how aggressively the FE computation changes the mesh.

f (x) = 1
0.5x+2 +0.5

0 1 2 3 4 5 6 7 8 9 10
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Figure 7: Weight function f (x) for scaling matched distance magnitudes. Small dis-
tances are weighted near 1, while large distances are weighted by approximately 0.5.



104 Automated FE-Model Generation from 3D-Scan Data

Perimeter souce-node/
-boundary

Surface source-node/
-boundary Distance vectorTarget mesh vertex

Figure 8: One iteration step with weighted boundaries. Blue: displacement vectors of
perimeter mesh vertices. Red: displacement applied to surface mesh nodes in normal
direction. Transparent: updated mesh node positions after FE simulation.

Coarsening Matched Distances - Before defining boundary conditions from the cal-
culated and filtered distances, the identified matches are thresholded and coarsened. For
thresholding and coarsening, different user-defined values can be set, considered as a
set of coarsening parameters in line (8) of Algorithm 1. First, all distance values are
thresholded by a certain value. This is done to only consider mesh nodes that are in a
defined range of the target surface. Thus, mesh nodes far away from the target mesh
are not considered until they move close enough due to previous iterations. Next, a
margin can be defined by a number of rows. This number defines the number of element
rows next to perimeters that must not have any boundary conditions, compare Figure 3.
As the perimeters have restrictive displacement conditions, additional boundaries near
perimeters can cause mesh distortions, especially during the first iterations. This value
can be set to 0 towards the last iterations. All remaining values that are not classified
as a mismatch by the distance computations or removed due to proximity to perimeter
mesh nodes are clustered using three classes (a,b,c). For each class, different density
parameters for boundary placements are defined. The purpose of this classification and
varying densities for boundary placement is illustrated in Figure 9: Class (a), nodes
that are already inside the target range. These nodes are kept in position (only normal
direction restricted) - displacement value is set to zero; Class (b), nodes that are used
mainly to pull the source mesh towards the measurement during the current iteration;
Class (c) remaining nodes below the threshold, but outside class (a) and (b). For each
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class, distance value ranges and a coarsening number n must be defined by the user.
Coarsening for each class is performed by selecting every nth node for placing a bound-
ary condition. For class (a) and (c), a higher value, e.g. n=5, can be selected. The
rationale is that in class (a) almost no deformations occur. Thus, only a few boundary
conditions must hold for the source nodes near the target surface. In class (b), most of
the deformations take place. Therefore, dense sampling of boundaries is chosen, i.e.,
n=2. Class (c) is used to guide the area adjacent to the deformation zone. As distance
computations might be less robust and discontinuous in this class, only a few boundaries
are placed. The reason for selecting only every n-th node for placing a boundary is
this: The simulation result becomes “smoothed” as the part’s stiffness acts similarly to
a cubic spline between restricted nodes. With each iteration, the classes shift. Class (a)
permanently grows until the whole part is covered.

Source

Target

Class a Class b Class c

Threshold

Figure 9: Placement of weighted displacement boundaries, clustered by distances into
three classes: (a) close to target and held in position; (b) deformation zone and dense
placement of boundaries; (c) coarse placement to guide source mesh towards target.

Edge Cases - Although the proposed algorithm is reliable and robust, some edge
cases should be considered to improve results. The phrase “edge case” is meant in the
context of computer programming. One edge case occurs in areas with high surface cur-
vature. In these areas, the comparison between node normal and mesh element normal
leads to errors. These errors are caused by the node normal not matching an adjacent
element normal. This leads to a “mismatch” classification when the difference in normal
angle exceeds the specified threshold for filtering. Specifically, when calculating the
scalar product, see Figure 6, the resulting displacement vector is generally quite small.
To compensate for such errors the calculation of the scalar product is skipped when
the computed distance value is below local mesh resolution (maximum edge length
of surrounding elements). The second edge case occurs when the target mesh does
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not cover the whole surface of the source mesh (incomplete measurements). In this
case, perimeters might not be captured. Further, measurement values are often noisier
near perimeters. To handle such problems, we remove rows near perimeters from the
candidates for boundary placement. This applies to elements that are between class (c)
and thresholded nodes, see Figure 9. As all not-measured areas have large distances to
the next triangle on the measurement, there exists a high degree of change of distance
near the outline of the measurement. This property can be used to shrink the nodes
where boundaries can be placed. The user can define how many rows of elements are
discarded to adjust the algorithm to measurement quality.

3.4 Parameters used to Adjust Algorithm

The proposed algorithm is based on various parameters that can be used to improve
morphing quality for individual use cases. This section introduces parameters that need
to be defined by the user. Their impact on the morphing algorithm is discussed as well.

Search Distance - This parameter defines the maximally allowed distance magni-
tude, calculated by trimesh, see, “Distance Computation and Filtering.” All distance
values above the search distance are not considered for placing boundary conditions.
This value only thresholds distances for nodes that do not belong to a perimeter of
the geometry. Varying this value has a significant impact on the number of boundary
conditions being placed.

Normal Angle - This parameter is used for the comparison of node normal (source) and
triangle normal (target), determined with the distance computation. If the angle between
node normal and triangle normal exceeds the parameter value, the match is classified as
a mismatch and discarded, see Figure 6. This parameter impacts the number of node
candidates that are kept for boundary placement greatly.

Class (a-c) - This set of parameters controls the density of boundary placement for
each class introduced in “Edge Cases.” For each class, a range of distances as well as a
number n must be defined. The distance range is used to generate a list that is a subset
of all mesh nodes, where the calculated distance values are within the defined range.
The number n is used to coarsen the list by selecting every nth element. By selecting
different ranges and sampling densities, the main deformation zone can be controlled,
compare Figure 9.
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Remove Rows - This parameter is an integer that defines how many rows of elements
next to perimeters must not contain boundary conditions, except perimeter boundaries.
In Figure 3, elements colored in grey show where this parameter is set to one. By
increasing the number of element rows being excluded from boundary placement, the
distance between the different kinds of boundary conditions is increased. In this zone
(compare Figure 3) no boundary conditions except perimeter boundaries are placed.
Subsequently, nodal displacements only result from deformation calculated by the FE
simulation.

Relaxing Parameters - This condition determines when an intermediate morphing step
is close enough to the target geometry in order to relax parameters, which were listed
before. For example, this condition could be an RMS error value, maximum error value,
or fixed iteration steps. The idea is to use moderate parameter sets in the beginning and
switch to more aggressive parameters when getting close to the final step. For instance,
by increasing the “normal angle” criterion, lowering “remove rows” and increasing
sampling density n for all classes, faster convergence, and higher geometric precision
result. When applying such conditions too early, the FE mesh can become distorted,
resulting in low-quality results. The choice of this condition is problem-dependent.
However, to achieve the desired behavior we apply them as early as possible, i.e.,
when perimeter boundaries have reached their target position. In general, it would be
also doable to introduce multiple relaxing criteria that allow a successive change from
moderate parameter sets towards restrictive ones.
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4.4 Verification

To verify the performance and usability of the presented method, verifications with different
geometries are performed. The verifications are using artificially created pseudo measure-
ments as ground truth. In the following, real-world parts with different sizes, complexities,
and numbers of components are simulated. Also, special test geometries are created to
investigate how the algorithm handles dents and buckles of different sizes and large lateral
shifts.

4.4.1 Verifications with Single Parts

-8 80-4 4
Distance in [mm]

# Mesh Elements
Material

Thickness [mm]
# of Perimeters

Geometry & 
distance to 

measurement

4039

7

120381

51 27

40851
Steel Steel Steel
0.7 0.7 2

Part 1 Part 2 Part 3Part Feature

Fig. 4.2 Three different parts for verification with different characteristics. Colored pictures
show the difference in geometry between nominal and artificially created pseudo measure-
ment. (This figure has been published in [6], changes: color map)

In Figure 4.2 three different, single sheet metal parts are shown. All parts are from the
substructure of the engine hood that was introduced in Section 3.5.1. In the figure character-
istics of each geometry are listed, also the distance between nominal- and actual- geometry
is shown. The actual geometry was created by deforming the nominal geometry via FE-
simulation. The maximal difference between nominal and actual geometry gets as large
as ± 8 mm which is significant for sheet metal assemblies in automotive applications. By
generating the actual geometry via FE-simulation, the “actual” part is represented by the
same smooth mesh structure like the FE-mesh of the nominal geometry. In contrast to actual
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real-world measurement data that is subjected to noise and measurement errors, these condi-
tions are considered ideal. However, this verification under ideal conditions must succeed to
ensure a correct behavior of the method.

The mesh morphing algorithm is applied to the geometries shown in Figure 4.2 with the user-
defined parameters from Table 4.1. A tessellated point cloud was exported from a preceded
FE-simulation and serves as pseudo measurement input for the morphing algorithm. The
nominal geometry is given as FE-model. As the perimeters of the geometries are represented
continuously in both meshes, perimeters are used for morphing.

Table 4.1 Parameter sets for verification with single parts.

Parameter Part 1 Part 2 Part 3
n Class a [0mm,0.05mm] 3 3 3
n Class b ]0.05mm,1mm] 2 2 2
n Class c 1mm< 2 2 2
Search Distance 10 mm 10 mm 10 mm
Remove Rows 2 2 1
Normal Angle 10� 30� 30�

Relaxing Parameter
Relax if max dist < 0.5 mm 2 mm 2 mm
Remove Rows 0 0 0
Normal Angle 30� 40� 40�
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Figure 4.3 shows the output of the mesh morphing algorithm. Besides the final results which
are achieved after 9 iterations, the interim results of the first three iterations are shown on a
scale of ± 1 mm. During these three iterations, most of the approximation takes place. After
iteration two, the differences between morphed- and target geometry is already below ± 1
mm, after iteration three even below ± 0.2 mm. The final iteration shows no differences
above ± 0.05 mm which is on the same scale as measurement uncertainties of industrial-
grade 3D-scanners. Smaller differences are magnified in the figure. However, differences on
the small scale are not relevant for the present application.

4.4.2 Verification with Assemblies

To investigate the behavior of the morphing algorithm when applied to assemblies, an
additional verification is performed. In this verification, the whole assembly of the engine
hood is morphed by only using geometrical information of the outer skin. This setup is
intended to replicate real use cases where areas of the geometry and inner structures are not
accessible for scanning. The assumption is made that the FE-simulation does also deform
the underlying structure in such a way that the final geometry of the substructure results in a
plausible shape. As the ground truth of this experiment is artificially created, the morphing
quality of not scanned areas can be assessed. The initial shape and final morphed shape for
all components of the engine hood are shown as an exploded view in Figure 4.4. On the
left side of the figure, the initial shape deviation is shown which is obtained by comparing
nominal geometry with the artificially created “actual” geometry. The right side of the figure
shows the morphing result compared to “actual” geometry on the scale of ± 0.5 mm. As
the outer skin of the hood is used for morphing, the approximation of this component does
show no differences on this scale. In contrast, the underlying structure shows recognizable
differences. However, the resulting geometry is significantly closer to the target than before
morphing.

4.4.3 Verification with Dented Test Geometry

Common differences between nominal- and actual geometries are surface profile defects.
These defects could for instance be dents, buckles, scratches, etc. Especially, dents and
buckles can cause a local change in geometrical stiffness compared to an ideally smooth
geometry. So, the profile defects must be considered for the generation of DTs to obtain a
correct mechanical behavior. To investigate how the presented approach does handle dents
and buckles of different sizes and magnitudes, a test geometry is created which is shown
in Figure 4.5. The nominal geometry is a flat rectangular piece of sheet metal with the
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Fig. 4.4 Explosion view of the engine hood. Only the outer skin of the hood is considered
to be accessible for measure. Left: comparison of nominal geometry with target geometry
per component. Right: comparison of morphing results with target geometry per component.
(This figure has been published in [6], changes: color map)

dimensions of 25 mm x 122 mm. The nominal geometry has meshed with 3025 first-order
shell elements. At the top of Figure 4.5, the differences to the target geometry are shown
by evaluating the profile deviation at the cross-section shown in the lower picture. The
target geometry was created by using the mesh editing software “Meshmixer” from Au-
todesk. Five dents with different sizes and magnitudes were created by deforming the nominal
geometry. The result was exported as tessellated mesh and serves as input for this verification.

The result of the morphing compared to target geometry is also shown in Figure 4.5. A
Node-to-surface comparison is shown in the lower picture. This comparison does show no
differences above ± 0.05 mm. The lower graph shows an evaluation of the same middle
cross-section but this time comparing the morphed geometry to target. It is striking, that
differences above ± 0.05 mm only occur at the position of the smallest dent. A closeup of
this position is given by the view A-A.
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Fig. 4.5 Morphing of a test geometry with surface profile defects of different diameters
and magnitudes. Top graph: profile comparison between nominal and dented geometry.
Middle graph: profile comparison between morphed and dented geometry. Bottom: 3D-view
of a node to surface comparison between morphed and target geometry. A-A: closeup of
measured differences at the marked position.
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4.4.4 Verification with Large Lateral Displacements

The third verification addresses cases where large lateral displacements occur. Therefore,
an unfortunate scenario is created where an angled sheet metal is morphed towards a target
geometry that has significantly different measures. To morph the initial FE-mesh to match
with target geometry, nodes must be shifted up to 10 mm in-plane. Nominal and target
geometries are shown in Figure 4.6 (Iteration 0). Also, interim results of the morphing
process are showing how the utilized FE-simulation iteratively approximates the target
geometry. The final result (Iteration 9) does not show any differences above ± 0.05 mm
in the node-to-surface comparison. As the number of finite elements remains the same,
the elements are stretched during the morphing process to approximate the larger surface
of the target geometry. However, the quality of the element’s shape remains good during
morphing. Also, the solution converges towards a smooth mesh while interim results appear
to be wrinkled. For this verification, also perimeters of source and target mesh are matched
and used for morphing.
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4.5 Validation

As all verifications with artificial test data were successful, validations with real measurement
data can be carried out. This step is crucial to ensure the mesh morphing algorithm is
applicable to real-world use cases. Often, methods in the literature are only verified with
artificial data but the challenges that might occur when switching to real-world measurements,
are not addressed. To address these kinds of challenges, this section presents a validation of
the morphing approach involving real 3D-scan hardware and actual physical car components.

4.5.1 Experiment Setup

Marker

Aluminum-profile frame

Dial gauge

Camera 1

Camera 2

Projector

Room layout

~4 mH
oo

d

~
1m

~
1m

Compound slide

Fig. 4.7 Experimental setup. Left: engine hood mounted on an aluminum frame with
adjustable mechanical boundaries. Right: room layout for setting up 3D-scanner for the
large scan window. (This figure has been published in [4], licensed under Attribution 4.0
International (CC BY 4.0), see https://creativecommons.org/licenses/by/4.0/; changes: none)

The used hardware is introduced in Figure 4.7. The part being scanned is an actual physical
counterpart of the simulation model that was used before for verifications. To prevent
measurement errors caused by reflections, a light grey spray paint with a matte finish is
applied to the outer skin of the part. The engine hood is mounted to a frame that is made of
aluminum profiles. For connecting the engine hood with the frame, the original mechanical
interfaces (hinges, locks, buffers, and gas springs) were used. The locations of mechanical
interfaces are shown in Figure 4.8. While the hinges and locks hold the part in place, the
gas springs push with about 580N each against the hinges to support lifting when the hood
is being opened. Buffers can only push against the hood and are adjusted in height to tune
in gap and flushness. The second purpose of buffers is to tension the hood in closed state
to prevent vibration during high speeds. Figure 4.8 also introduces the orientation (left and
right) which is defined relative to the direction of driving. To make the interfaces adjustable
one hinge is mounted on a compound slide while the other hinge is fixed. The locks and
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buffers have proprietary adjustment possibilities. To make adjustments in a controlled
manner, a dial gauge is used to observe changes. The aluminum frame is equipped with
three 3D-printed markers, which are spherical shaped. The position of these markers can be
precisely reconstructed from an acquired point cloud and so being used for aligning multiple
scans. The setup of the 3D-scanner is shown on the right side of Figure 4.7. To avoid

Y

X

Z

Buffers

Hinges

Locks

Gassprings

fixed adjustable forceBoundaries:

LR

Fig. 4.8 Positions of mechanical interfaces. The hood is connected by hinges, buffers,
locks with the chassis. Two additional gas springs are pressing with 580N each against
the hinges in closed state. Also, orientation left (L) and right (R) are marked. (This figure
has been published in [4], licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/; changes: only one subfigure is depicted.)

registration errors, the scan window of the measurement device is enlarged to capture the
whole geometry in one picture. Therefore, the distance between projector and scan object,
as well as distances between projector and cameras are greatly enlarged. To calibrate the
scaled scan setup, also larger calibration panels are needed. In Figure 4.9 a size comparison
of custom-made calibration panels and the largest calibration pattern of the glass panels that
come with the scanner is shown. These custom panels are made from two mirrors to which
an up-scaled print of the calibration pattern is applied. This enlarged setup is not expected to
provide the same precision or level of detail as industrial-grade equipment does. However, a
huge advantage of this setup is this: no registration between scans is needed which eliminates
a critical error source.
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Fig. 4.9 Comparison of calibration panels. Front: small calibration panel that is delivered with
the 3D-scanner. Back: custom calibration panel made from mirrors with printed calibration
pattern.

4.5.2 Measurement uncertainty of the Scan System

To ensure the scan system does fulfill the requirements for the validations, preliminary tests
are performed to investigate measurement noise and reproducibility. Also, the impact of
different scan parameters on the output quality is measured to find the best suitable set
of parameters. The phrase “scan system” does not only include the 3D-scanner but also
measurement fixture, specimen, and scan environment. All factors that can impact the scan
results must be considered and assessed to make a full comprehensive judgment. To achieve
the best possible results, different values for adjustable parameters are tested. Also, the whole
scan setup is validated by performing reproducibility tests.

One adjustable parameter that has a high impact on the measurement results is the ex-
posure time of the cameras. To find the best matching value, a series of scans are performed.
In between scans, nothing was changed, except for the exposure time in the scanning soft-
ware. The results are shown in Figure 4.10. The figure shows snippets of the scans that are
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compared to a smooth surface that was fitted to the average point cloud. The distance to
this smooth surface representation does reflect the noise of each scan. It can be observed
that although measurement noise is very different regarding maximum and minimum devia-
tion, the average deviation is almost the same for all exposure times. This is an important
finding because the real surface of the part is expected to be smooth. Differences caused
by measurement noise can be smoothed without losing important geometrical information.
Based on this finding, the exposure time is set to 1

10s. The reason for not choosing the setting
with the lowest standard deviation is this: the scans performed with an exposure time of 1

10s
provide the best compromise of good scan coverage while maintaining low measurement
noise. Smoothing can be performed to remove occurring noise peaks.
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To ensure the designed fixture can be used for performing reproducible experiments, ad-
ditional testing is performed. For this experiment, the engine hood is scanned arbitrarily
mounted to the frame. This means positions of the mechanical boundaries are not tuned
in specifically. This scan is used as a baseline measurement. Next, locks and buffers are
changed in a controlled way. Each offset has a magnitude of about 1mm. The change
in position is captured with the dial gauge. After changing buffers and locks, their initial
position is dialed in again. A second scan is performed which can be compared to the baseline
measurement. This comparison is shown in Figure 4.11. Besides measurement noise, no
significant deviations can be observed.

In conclusion, the used scan system which composes of a customized structured light
scanner and a simple measurement fixture does not provide industrial-grade scan quality.
However, having imperfect scan results for validation purposes is even more challenging for
the method that is being tested. As the scans are reproducible, the whole system serves its
purpose.
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Fig. 4.11 Results of reproducibility test of the used measurement system. The comparison
shows the difference between the baseline measurement and a second measurement that was
acquired after changing positions of mechanical boundaries and resetting back to the initial
state. (This figure has been published in [5], licensed under Attribution 4.0 International (CC
BY 4.0), see https://creativecommons.org/licenses/by/4.0/; changes: color map)

4.5.3 Morphing results

The actual validation was carried out by scanning the engine hood which is mounted to the
aluminum frame. The acquired point cloud covers only part of the outer visible skin. As for
the tests from Figure 4.10 the same scan window was used, the coverage of the measurement
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Table 4.2 Parameter set used for morphing scan data.

Parameter Iteration 1-3 Iteration 4-6 Iteration 7 Iteration 8-9
n Class a [0mm,0.05mm] 5 3 3 1
n Class b ]0.05mm,1mm] 3 3 3 3
n Class c 1mm< 3 3 3 3
Search Distance 5 mm 5 mm 5 mm 5 mm
Remove Rows 3 1 1 1
Normal Angle 15� 30� 50� 60�

can be seen in this figure. The acquired point cloud was smoothed by employing the state
of the art software “GOM Inspect” which is commonly used for post-processing 3D-scan
data. The point cloud of a single scan contains about 1 Mio. vertices. In contrast, the outer
skin of the engine hood is represented by 188.559 FE-mesh nodes. So, the scan is about 5
times denser than the FE-mesh. The smoothed, tessellated point cloud serves as input for the
validation. Table 4.2 lists the used parameter sets for the morphing algorithm. In contrast to
the verifications, parameter sets depend on the current iteration number. By that, the sets of
parameters become more restrictive towards higher numbers of iterations. For consistency
with the verifications, also 9 iterations were performed.

The results of the mesh morphing are shown in Figure 4.12. The left picture shows the
scanned geometry compared with the FE-mesh which is based on nominal geometry. Differ-
ences up to 8 mm can be observed. The right picture shows the scanned geometry compared
to the morphing result after 9 iterations. No differences above ± 0.05 mm can be observed.
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Fig. 4.12 Validation results of morphing FE-model towards real measurement data. Left:
nominal geometry compared to actual geometry. Right: morphing result compared to actual
geometry. (This figure has been published in [6], changes: color map)
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4.6 Run Times and Convergence Behavior

To investigate run times and convergence behavior of the presented approach, different key
quantities were evaluated to measure performance.

4.6.1 Run Times

Run times are critical for the use of any approach in real manufacturing systems. As the
automated mesh morphing approach is intended to be used in-line, run times are very critical.
Run times were measured for all verification and validation experiments performed in this
chapter. The results are summarized in Figure 4.13. The computational times are divided
into: (a) initial preparation time, (b) pre-processing time of FE-solver, (c) FE-solver time,
and (d) interim calculations. Also, the total sum of computing time is shown for each
experiment. Depending on the problem size, the total run time differs between 6 minutes and
120 minutes. It is striking that the biggest portion of time is used by the pre-processing of
the FE-simulation software. Also, interim calculations take up the second-largest amount of
time. “Interim calculations” are containing computing times of calculation steps performed
by the algorithm presented in Quotation 4.1.

FE solver pre-processing

Init. prep time

Interim calculationsFE solver

*

* Measurement data as target

Σ:~6 min 

Σ:~36min Σ:~51min 

Σ:~14 min 

Σ:~120min 

Fig. 4.13 Computational times clustered by: (a) initial preparation, (b) FE-solver pre-
processing, (c) FE-solver time, and (d) interim calculations. (This figure has been published
in [6])
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Table 4.3 Abaqus standard element criteria used for evaluating mesh quality.

Quality Criterion Value
Shape factor (triangles) less than 0.01
Triangle corner angle less than 5�

Triangle corner angle greater than 170�

Quadrilateral corner angle less than 10�

Quadrilateral corner angle greater than 160�

Aspect ratio greater than 10
Edge length shorter than 0.01 mm

4.6.2 Convergence Behavior

To assess convergence behavior, the RMS-error value is used to measure the distance between
geometry of current morphing step and target geometry (measurement). Additionally, the
change of element quality is measured. Table 4.3 lists the element quality criteria that were
used to identify elements that are still acceptable but almost ill-shaped. The values of Table
4.3 are standard valued from the ABAQUS simulation software [16]. To generate a usable
FE-mesh for a DT, both criteria - good geometrical approximation and good quality elements
- must be fulfilled at the same time. The convergence behavior is assessed by evaluating and
plotting RMS value for each iteration of the mesh morphing algorithm.

Figure 4.14 summarizes element quality and RMS-error value for each iteration of the
performed verifications and validation. The upper graph shows the portion of badly shaped
elements in %. It can be observed that there is almost no change during the morphing process.
The lower graph shows the development of the RMS-error value on a logarithmic scale. All
experiments show a converging behavior. The validation experiment with real measurement
data shows a slightly higher remaining RMS value compared to the verifications where ideal
meshes were used as morph targets.
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Measurement data as target

Fig. 4.14 Top: portion of bad shaped elements according to criteria listen in Table 4.3 per
iteration. Bottom: RMS-error over iteration on logarithmic scale. (This figure has been
published in [6])

4.7 Discussion

This section discusses the achieved results and applicability of the presented approach for
smart assembly purposes.

4.7.1 Discussion of Verification Results

The different verification results show the performance of the presented approach under ideal
conditions. This means all uncertainties occurring during measurement are neglected by
using artificial data as input. So, the behavior and precision of the method can be assessed
without any unknown influences. The verification results for single sheet metal parts are
shown in Figure 4.3. These results do not show any maximum differences above ± 0.05 mm
which does match the pre-defined precision goal for generating geometrical DTs from mea-
sured point clouds. The evaluation of this error measure is carried out by considering every
single nodal distance value of the final result. This study shows that the presented approach
can handle different geometries with various kinds of features like the number of topological
perimeters, number of mesh elements, part size, etc. Differences below the scale of ± 0.05
mm can be observed. These minor differences are not relevant for applicability. However, as
the conditions are ideal, also minor differences can be explained. Close examination revealed,
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that the user-defined parameter “n Class a” does influence the local approximation quality.
By changing this value accordingly, the density of FE-boundary placements is increased and
the local approximation can be improved further. Unfortunately, this parameter also has a
critical impact on the computational times. Because of that, smaller approximation errors are
accepted to speed up computing speed.

Figure 4.4 shows verification results for the morphing of a partially scanned assembly.
In this verification, the target geometry is also generated via FE-simulation. This verification
is performed to demonstrate a typical real-world scenario where the sub-structure of a part
can not be entirely scanned. The results show that the component that is covered by the
measurement can be well approximated. Underlying structure, however, is only morphed
indirectly by interacting during the FE-simulation with the outer skin. This kind of morphing
is of course not precise, but as the actual geometry of the underlying components is unknown,
there is no possibility to achieve a precise DT. However, the verification results show that the
approach of morphing these components indirectly via FE-simulation does produce plausible
shapes for the sub-components with an error on the scale of ± 0.5 mm. This makes the
presented approach superior to the state of the art morphing approaches, as no manual effort
is needed to create a usable DT.

Figure 4.5 and Figure 4.6 are showing verifications that were designed to be challeng-
ing for the morphing algorithm. These challenging aspects are: (a) profile defects and (b)
large lateral displacements. The most critical surface profile defects are dents and buckles.
In Figure 4.5 a target geometry was set up with dents of different sizes and magnitudes. The
chosen magnitude of almost 2 mm is very high for sheet metal assemblies. Parts with such
significant profile defects should normally be sorted out in advance. Only for verification
purposes, this test geometry is chosen such extreme. The profile evaluation in Figure 4.5
shows higher approximation errors for small diameter surface defects. The cross-section at
the bottom of the figure reveals the reason for this phenomenon. The mesh resolution of
the FE-mesh is too coarse to be able to approximate such a small local defect. As no mesh
refinement is performed, this approximation error can not be avoided.

Figure 4.6 shows an extreme scenario for large lateral displacements. The geometry is
a simple angled piece of sheet metal. One edge of the target geometry is chosen to be 50%
longer compared to nominal geometry. The figure shows interim results of the morphing
algorithm and the final result after 9 iterations. The node-to-surface comparison shows no
deviations above ± 0.05 mm. The bending edge however is not well approximated and cut
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by element edges. Also, the matching of perimeters is not flawless. The sharp corners are cut
off by element edges as well. This is either caused by the re-sampling of the target perimeter
curve or by the CPD-registration. Nevertheless, the morphing algorithm provides a usable
simulation mesh even under extreme conditions.

Summarized, the verifications show very promising results in terms of flexibility and preci-
sion of the presented approach. All achieved results are satisfying and even under extreme
conditions, the presented mesh morphing method provides a usable output.

4.7.2 Discussion of Validation Results

To ensure that the presented approach is capable of handling real measurement data, a valida-
tion experiment was performed. For this validation characteristics of the customized scan,
setup were determined in advance. In particular, measurement noise for different scan settings
and repeatability were investigated. The results of these preliminary tests are shown in Figure
4.10 and Figure 4.11. Although measurement noise with a high magnitude is present in the
raw scan data, the smoothed point cloud provides a very good approximation of the part’s
geometry. This noise might become problematic for geometries with plenty of small details,
but for a smooth sheet metal part, this scan setup is sufficient. The investigations regarding
repeatability are not relevant for the topic in this chapter as only one scan of one state is
used for morphing. However, this scan setup is being used for further experiments where
repeatability is critical. In terms of repeatability, only minor differences can be observed
in Figure 4.11 that are mostly caused by measurement noise. These results are very good
considering that the used fixture setup does not meet industry standard requirements.

The validation results of the morphing approach are shown in Figure 4.12. The left picture
shows the initial differences between nominal- and actual geometry. These differences get
as high as 8 mm, which is significant. The right picture does show the morphed FE-model
compared to the measured point cloud. No differences above ± 0.05 mm can be observed.
So, the validation results also fulfill the pre-defined quality goal and are considered very
good. Even a low-frequency noise is approximated which can be observed when inspecting
the results in a 3D-render view.

4.7.3 Discussion of Run Times and Convergence Behavior

Convergence behavior and run times were measured to reveal characteristics of the algorithm
as well as potentials for improvement. In Figure 4.14 the convergence behavior is described
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by plotting change of element quality and RMS-error over iterations. While element quality
remains almost untouched, the RMS-error is reduced. Especially, during the first three itera-
tions, most of the approximation does take place. This behavior could be used for reducing
the number of iterations resulting in faster run times.

Measured run times can be found in Figure 4.13. The total computing time does vary
between 6 min and 120 min. This discrepancy is related to the FE-problem size. It is striking,
that the pre-processing time of the solver takes up the most portion of the total computing
time. This step is not parallelized by the software ABAQUS and can not be improved without
changing the FE-solver. However, this step has a huge potential for time-saving and should
be considered when using such an approach for time-critical applications. When comparing
computing times of verification and validation a noticeable difference can be seen. This
difference is caused by the higher density of the measured target point cloud which must be
handled during the interim calculations. Also, the density of the FE-boundary placement
impacts the pre-processing and solver times drastically.

4.7.4 Applicability for Smart Assembly Processes

The presented verifications and validations have shown, that the FE-based mesh morphing
approach does provide precise geometrical DTs from scanned data. For applications where
computing time is not critical, this mesh morphing approach is extremely helpful as it
does not need manual work. However, in terms of run times, the approach is not practical
especially for in-line usage. Based on the current state of the art, using a high-fidelity DT
for predicting best fitting assembly parameters in real time seems to be impracticable due
to handling and processing big amounts of data. However, this approach might become
applicable in the future due to increasing computational power, and more efficient simulation
software. Also, the timings that must be achieved are highly dependent on the sequence of
process steps in the manufacturing system. For instance, if a component is produced by an
external supplier, generating the DT and compensating gravitational influences could already
be performed while the part is transported to the assembly line. As soon as the assembly
partner is digitized, also the best fitting assembly parameters could be estimated in advance.

Core References of this Chapter

[6] Felix Claus, Bernd Hamann, and Hans Hagen. A finite-element based mesh morphing
approach for surface meshes. Computer-Aided Design, 146:103232, 2022



Chapter 5

Validation and Troubleshooting of Smart
Assembly Processes with Human in the
Loop Approaches

5.1 Introduction

This chapter is based on core reference [4] and [5]. Also, relations with core references
[7], [8], and [9] are briefly highlighted. Chapters 3 and 4 discussed methods for generating
high-fidelity DTs from optical measurement data. These DTs can be used to predict assem-
bled state of components and optimize assembly parameters for each individual measured
geometry. Solving this optimization problem is not discussed in this dissertation as this kind
of optimization is closely related to spring back optimization problems, see [142]. For the
present use case, a simple linear response optimization is sufficient to solve the assembly
spring back problem. In this chapter, the aspects of troubleshooting when implementing a
DT for self-compensating assembly lines are addressed. Therefore, working recognition-,
prediction- and action- systems are presumed, as well as a post-assembly quality gate where
geometrical checks are performed. If deviations from the desired target geometry are ob-
served, the smart assembly system must be analyzed to detect and correct errors within the
system. This troubleshooting process is extremely challenging because the smart assembly
system is composed of many subsystems which are clustered across many engineering disci-
plines, i.e. measurement systems, robotics, computer science, material science. Also, the
interplay between these subsystems must be considered for the troubleshooting process. To
analyze such a complex system based on a geometrical deviation between predicted and
actual geometry, correlations between observed deviations and characteristics of the smart
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assembly system must be identified. This problem is tackled by making predictions of the
positions of all mechanical interfaces based on a post-assembly scan. To isolate errors, the
result of such prediction can be analyzed further by comparing with simulation results from
the DT.

User input / corrections

Measured shape errors Updated shape errors

Estimation kernel

Estimated parameter state

Contribution plots

a1 a2 a3

Updated contribution Plots

a1* a2* a3*
Updated parameter state

Δa1 Δa2 Δa3

Prediction kernel

+

Fig. 5.1 Workflow of the interactive troubleshooting tool and integration of estimation- and
prediction kernel. As input serves a scalar field of measured shape errors. The estimation
kernel calculates contribution plots and estimated parameter states. The user can apply
changes (green) which trigger an update of shape errors using the prediction kernel.

Besides identifying errors, deriving adequate corrections is also not straightforward due
to complex part behaviors. To support the inspection engineer in finding the best possible
countermeasures, this chapter provides an interactive exploration approach combined with
special decomposition visualizations. A high-level illustration of this approach is given in
Figure 5.1. The input to the troubleshooting method are the measured shape errors. For the
measured errors, an estimation kernel calculates the parameter states a1-a3. Each parameter
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is related to a position of a mechanical interface. Also, the estimation kernel provides con-
tribution plots. These plots decompose the contribution of each mechanical interface to the
total observed error. The user can interact with the software by virtually applying corrections
to each parameter. These corrections are fed to the prediction kernel which predicts the
geometrical changes of the parts shape. An updated view of the shape errors is provided in
real time. Also, the contribution plots are updated via the estimation kernel. The real-time
update of the shape errors enables an explorative and interactive troubleshooting experience
for the inspection engineer.

This chapter is structured as follows: Section 5.2 provides a literature review of relevant
topics and state of the art approaches. Section 5.3 describes the method which composes of
contributions of the publications [4] and [5]. The presented approach is verified in Section
5.4 and validated with experimental data in Section 5.5. Computational times are shown in
Section 5.6. Section 5.7 composes chosen approaches into a interactive trouble shooting tool.
Last, this chapter is discussed in Section 5.8.

5.2 Background

This background section summarizes literature that is related to either: (a) identifying sources
of errors, (b) estimating parameter states, or (c) interactive exploration approaches.

5.2.1 Root Cause Analysis

A high-level introduction to RCA was already given in Section 1.3.3. This section briefly
highlights the state of the art, especially for the use of RCA in sheet metal assemblies.

In [34] the RCA approach is presented to identify fixture-related errors in multi-stage
assembly processes. When performing RCA, all possible factors that can influence the output
of the process are gathered and analyzed. For sheet metal assembly processes, typical factors
are: (a) assembly tool variation, (b) part variation, and (c) order of fastening screws or spot
welds. To minimize variations of process chain output, different optimization methods are
available in the literature for improving mentioned impact factors: [41, 39, 143, 144, 40].
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5.2.2 Parameter Estimation

Parameter estimation is used for different kinds of applications and can be carried out
with various methods, see [145–147]. A common application is the tuning of simulation
models based on experimental data. Parameters, i.e. material properties, are derived from
experiments to improve the precision of the corresponding simulation model, see [148]
and [149]. In [150] parameter estimation is used as a prediction system for automotive
applications. The predictions are used to detect and prevent critical motion states. A widely
used method for predicting parameters based on experimental data is LSQF1. An overview is
given in [151].

Proper Orthogonal Decomposition

For performing a parameter estimation via LSQF a suitable basis must be generated that
condenses the whole solution space. The generation of such a basis can be carried out
differently. The most common branch of methods is called POD2. POD is used to find a
lower-dimensional base for a high-dimensional solution space. A review of POD methods
and their applications can be found in [152]. In [153] POD is used in conjunction with
LSQF to reconstruct airfoil pressure fields based on a single measurement point on the
surface of the airfoil. While the decomposition of the solution space is typically carried
out with large simulation ensembles, [55] uses multiple 3D-scans of sheet metals for the
decomposition to reconstruct not measured areas. By that, the process of digitizing actual
parts with 3D-scanning can be sped up significantly. The most commonly used method from
the branch of POD is called PCA3. In [154] a PCA-based approach is used to predict statistical
shape deviation errors in sheet metal assemblies. A suitable basis can also be generated by
performing a modal decomposition which is a physics-based approach. The concept behind
modal decomposition is, that the shape of a part can be expressed as a combination of its
eigenmodes. This has the great advantage that no large simulation ensemble is needed for a
decomposition. Especially, for improving sheet metal assemblies, this concept is often used,
see [155–158].

Machine Learning Approaches

To predict parameter states from measurement data or perform classifications, ML approaches
are often used in recent publications, see [159–161]. A great advantage of ML approaches is

1Least Squares Fit
2Proper Orthogonal Decomposition
3Principle Component Analysis
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this: instead of finding a suitable basis for performing an LSQF, a ML model can be trained
to perform the predictions, which is more generally applicable. For the application of sheet
metal assemblies in conjunction with 3D-scan data, the usage of ML is not straightforward
because of the large data sizes that must be handled. If the ML model is not chosen carefully,
excessive coarsening of the point clouds and huge computational costs are necessary to train
the ML model, see [162]. On the other hand are ML models appropriate for this use case
if the ML approach is well chosen. For instance, a graph convolution neural network does
perform extremely well for the use case of predicting assembly parameters from 3D-scans.
This approach can handle big data sets while maintaining efficient training and high precision
outputs, see [163, 7].

5.2.3 Interactive/Explorative Design

Interactive design exploration approaches are employed to find the best fitting design by user
interaction. This approach can also be used for engineering tasks with a wide range of appli-
cations, see [164, 165], [166]. Explorative approaches can be coupled with physics-based
simulations to ensure correct behavior of the model and provide additional information to the
user, see [167, 168]. To provide complex simulation results in real time, data exploration
techniques can be applied to pre-simulated data ensembles, see [169].

5.2.4 Resume

The methods that are presented in this chapter are designed to support the troubleshooting of
errors in smart assembly processes by employing an interactive human-in-the-loop approach.
The main branch of research related to these approaches is RCA. The highlighted approaches
from the literature provide general approaches that gather all possible aspects that can impact
the process being assessed. In the general case, this is the preferable way of troubleshooting.
However, since sheet metal assemblies react extremely sensitive to changes of interface
position the troubleshooting approaches being presented in the following focus on identifying
misplaced interfaces. Therefore, a parameter estimation based on PCA and LSQF is used
to reconstruct interface positions from a 3D-scan. Next, an interactive exploration tool is
employed that supports the engineer in finding the best possible corrections. The interactive
tool does extend by additional decomposition views that provide information about interfaces
that have a major contribution to measured deviations. This kind of troubleshooting is novel
for the use case of improving sheet metal assemblies.
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5.3 Method

To realize the interactive troubleshooting tool described in Figure 5.1, the following chal-
lenges have to be tackled: (a) setting up an estimation kernel, (b) extending the estimation
kernel to make it capable of providing contribution plots, and (c) setting up a prediction
kernel. This method section provides solutions for these challenges and additionally discusses
how the partial solutions are brought together.

Y

X

Z

Buffers

Hinges

Locks

Gassprings

fixed adjustable forceBoundaries:

LR

Fig. 5.2 Repetition of Figure 4.8 - Position of mechanical interfaces. The hood is connected
by hinges, buffers, locks - two each - with the chassis. Two additional gas springs are pressing
with 580N each against the hinges in closed state. Also, orientation left (L) and right (R) are
marked in the figure. (This figure has been published in [4], licensed under Attribution 4.0
International (CC BY 4.0), see https://creativecommons.org/licenses/by/4.0/; changes: only
one subfigure is depicted.)

5.3.1 Estimation of Parameter States

The estimation of parameter states is the foundation of the troubleshooting system. In
the following, a parameter is related to a directional position of a mechanical interface (i.e.
hinges, locks, buffers). Knowing which mechanical interface is misplaced in what direction is
crucial for deriving countermeasures to improve assembly quality. To estimate the parameter
states, a scalar field of measured shape errors serves as input for the estimation kernel. This
scalar field is obtained by comparing a post-assembly 3D-scan to the predicted ideal assembly
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state. The estimation kernel can be set up with different methods. In the following, three
different estimators are described and compared - one PCA-based and two ML approaches.
All three approaches have in common that a large simulation ensemble is needed for training.
This ensemble provides information about the behavior of the parts under different load
cases.

Simulation Model and Parameters

For demonstration, the simulation model of the engine hood that was already introduced
in Section 3.5 is used. Figure 5.2 shows the mechanical boundaries that are applied to the
simulation model. In the figure, also the directions and positions of mechanical boundaries
considered as adjustable are marked in blue. In the following, each adjustable boundary
is considered as a simulation parameter that can be varied in a certain range. Parameters
and value ranges are summarized in Table 5.1. To reduce the number of parameters, the
right hinge is considered to be fixed. Also, the movement of the hinges in the Z-direction
is restricted. This is done as only relative motions between the hinges induce stresses to
the part. Pure translations or rotations could be removed by pre-processing steps like rigid
registration. In the following, a simulation ensemble is created by sampling the parameter
space that is spanned by a1-a6.

Table 5.1 Simulation parameters and corresponding value ranges.

Simulation parameter Label Description Value range [mm]
a1 HINGE_X Hinge left, X-direction [-1;1]
a2 HINGE_Y Hinge left, Y-direction [-1;1]
a3 BUFFER_L Buffer left, Z-direction [-1;1]
a4 BUFFER_R Buffer right, Z-direction [-1;1]
a5 LOCK_L Lock left, Z-direction [-1;1]
a6 LOCK_R Lock right, Z-direction [-1;1]

Generation of Simulation Ensemble

To obtain comprehensive information about the behavior of the part, a simulation ensemble
is created by running multiple simulations with systematically chosen sets of parameters.
The simulation model has n adjustable parameters a which can be varied within a defined
interval [min,max]. One simulation result u~ with a defined set of parameters a~ is a discrete
sampling point of the solution space. So, the FE-simulation can be considered as a map from
parameter space to solution space:
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u~ = u~ (a~ ),
a~ = (a1,a2, ...,an),ai 2 [mini,maxi]

(5.1)

Equation 5.1: Displacement field u~ as function of parameter set a~ . Each individual parameter
ai is restricted to the interval [mini,maxi].

To ensure an optimal sampling of the parameter space while maintaining a manageable num-
ber of simulation runs, a sampling strategy needs to be defined. For the present application,
two simulation ensembles of different sizes are created. The first ensemble is created with a
full factorial sampling strategy and serves for training purposes. The second ensemble uses
LHS and serves as verification ensemble.

a1

a2

Sampling point
a3

Fig. 5.3 Full factorial sampling strategy with three values per axis, demonstrated for the
3D-case. The corners of a resulting hypercube are highlighted by black circles. (This figure
has been published in [4] licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/, changes: variable names)

Full Factorial Sampling
The training data set is sampled by selecting a fixed number of values for each axis. The
principle of this sampling strategy is illustrated in Figure 5.3 for the three-dimensional case.
Here, three values per parameter ai are chosen, resulting in 33 = 27 sampling points. This
sampling scheme divides the parameter space into 8 cubes. Such structured sampling is
fundamental for generating the contribution plots. More details follow in Section 5.3.2. When
extending the sampling scheme to a higher number of parameters i or extending the number
of sampling points per axis n, the total number of sampling points ntotal can be calculated
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with ntotal = ni. For the example of the engine hood, 6 adjustable parameters are present.
Each parameter axis is sampled with three values, so the total number of sampling points
(possible combinations) is 36 = 729. The sampling structure of this higher dimensional
case can still be described as clustering into n-cubes, also called “hypercubes”. Table 5.2
lists characteristics of hypercubes of different dimensions. For the 6 dimensional case the
sampling of the parameter space is clustered by 64 6D-hypercubes.

The scheme of full factorial sampling is used to generate the training data set. Each pa-
rameter axis is sampled with the values [-1,0,1]. Additionally, each center of mass of the
6D-hypercubes is sampled. This leads to a total of 793 simulation runs being performed for
generating the training data set. The distribution of the sampling points in the parameter
space is shown in Figure 5.4.

Latin Hypercube Sampling

n Name 0-face
(vertex) 1-face 2-face 3-face 4-face 5-face 6-face . . .

0 Point 1
1 Line 2 1
2 Square 4 4 1
3 Cube 8 12 6 1
4 Tesseract 16 32 24 8 1
5 Penteract 32 80 80 40 10 1
6 Hexeract 64 192 240 160 60 12 1
...

Table 5.2 Elements of an n-dimensional hypercube. This table can be calculated by the
sequence A038207 that can be found in "The On-Line Encyclopedia of Integer Sequences®"
(OEIS®) [170]

As full factorial sampling does grow exponentially with the number of varied parameters, the
number of samples gets impractical very early. For instance, when going from 6 parameters
up to 7 the number of sampling points grows from 729 to 2187. Depending on the run time
of each simulation run, a full factorial sampling becomes impractical because of excessive
computational costs. For this kind of problem, LHS can be applied. LHS was introduced
in [118] and provides a samplings strategy that distributes a pre-defined number of samples
equally spaced in the high dimensional parameter space, for details see [171]. LHS is used
to create a second simulation ensemble with a maximum sampling coverage of the parameter
space for verification purposes.
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The verification data set was created by sampling the same parameter space given in Table
5.1 by a fixed number of 1400 samples with LHS. The distribution of samples is also given
in Figure 5.4. With the generated training and verification data set, the estimation kernel can
be set up.

Hinge_X Hinge_Y Lock_L Lock_R Buffer_R Buffer_L

Sampling Distribution Training Set

Sampling Distribution Validation Set

Fig. 5.4 Stacked histogram of parameter value distributions in the sampoling range of ± 1
mm. Top: training data set using systematic sampling strategy. Bottom: verification data set
using LHS.

Estimation via least-squares fitting

A commonly used approach to estimate or reconstruct data is LSQF. When using LSQF, the
data that is being reconstructed is expressed as linear combination of a chosen basis. LSQF
calculates the best set of linear factors c~ for a given basis B~ and target data u~ , see Equation
5.2. Depending on the information contained in the basis, not only reconstructions of given
displacements but also estimations of parameters can be performed. Considering the engine
hood, each basis field Bi has the same form as a simulated displacement field. So, the linear
combination calculated by the LSQF can be viewed as a linear combination of displacement
fields. When adding parameter space information to each basis, the LSQF result can also
provide an estimation of parameter values, only based on inputs in the solution space. This
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u~ ⇡ (c1,c2, ...,cm)

0

BB@

B~ 1
B~ 2
...
B~ m

1

CCA= c1B~ 1 + c2B~ 2 + ...+ cmB~ m =
m

Â
i=1

ciB~ i, (5.2)

Equation 5.2: Approximation of the displacement field u~ by a linear combination of the
basis members B~ i.

way, the LSQF method can be used to perform parameter estimations. For clarification,
Figure 5.5 is provided. In the figure a target displacement field u~ target is approximated with a
linear combination of u~ B1-u~ B3. The linear factors c1-c3 are obtained via least-square fit. The
same factors are used to calculate the linear combination for the parameter space, resulting
in the unknown estimated parameter values a~ est .

c1 c2 c3+ +

utarget

aest

uB1

aB1

uB2

aB2

uB3

aB3c1 c2 c3+ + =

Fig. 5.5 Illustration of the parameter estimation via LSQF for a given displacement field
u~ target . The pre factors ci are calculated by fitting the basis fields u~ Bi to the target field. The
same linear combination can be set up for the parameter space resulting in the unknown
parameter state a~ est .

The challenging part of approximating parameter states via LSQF is not finding the best set
of linear factors but finding a suitable basis B~ that does condense the solution space into a
small number of basis fields while maintaining optimal coverage and precision in terms of
approximation.

Generation of Basis for LSQF
As mentioned in Section 5.2, different approaches of POD can be used for dimensionality
reduction of a simulation ensemble. For the engine hood, either modal decomposition or
PCA is preferable. Although modal decomposition is applicable due to the simulation of
mechanical deformations, a PCA approach was chosen to ensure general applicability to
simulation ensembles. To apply PCA to an ensemble of simulated displacement fields, the
data set must be pre-processed. The reason for the pre-processing is this: the PCA method can
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only handle 3D-scalar fields but not 3D vector fields. Therefore, a displacement magnitude
along the geometry surface normal is calculated for every mesh node. By using this signed
normal metric, the resulting scalar fields are comparable with surface-to-surface comparisons
obtained from scan data. After condensing the ensemble of vector fields to an ensemble of
scalar fields, PCA can be applied.

PCA is performed on the pre-processed training data set with 793 ensemble members.
The result of the PCA is plotted in Figure 5.6. The upper bar chart shows the explained
variance in percent per PC1. It can be observed, that most of the variance is explained by the
first 5 components. To ensure not to lose any relevant information, the first 10 PCs are used
as a basis for further calculations. These 10 components accumulated, explain 99.99985% of
the variance in the training data set. The lower half of Figure 5.6 does show all 10 PCs in the
solution space on adequate scales. These displacement fields are obtained by calculating a
linear combination of all ensemble members. Each set of linear factors is provided by the
PCA output. These linear factors can be applied to the ensemble of 3D-vector fields and also
to the corresponding parameter space. To match with measurement data, only the portions of
displacements along surface normal are considered. Each PC is a set of 3D-vector fields and
corresponding parameters. However, these PCs do not reflect actual simulation results or the
physical behavior of the engine hood. They are artificially created by the PCA to reduce the
solution space optimally. Nevertheless, the underlying characteristics are partially correlating
with behaviors of the engine hood. The calculated PCs 1-10 can be used for least-squares
parameter estimation.

Estimation via Machine Learning

In contrast to the deterministic parameter estimation via least-squares, ML approaches are
becoming very popular for these kinds of applications. When carried out clever, ML has the
great advantage that it can be trained to efficiently perform parameter estimations although
the data set features non-linear behavior. Although ML approaches are not considered as a
contribution of this dissertation, the co-authored papers [7–9] are worth referencing at this
point, because they address the challenge of setting up ML models for parameter estimation
using the exact same data set of the engine hood. In the referenced publications, two ML
approaches - a one-layer feed-forward and graph convolution neural network - are selected
and benchmarked with the linear least-squares parameter estimation. For technical details like
training and selection of hyperparameters, the original papers are referred. All approaches
were tested with the verification data set (1400 ensemble members). For each approach

1Principal Component
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Fig. 5.6 Result of the principle component analyses performed on the training ensemble. The
graph shows explained variance of each component in %. Bottom: Principle components in
the 3D-domain on three different scales. By a linear combination of PC 1-10, 99.99985% of
the training data set can be reconstructed.

parameter estimation was performed for every single ensemble member. The results are
shown in Figure 5.7. It can be observed that both ML approaches do perform worse compared
to the parameter estimation with LSQF (orange). Although these results do not emphasize
the need for an ML approach for parameter estimation, ML approaches are more generally
applicable and can handle more complex data, where PCA and LSQF become useless. A
qualitative comparison between analytical and ML approaches is listed in Table 5.3. In
the following, LSQF together with the basis calculated via PCA is used for performing
estimations, as this approach does perform superior for the present data set.



142
Validation and Troubleshooting of Smart Assembly Processes with Human in the Loop

Approaches

Fig.5.7
C

om
parison

of
differentparam

eter
estim

ation
approaches

using
the

sam
e

data
for

training
and

testing.
The

PC
A

-based
approach

used
in

this
dissertation

is
superiorin

term
s

ofapproxim
ation

erros
forthe

presentapplication.



5.3 Method 143

Table 5.3 Qualitative comparison between analytical and ML-approaches.

Benchmark Aspect Analytical Approach Machine Learning
Generating Training Data - - -
Training Time ++ - -
Expertise Required for Training + -
Computing Resources (Training) ++ - -
Computing Resources (Execution) ++ ++
Transparency + - -
Flexibility (Adjustments) + -
General Applicability - - + +
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5.3.2 Decomposition of Scanned Deviations

Another way for creating a basis for performing an LSQF is described in [5]. This approach
was designed to decompose the solution space into basis fields that can be interpreted and
assigned to misplacement of single mechanical boundaries or combinations of boundaries.
The resulting basis size is way larger compared to PCA decomposition. However, due to the
interpretability contribution plots can be derived from an LSQF performed with this larger
basis.

Quotation 5.1: Chapter 3 excerpted from [5]1

Automated process control loop

Manual process control loop

Comparison 
(deviation field)FE-simulationPre-assembled 3D-scan

Assembly Post-assembled 3D-scan

Inspection engineer

Part

Process controller

Proposed method:
decomposing scanned

 deviations

Boundary states

Boundary-related 
contribution plots

Input: Output: Method:

Figure 1: Overview of example assembly process and two possible control loops. As
input serves a comparison between simulated and measured assembly geometry (green).
The proposed method (red) predicts from the deviation field, corresponding boundary
states (blue) as well as boundary-related plots (blue). It can support automated process
control as well as human-in-the-loop process control by providing additional insight
into the measured deviation field.

...

1This content has been published in [5], licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/; changes: none
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Simulation model

Simulation parameter
[a1,a2,...,an]

Run systematic 
variation simulation

Ensemble of 
simulation results

Estimation of 
parameter states

Decomposition of 
input displacement field

Plotting contibutions of parameter

a1 a2 ...

...

an

Least-sqares-fit

One time preperation

Input displacement field 
from measurement

Input Output

Least-sqares-fit

Coarsening selection 
of  basis fields

Remove low-impact 
basis fields

1

3

4

5

6

Critical path

Figure 2: Workflow. One-time preparation, input and output of the method. The
one-time preparation step concerns simulation set-up and performing simulations to
create basis fields. The input displacement field is approximated via a least-squares
step.

...
3. Method

Our goal is to decompose a displacement vector field generated by comparing a mea-
surement of a post-assembly geometry with the predicted desired geometry. As an
example, one can consider an FE-simulation performed with the pre-assembly shape
to predict the optimal assembly. The described decomposition of the vector field is
not a vector field decomposition in the mathematical sense. It should be viewed as a
reconstruction based on multiple FE-simulations using varying parameter states.

We provide an overview of our approach with a flowchart and a detailed description
of the mathematical aspects. Figure 2 shows the workflow that considers “One-time
preparation," “Input" and “Output." The path marked in orange is the “critical path."
Steps 1–7 along this path decompose the input field. The workflow is explained at a
high level, but we also cover the mathematical details. As one-time preparatory steps,
we set up an FE-simulation model of the part we must inspect. This model needs to
be validated to ensure that it reflects the behavior of the real part. The geometry of the
simulation model is generated via a CAD system. Although the geometric stiffness
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slightly differs between the simulation model and the real part, we assume that this
difference in stiffness is negligible for our purposes. This aspect, with examples, is
discussed in Claus, Hagen and Hamann (2021a). Nevertheless, the geometrical de-
viations of a real part relative to CAD model must be taken into account during the
pre-processing step of the input to isolate measured displacements caused by misplaced
boundaries, see Figure 1. Next, we need to identify the parameters that are considered
adjustable during the assembly process. When these parameters and their ranges are
known, the simulation is performed with a systematic variation of parameter values.
The resulting ensemble of simulation results is used to generate two different bases for
least-squares-fitting. Both are capable of approximating the whole solution space within
a defined tolerance. One basis is set up by performing a PCA for the results of the whole
simulation ensemble. The basis generated by PCA is an ensemble of computationally
generated synthetic displacement fields with corresponding parameter states. This basis
is ideal for estimating the parameter states of the input displacement field. The second
basis is generated by a hierarchical selection of important simulation runs from the
ensemble. This basis is not ideal for approximating the parameter states, but it has the
significant advantage that each single basis field can be assigned to one parameter. The
desired contribution plots can be generated from this basis.

We now consider the input to our method. The input is a displacement field calcu-
lated by comparing a measurement with the desired ideal. This comparison results
in a scalar distance field. To obtain a displacement vector field all scalar values at
the simulation’s mesh nodes are multiplied with an associated normal vector. The
calculation of the displacement magnitude is not unique, as distance values can vary
slightly when changing reference and target geometries. This problem is depicted in
Figure 3. For our purposes, we require results for every node of the simulation mesh.
The distance metric used is the “Cloud to Mesh Distance" implemented in the software
package “CloudCompare" Cloudcompare (2020). It calculates the distance from each
vertex of the source mesh to the nearest triangle of the target mesh. The position of the
vertex and the triangle’s outward normal are used to (i) determine whether the vertex is
inside or outside the triangle and (ii) compute a signed distance to the plane containing
the triangle. One could consider using more accurate and complex distance measures
like the Hausdorff distance Aspert, Santa-Cruz and Ebrahimi (2002). Point set registra-
tion could also be performed Kenta-Tanaka et al.. We use the simple CloudCompare
metric as it provides sufficiently precise results for our application. For more complex
geometries a different metric might be necessary.
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Shape A

Shape B Shape B

Shape A

Figure 3: Calculating distances between two meshed shapes can lead to different results
depending on the choice of distance metric.

We now explain the steps to process one input field. The 1-7 along the critical path are
discussed. In (1), the input displacement field is used as a target for a least-squares-fit
using the basis generated by PCA. This fit produces “pre-factors" for each basis from
which we can estimate the parameter states (2) by multiplying the pre-factors with the
corresponding basis parameters. These estimated parameters are one output that is
communicated to the user and, at the same time, used for further calculations. Based on
the estimated parameters a subset of basis fields (3) is selected from the hierarchically
generated basis by excluding the basis fields that cannot be present for the current
input. For instance, if the parameter estimation of (2) reveals that the parameter a1

is zero, all basis fields of the hierarchical basis with a non-zero value for a1 can be
excluded. With this subset selected from the hierarchical basis, another least-squares-fit
(4) is performed, also having the input displacement field as a target. The resulting
pre-factors are analyzed and further basis fields with minor contributions are excluded
iteratively (5). This step is necessary to reduce the effects needed to explain the input
displacement field to a minimum. The actual decomposition is calculated per node (6),
the contribution of each basis field to the total measured displacement. Finally, the
contribution plots (7) are generated.

3.1. Preparation Steps
...
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a1

a2

Sampling point
a3

Figure 4: Locations of chosen sample points for basis fields. Points in parameter
space are placed at positions defined by combining maximum, minimum and zero
parameter values.(This figure has been published in Claus, Hagen, Leonhardt, Leitte
and Hamann (2021b) licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/, changes: variable names)

...
3.1.2 Generating the Bases for Least-Square-Fitting

...
The second basis needed for the proposed method is generated by a hierarchical selec-
tion of important simulation results from the ensemble. The workflow of this selection
is depicted in Figure 5. The motivation for a hierarchical selection is the goal to find sim-
ulations that can be used as bases for a linear least-squares-fit and are related to single
effects at the same time. The objective of the hierarchical selection is to automatically
discover the given ensemble of simulation results from simple to complex parameter
states. The steps performed during this automatic discovery are explained next. First,
an initial basis is chosen that consists only of simulation results that have parameter
states, located on the axis of the parameter space (Rank 0 and Rank 1 - see Table 1).
This initial basis is assumed to be almost orthogonal as only one parameter is varied
per simulation. Second, the initial basis is used to approximate all simulation results
of rank two via a least-squares-fit. The result of each approximation is compared to
each actual simulation. Each comparison produces a “Difference Field." We select the
difference field with the largest (absolute) difference. When the magnitude is larger than
a tolerance e a new effect must be considered for approximating the current rank within
the defined tolerance. The initial basis is expanded by adding the difference field with
the largest difference. This new effect can also be interpreted as a new axis in parameter
space. As the sampling of the parameter space of the original data set is uniform (see
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Figure 4), a second difference field with inverse parameter states exists, located on the
same axis. This difference field with inverse parameter states is added to the basis.
Two corresponding fields per effect are present, covering both axis directions. The
added difference fields are considered essential for capturing the new effect that cannot
be explained by the previous basis. This second step is repeated until all simulation
results from Rank two are approximated within the tolerance e . Third, all displacement
fields from rank three are approximated with the new basis, and the iterative process is
repeated until all ranks are approximated within the defined tolerance. Choosing the
value for e is highly dependent on the required precision of an application.

3.2. Parameter Estimation and Contribution Plots
...

Table 1: Sampling scheme for parameter space. The classification of ranks is done by
grouping samples based on the numbers of non-zero parameter values.
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Least-squares-fit

Add worst difference field

Rank 0 & Rank 1

Rank = [2,n] 

Worst difference < epsylon?

NO

Go to next rank

Basis fields Difference fields

YES

Figure 5: Hierarchical basis generation for least-squares-fit. The algorithm approxi-
mates every simulation rank-by-rank from the generated ensemble and adds an “effect"
via a displacement field when approximation error is too large.

3.2.2 Contribution Plots

The basis fields generated via hierarchical selection, see Figure 5, are not ideal for
approximating the solution space as none of the selected basis fields has the same
properties as a PCA basis element. The hierarchical basis must contain more basis
fields to represent the solution space at least within the specified tolerance. Although
the selected displacement fields might not be an optimal basis for the approximation
problem, they have a significant advantage:
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every effect calculated from corresponding basis fields.

The chosen basis vector fields can be interpreted as contributors to a single effect
(one parameter or a combination of parameters). The contribution per effect is calcu-
lated as follows: We use the hierarchical basis for a least-squares-fit with the measured
displacement field as input. The obtained linear combination can be interpreted as a
combination of single effects. To plot the contribution of one single effect to the total
measured displacement additional calculations are necessary. Calculating the single
contribution per effect is illustrated in Figure 6. The measured displacement for a node
Ni is the distance between the desired geometry and the actual measurement. This
distance is reconstructed by a combination of vectors from the basis field using the
least-squares-fit. The used basis has two basis fields per effect, see Section 3.1.2. This
property makes it necessary to add the corresponding terms of the linear combination
to obtain the contribution of the underlying effect. The partial displacement field di

is calculated by adding the terms Bici and B�1
i c�1

i . The partial displacement field is
condensed to a scalar field by calculating the magnitude of the displacement vector for
each node:

Partial displacement di o f the e f f ect ei : di = |ciB~ i + c�1
i B~

�1
i |. (6)

Here, Bi and B�1
i are the basis fields that relate to a single effect, and ci, c�1

i are the
pre-factors resulting from the least-squares-fit. Next, the total magnitudes of all partial
displacements are computed for all nodes, by adding the partial contributions:

Total displacement D : D = Âdi (sum o f all partial displacements o f ei). (7)

Equations 6 and 7 are illustrated on the right-hand side of Figure 6. The calculated total
displacement length is used for contribution normalization to the interval [0,1]:

Contribution o f ei : di/D (ratio o f partial displacement o f ei and total displacement).
(8)

Once the contribution di/D has been calculated for every effect ei, we can plot scalar
fields in the 3D domain. These plots show the contributions for every effect to the
measured displacement field on the scale of [0%,100%], providing detailed insight to
an inspection engineer.

...



152
Validation and Troubleshooting of Smart Assembly Processes with Human in the Loop

Approaches

References
...

Aspert, N., Santa-Cruz, D., Ebrahimi, T., 2002. Mesh: measuring errors between
surfaces using the hausdorff distance, in: Proceedings. IEEE International Conference
on Multimedia and Expo, pp. 705–708 vol.1. doi:10.1109/ICME.2002.1035879.

...

Cloudcompare, 2020. URL: http://www.cloudcompare.org/.
...

Claus, F., Hagen, H., Hamann, B., 2021a. Calculating the gravity-free shape of
sheetmetal parts. The International Journal of Advanced Manufacturing Technology
113,3401–3417. URL: https://doi.org/10.1007/s00170-021-06702-6, doi:10.1007/s00
170-021-06702-6.

Claus, F., Hagen, H., Leonhardt, V., Leitte, H., Hamann, B., 2021b. Interactive Quality
Inspection of Measured Deviations in Sheet Metal Assemblies, in: Garth, C., Aurich,
J.C., Linke, B., Müller, R., Ravani, B., Weber, G.H., Kirsch, B. (Eds.), 2nd International
Conference of the DFG International Research Training Group 2057 – Physical Model-
ing for Virtual Manufacturing (iPMVM 2020), Schloss Dagstuhl – Leibniz-Zentrum für
Informatik, Dagstuhl, Germany. pp. 6:1–6:18. URL: https://drops.dagstuhl.de/opus/
volltexte/2021/13755, doi:10.4230/OASIcs.iPMVM. 2020.6.

...

Kenta-Tanaka et al., . probreg. URL: https://probreg.readthedocs.io/en/latest/.

5.3.3 Prediction of Displacements

This section describes the setup of the prediction kernel, compare Figure 5.1. The prediction
kernel uses a certain parameter state as input and predicts the corresponding displacement
field.

Interpolation in High Dimensional Spaces

In [4] a high dimensional interpolation scheme was used to make these predictions in real
time. This approach is excerpted in the following:
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Quotation 5.2: Chapter 3.2.2 excerpted from [4]1

3.2.2 Interpolation / Approximation Scheme

For generating information between sampled data points, we use interpolation. The
interpolation scheme chosen in this paper for interpolating in a higher-dimensional
space is called "inverse distance weighting". This scheme will now be explained in
detail:

Let a~ = (a1,a2, ...,an) be a vector of parameters of one simulation and u~ (a~ ) the corre-
sponding simulation result represented by a displacement field, then we can express the
pre-simulated displacement fields S as a set of simulation runs based on the parameter
sets A:

A = {a~ 1,a~ 2, . . . ,a~ m} (3)

S(A) = {u~ (a~ 1),u~ (a~ 2), . . . ,u~ (a~ m)}= {u~ 1,u~ 2, . . . ,u~ m} (4)

Every parameter set contained in the quantity from equation 3 is considered as a known
or sampled point in the parameter space. The corresponding displacement field can be
interpreted as the "value" of this point.
Let b~ 2 X be also a set of simulation parameters but u~ (b~ ) = u~ b 62 S(A), thus we consider
u~ b as an unknown value in the solution space S(A) that needs to be interpolated. To
do so, every known value is weighted by the inverse of the distance using the function
l : X ⇥X ! R, calculated in the parameter space:

u~ b ⇡
1

Âm
l=1 l (b~ ,a~ l)

m

Â
i=1

l (b~ ,a~ i)u~ (a~ i) (5)

l (b~ ,a~ i) =
1

D(b~ ,a~ i)
(6)

D(b~ ,a~ i) = kb~ �a~ ik2 (7)

1(This content has been published in [4], licensed under Attribution 4.0 International (CC BY 4.0), see
https://creativecommons.org/licenses/by/4.0/; changes: none)
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X1
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Figure 4: Calculation of the distances in the parameter space for an interpolation point
(red) inside a sampled cell.

Equation 6 is a weighting factor by inverting the distance calculated between the
point b~ and the sampled point a~ i, while

1

Âm
l=1 l (b~ ,a~ l)

(8)

is a factor to scale the sum of weights to 1 so that we can introduce the scaled weight
l ⇤(b~ ,a~ i):

l ⇤(b~ ,a~ i) =
l (b~ ,a~ i)

Âm
l=1 l (b~ ,a~ l)

(9)

To locally increase the weight of a sampled point, the inverse lengths are raised to the
power of k:

l ⇤k(b~ ,a~ i) =
(l (b~ ,a~ i))k

Âm
l=1(l (b~ ,a~ l))k

,where
m

Â
i=1

l ⇤k(b~ ,a~ i) = 1 (10)

With the introduced scaled weights and the notation l ⇤k
i = l ⇤k(b~ ,a~ i) we can express

the interpolation as:

u~ b ⇡
m

Â
i=1

l ⇤k
i (b~ ,a~ i)u~ (a~ i) = l ⇤k

1 u~ (a~ 1)+l ⇤k
2 u~ (a~ 2)+ ...+l ⇤k

m u~ (a~ m) (11)

Figrue 4 demonstrates a simple 2D example the interpolation scheme. The red point I
can be approximated by calculating the distances l0�3 and applying equation 11.

Weak Spots of Inverse Distance Weighting
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When using inverse distance weighting, some aspects that are affecting the interpolation
results are discussed in the following.
First, the distribution of the sampled points in the parameter space plays a significant role
in this interpolation scheme. In Figure 5 an example is given for an uneven distribution
of sampling points. The red point again is the point that needs to be interpolated.
When performing inverse distance weighting on this kind of data set the interpolation
result will be shifted towards the dense cluster of sampling points. Thus, the result
of the interpolation would not be plausible anymore. Another factor that influences
the interpolation result is the threshold radius when filtering the distances so that the
interpolation does not have to calculate weights and the linear combination of Equation
11 for the whole data set. Depending on the location of the interpolation point a slight
change of the filter radius can result again in an even or uneven set of sampling points
that are used for the interpolation. To prevent these shortcomings, the data set of pre-
simulated displacement fields is distributed in an even manner like presented in Section
3.2.1. To prevent uneven distribution due to distance filtering, our method uses just
the nodes of the hypercube where the interpolation node is located in. These sampling
points are found by sorting the whole data set by distance and use the n closest points,
where n is equal to the number of 0-faces of the corresponding hypercube, see Table 1.
Although there are more general approaches available in the branch of multivariate
interpolation commonly used like kriging, spline interpolation, or radial basis function
interpolation, inverse distance weighting is preferred in this paper. Different methods
for scattered data interpolation are discussed and tested in [10]. The reason for choosing
inverse distance weighting for solving the interpolation problem in the higher dimen-
sional parameter space is the simplicity, robustness, and easy to implement nature of
the algorithm. Also, the mentioned shortcomings of this algorithm can be prevented as
discussed.

X1

X2

Figure 5: Influence of the distribution of sampling points. Local clusters lead to a
higher weighting towards the cluster position.
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Least Squares Fitting

Besides a high-dimensional interpolation approach, also an LSQF can be utilized to predict
displacement fields based on given parameter states. Like before, a PCA-generated basis is
fitted to target values. The only difference is, that the fit is performed in the parameter space
and the found linear factors are used to reconstruct a displacement field in the solution space.
This approach has to be treated with caution because LSQF is only applicable for special
cases. The reason why performing an LSQF on the parameter space does not work in general
is this: the solution is not unique if the number of PCs needed to represent the solution
space is higher than the number of parameter axis that span the solution space. As described
before, 6 adjustable parameters are present for the engine hood but 10 PCs are selected
from the dimensionality reduction of the solution space. This means that LSQF can not be
applied to find a unique solution. However, testing has revealed that the LSQF-approach
does converge to the preferred solution for the present data set. The whole verification data
set was approximated by using LSQF in the parameter space with the same basis generated
before via PCA. The maximum error at single mesh nodes was below ± 0.1 mm. This
error is astonishingly low considering the simplicity of the approximation scheme. Also,
computational times are very low making the LSQF approach attractive. So, the following
conceptional troubleshooting tool uses LSQF together with the PCA-generated basis as a
prediction kernel. To ensure general applicability, LSQF is not advised for this purpose.
Therefore, high dimensional interpolation or neural ML approaches are advised.

5.4 Verification

In this section, the approaches that were selected in the previous section are verified. The
verification splits up into: (a) verification of the estimation kernel and (b) verification of the
prediction kernel.
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5.4.1 Verification of the Estimation Kernel

The verification of the estimation kernel is carried out by selecting a random ensemble mem-
ber of the verification data set and performing the parameter estimation via LSQF together
with the decomposition for creating contribution plots. The used simulation parameters are
considered as hidden parameter states or ground truth. The estimation results are compared
to these hidden parameter states and an estimation error can be calculated. The quality of
contribution plots can not be measured directly. To quantify the quality of the plots, the
reconstruction errors between hierarchical basis and PCA generated basis are compared.

Figure 5.8 shows the results of this verification. On the top left, the randomly selected
displacement field from the verification ensemble is depicted. This displacement field is
considered as pseudo measurement input. Based on the input displacement two reconstruc-
tions - one with PCA basis and one with the hierarchical approach - are performed. The
reconstructions are shown next to the input displacement field. To measure the quality
of reconstruction, RMS-error is evaluated for both results. A direct comparison between
PCA-based LSQF and input displacement field is shown on the upper right - no observable
differences are present. The parameter estimation results are listed in the table inside the
figure. All 6 parameters were estimated with errors significant below ± 0.05 mm. The largest
estimation error has the parameter “LOCK L” with 9.1e-4 mm. Regarding the contribution
plots, 6 major influences were identified that are used to explain the input displacement field.
Besides the two locks, and two directions of the hinge, a basis field that is related to the
combination of left and right locks were used.

To ensure that the estimation kernel works for the whole solution space, all 1400 ensemble
members were used for estimation. The results for the parameter estimations were already
shown in Figure 5.7. Regarding the reconstruction of the displacement field using the
PCA-basis and hierarchical approach, also the whole verification ensemble was tested with
both reconstruction techniques. A distribution of RMS-error values across the verification
ensemble is shown in Figure 5.9. It can be observed that RMS values for the reconstruction
with the hierarchical approach are higher (max 0.08 mm) compared to the reconstructions
with the PCA basis.
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5.4.2 Verification of the Prediction Kernel

To verify the performance of the prediction kernel, all 1400 simulation results from the
verification ensemble are used. Only the parameter values are given to the prediction kernel.
Based on each set of parameters, a displacement field is predicted. Then, each prediction
result is compared with the actual simulation result and RMS-error is calculated. The results
are summarized in Figure 5.10. The maximum RMS error for the whole data set is below
0.0145 mm.

Fig. 5.10 Verification of the prediction kernel. All displacement fields of the verification
ensemble were predicted based on the parameter states. The prediction error is measured
with RMS metric.

5.5 Validation

Although the results of the verification with simulated data are very promising, validation
experiments are carried out to ensure applicability to real-world problems. For the experi-
ments, the same hardware setup is used that was introduced in Section 4.5. The validation is
designed analogous to the verification presented in Figure 5.8. This time, the input displace-
ment field is based on measurement data. To generate a displacement field, two measured
geometries are compared. The first measurement is performed to capture the geometry of the
engine hood before changing interface position. This 3D-scan is considered as a baseline.
Next, interfaces are changed according to the values listed in the table of Figure 5.11. To
ensure a precise change of position, multiple precision gauges are used. This is necessary
to compensate for unwanted runaway of fixture positions. This runaway is caused by the
lack of rigidity of the fixture hardware. After all fixture positions are dialed in, a second
3D-scan is performed. Due to the measurement layout, both scans are performed in the same
reference frame such no alignment between the acquired point clouds is needed. However,
the scans must be aligned once to match with the reference frame of the simulation mesh.
When calculating the distance between both scans, a scalar displacement field is obtained. As
measured distances are only in surface normal direction, the scalar field can be converted to
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a displacement field by using the surface normal as the direction of the vector. The resulting
displacement vector field serves as input for the validation and is shown at the top left of
Figure 5.11. Based on the differences in geometry, the estimation kernel is used to estimate
the related parameter states. The results are shown in the table at the bottom of the figure.
The highest estimation errors can be observed at the left buffer with 0.142 mm. Next to the
input displacement field, two reconstructions with PCA generated- and hierarchical-basis
are shown. Both reconstructions show a higher RMS value compared with the verification
results. A direct comparison between PCA-based reconstruction and input displacement field
is shown at the top right of the figure. On the scale of ± 0.25 mm significant differences can
be observed at single spots on the geometry. The lower half shows the contribution plots that
are derived from reconstruction with the hierarchical basis.
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5.6 Run Times

All relevant computing times were measured and listed in Table 5.4. The run times are
divided into “preparation times” and “execution times”. The preparation times summarize all
computational times that have to be performed once in advance. In contrast, the execution
times consider the run times of all processes that must be performed when working interac-
tively with the troubleshooting tool. The preparation times include all simulation times for
generating the necessary ensembles. In the table the total computing time is listed, parallel
computing was not considered for these measurements. The generation of the bases is also
a one-time preparation step, as the computed bases can be used for any measurement of a
related part. The execution times are composed of the run times for the estimation kernel and
prediction kernel. These steps are time-critical as they are performed during user interaction.

Table 5.4 Computational run times. “Preparation times" and “Execution times" are listed.

Task Time per Simulation # of Simulations Total Time
Preparation Times

Generating Training Ensemble 187s 793 41.19h
Generating Verification
Ensemble

187s 1400 72.72h

PCA-Basis Generation – – 41s
Hierarchical-Basis Generation – – 3:21h

Execution Times
Estimate Parameter States – – 1.84s
Generate Contribution Plots – – 19.77s
Predict Displacement Field – – 0.0337s

5.7 Explorative Trouble Shooting

The presented methods are implemented and combined into a single software tool. This
section presents a mock-up of a possible user interface. The software intends to support
the inspection engineer during troubleshooting of measured geometrical errors. The tool
is designed to be interactive and explorative. This means the engineer can try different
countermeasures and the software provides predictions of the effects in real time.

Figure 5.12 shows a mockup of the user interface. The interface is a multiple coordinated
visual exploration approach. The view is composed of 5 components:
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1. Render View

2. Histogramm

3. Data Loading

4. Contribution Plots

5. Tune Parameters

Render View - The render view shows initially the measured shape errors compared with
the optimal assembled shape predicted by the smart assembly system. This view is updated
live each time the parameters from the “tune parameters” panel are adjusted. This view could
be realized as interactive, such that the user can rotate and zoom the inspection object.

Histogram - The histogram shows the distribution of occurring errors. Also, RMS-error over
all visualized values from the render view is provided at the top of the graph. This diagram
is linked to the render view and is also being updated in real time if parameter values are
changed.

Data Loading - This field can be used to browse for the data that must be inspected.

Contribution Plots - This panel shows the hierarchical decomposition of the shape er-
rors that are currently shown in the render view. The contribution plots are clustered by rank.
Each plot of rank 0 is related to one parameter. For higher ranks, relations to parameters
are drawn with red lines. This view can not be updated in real time because of run times up
to 20s. Therefore, a loading bar with the current status of the background computation is
provided. Also, each contribution plot has and loading indicator if the plot is not up to date.

Tune Parameters - This panel provides one slider per parameter where the user can try out
different changes of interface positions. The initial value of each slider is set to the estimation
output based on the measurement data. Any movement of any slider executes the computing
pipeline described in Figure 5.1. For more parameters, this view as well as the contribution
plot panel must be extended to the right.
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5.8 Discussion

This section discusses various aspects of the interactive troubleshooting tool. Following
topics are covered in this discussion: (a) generation of training data, (b) verification results,
(c) data acquisition, (d) validation results, (e) computational times, (c) user interface, and (d)
general discussion in the context of smart assembly systems.

5.8.1 Generation of Training Data

The generation of the training data set is the most costly step in terms of computing resources
and time. In the presented example of the engine hood, the parameter space has 6 dimensions
which were sampled with a full factorial approach with 3 sampling points per parameter axis.
Additional 64 sampling points were added to the center of each hypercube of the parameter
space. The verification data set was sampled equally distributed with 1400 sampling points.
A total of 2193 simulations was performed to generate both ensembles. As mentioned
earlier, this number growth exponential and using such a sampling strategy might result
quickly in a number of simulation runs that cannot be handled anymore. To overcome such
limitations, adaptive sampling strategies could be employed that drastically lower the number
of ensemble members while maintaining a good representation of the solution space. Also,
the verification ensemble can be reduced to a smaller number of samples if a well-known,
trustworthy prediction model can be established based on similar parts.

Regarding the contribution plots, the sampling strategy can not be changed drastically
as full factorial sampling is required. However, not relevant parts of the solution space could
be excluded. Unfortunately, identifying non-relevant parts of the solution space requires an
experienced engineer and a well-understood part behavior.

5.8.2 Verification Results

The verification results shown in Figure 5.8 demonstrates the performance of the estimation
kernel under ideal conditions. The estimation kernel composes of the parameter estimation
method and the hierarchical decomposition. While the quality of parameter estimation can
be measured directly by comparing the hidden parameter states with the prediction results,
the quality of the contribution plots can only be measured indirectly. As a quality measure,
the displacement field from the LSQF performed with the hierarchical basis is compared
with the target (input) displacement field. For the shown verification RMS-error value of
9.81e�4 mm was achieved which on the same magnitude as the PCA-based reconstruction.
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Due to this high-quality reconstruction, also the contribution plots are trustworthy.

The verification results of the parameter estimation were already shown earlier in Figure
5.7. For this box plot, all parameters for all simulations of the whole verification ensemble
were estimated. As the maximum error is below ± 0.01 mm, the parameter estimation does
perform very well under ideal conditions and lies within the goal of ± 0.05 mm.

5.8.3 Data acquisition

To eliminate uncertainties, the acquisition of the input displacement field was carried out
differently compared to the real production process. For the validation, two measurements
are compared - one baseline measurement where the part is mounted arbitrarily to the fixture
and a second measurement after changing interface positions in a controlled way. In a real
production environment, the input displacement field is obtained by a direct comparison
between the predicted ideal assembly situation and a post-assembly measurement of the
actual geometry.

The quality and density of the acquired point cloud are sufficient for validation purposes. For
the application in real-world production systems, even better resolution and coverage of the
measurement data can be expected if industrial-grade hardware is employed.

5.8.4 Validation Results

The purpose of the validation is to investigate the performance of the presented method
with real measurement data. The results are shown in Figure 5.11. When comparing the
results with the analog verification results, higher errors can be observed. This is intuitive
as real experimental data is subjected to known and unknown uncertainties, i.e. fixture
variation, measurement uncertainty. When comparing the reconstruction via PCA basis with
the measured displacement field, single spots on the geometry show significant errors up
to ± 0.25 mm. As the PCA basis was proven to cover the whole solution space with great
precision, differences in this comparison indicate that the behavior of the simulation model
and actual part differs. Although the observed differences are relevant in terms of mathe-
matical precision, they cannot be avoided in real circumstances. Even slight differences like
geometrical deviations of substructure, application of adhesives, or residual stresses in the
material can cause such errors. Therefore, the margin of ± 0.25 mm is still acceptable. It can
be argued that errors at single spots do not affect the correct reconstruction of the underlying
shape errors. The shape errors that are of interest are caused by misplaced interfaces and
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affect large areas of the part.

Summarized, the validation results are satisfying. Although the errors are way higher
compared to the experiments with simulated data, the method does behave as expected and
provides plausible results. Also, the noise of the scan data does not affect the performance of
the approach.

5.8.5 Run Times

As the final software tool is intended to be interactive, computational steps need to be differ-
entiated by time-critical- and not time-critical steps. In general, all time-critical steps are
computations that are performed during the user interaction with the software. In Table 5.4
the critical run times are listed as “Execution Times”, while non critical run times are named
“Preparation Times”. The preparation times take up most of the computational effort and
contain the generation of the simulation ensembles as well as the generation of PCA-basis
and hierarchical basis. These computing steps must be performed in advance before the
interactive troubleshooting tool can be used. The listed times are accumulated and can be
reduced drastically by parallelization. The only step that can not be accelerated by parallel
computing is the generation of the hierarchical basis.

The execution times are composed of the run times of the estimation- and prediction -
kernel. These times are critical for the user experience. Most critical is the prediction of
displacement fields because this operation is performed every time the user does change
parameter values. This computing step is very fast with an average of 0.0337 s, which enables
responsive behavior. The contribution plots are also intended to be updated in real time, but
with an average of 19.77 s run time this is not possible. This drawback is only minor as the
user should tune in the parameter values by using the render view. The contribution plots
only provide additional insights for troubleshooting and do not need to be updated in real
time.

5.8.6 User Interface

The shown user interface in Figure 5.12 is only a first mockup of a possible GUI1. This
mockup is intended to provide an impression of how such an interactive experience could
look like. To realize this software tool, design studies, expert surveys, and design guidelines
must be taken into account.

1Graphical User Interface
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5.8.7 Discussion in the Context of Smart Assembly Systems

In the context of smart assembly systems, the presented software tool can be used to identify
positioning errors and derive countermeasures quickly. As this troubleshooting approach
only indicates errors in the action system and the DT, the recognition system can not be
improved based on the outcome of this method.

The tool is designed to be interactive such that the inspection engineer can gain insights into
complex behaviors and gain a better understanding of the whole assembly system. By this,
complex relations are understood better and downtime can be reduced. One great benefit of
the system is this: no fundamental knowledge about the behavior and interaction of the parts
with the assembly partner is presumed. In high flexible production systems, this knowledge
can not be acquired in a reasonable amount of time and testing. Regarding automotive
components, legal requirements and cost-efficiency lead to the use of thinner sheet metals.
By that, parts become weaker, and deformation behavior more complex. Considering these
aspects, the need for such a troubleshooting system is constantly rising.

The interactive human-in-the-loop approach might be obsolete if the production system is set
up as a closed-loop system. Nevertheless, to achieve such a self-compensating assembly line,
the system needs to build up trust before it is employed. The interactive troubleshooting tool
can be used for ramp-up but also for recurring errors during the production phase that can
not yet be compensated automatically.
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Chapter 6

Discussion of the Digital Twin based
Smart Assembly System

In this dissertation, a DT-based smart assembly system was presented. Not all challenges
could be tackled within these studies to realize and apply such a system to a real production
environment. However, major sub-problems were tackled and significant contributions
were made. To realize the concept of DTs for smart assembly, problems that require
competencies from different fields must be tacked. For instance (not exhaustive at all), these
fields are: production planning, metrology, FE-simulation, surrogate modeling, robotics,
data management, machine learning, geometric modeling, etc. To make this chapter more
comprehensive, the outcome of this dissertation is discussed from the perspectives of different
fields of research. In particular, these fields are:

• Manufacturing

• Finite Element Simulation

• Metrology

• Geometric Modeling

• Automotive / Aerospace Industry

For each field of research, a dedicated section will follow, discussing contributions and
aspects regarding this dissertation. The reader is advised to one discussion of interest. If
there is no preference, the discussion from the perspective of manufacturing is advised. The
discussions from different perspectives are followed by general conclusions in Chapter 7.
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6.1 Discussion from the Perspective of Manufacturing

The concept of a DT-based smart assembly system impacts a manufacturing system on differ-
ent levels. This section discusses the outcome of this dissertation regarding manufacturing
clustered by three levels: (a) factory level, (b) machine level, and (c) process level.

6.1.1 Factory Level

The factory level does cover all high-level aspects of a manufacturing system i.e. material
flow, factory layout planning, or sustainability aspects, see [172]. On the factory level, this
dissertation has no major contributions. However, the concept of DT-based smart assembly
does enable a more flexible production where set up time can be drastically reduced and so
start of production achieved earlier. Also, implementing the presented concept does have
great dependencies on the factory level. Some of these aspects were already mentioned in
Section 2.4.5. From the point of view of manufacturing, the mentioned challenges can be
addressed without further research. Although the organizational aspects are not trivial in
terms of data management, infrastructure, sequence of execution, supplier management, etc.,
all occurring challenges are doable with the current state-of-the-art technology.

6.1.2 Machine Level

The machine-level covers the hardware equipment and control software of the related pro-
cesses. In the case of smart assembly, most of the system components of recognition-,
prediction-, and action-system are belonging to the machine level. This level is identified
to contain critical aspects that impact the applicability of the closed-loop smart assembly
approach. Especially, recognition- and action-system need advanced and costly hardware
to ensure flexibility and timings that are usable for real production processes. This kind of
hardware i.e. 3D-scanning system for in-line usage or flexible tooling is already available
or can be realized as a custom solution. Although, this dissertation does not provide any
relevant contributions to improve applicability on the machine level, realizing a DT-based
smart assembly system is possible in theory with state-of-the-art hardware.

6.1.3 Process Level

The process level contains all aspects regarding the underlying method or principle of a
single process. The contributions of this dissertation are mostly situated at the process level.
However, the core contributions are not belonging directly to the field of manufacturing.
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This section only mentions the major achievements for each chapter and highlights new
possibilities regarding manufacturing processes.

Chapter 2: Framework for Predicting Best Fit Assembly Parameters - This chap-
ter, provides a first approach for a surrogate model for a DT-based smart assembly system.
From the approach being presented in Method 2.1, requirements for each subsystem of
smart assembly were derived. In this chapter, the conceptual foundations are provided that
enable the development of the DT-based smart assembly. A general concept for sheet metal
assemblies was already introduced by [86]. The contribution of Chapter 2 extends this idea
to exterior sheet metal components which have special requirements in terms of gap- and
flushness quality.

Chapter 3: Gravity Compensation of Scanned Non-Rigid Parts - This chapter has
an exemplary contribution on the process level. The main contribution is Method 3.1 which
can correctly compensate for deflections caused by gravity that occur during measurement.
This method enables the correct post-processing of scanned non-rigid parts. By that, an
improved DT can be derived and precise predictions become possible. This step is crucial for
the whole concept. With this approach, the process of measuring assembly components can
be simplified by using non-over-constrained fixtures. At the same time, precision is improved
and process time is reduced.

Chapter 4: Automated FE-Model Generation from 3D-Scan Data - Chapter 4 does
also contribute on the process level. It provides an automated mesh morphing approach that
is designed to be employed as a process step in the prediction system. The presented Method
4.1 is intended to generate high-fidelity DTs based on measurement data. This important
process step was not possible before without manual interventions. Depending on timing
requirements, this approach might be substituted by a surrogate model. Nevertheless, it is
suitable for the early production phase or pre-production.

Chapter 5: Validation and Troubleshooting of Smart Assembly Processes - This chapter
addresses the troubleshooting of a DT-based assembly system. This work is also highly rele-
vant as the simulation model does feature complex part behavior and interactions. Identifying
correct countermeasures requires a high level of experience and well-known assembly com-
ponents. The contribution of Chapter 5 does not directly contribute on the process level, but
can be seen as a supporting process for the manufacturing process. With the presented trou-
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bleshooting tool, an inspection engineer can interactively explore possible countermeasures
with ease. Subsequently, downtime of the assembly process can be drastically reduced.

6.2 Finite Element Simulation

Every approach that was presented in this dissertation uses FE-simulation or simulation
outputs. This section discusses the used simulation techniques and also contributions to the
field of FEM.

6.2.1 Element Selection

All chapters in this dissertation are using simulations of sheet metal components. As discussed
in Section 1.3, different elements can be used for FE-computations. For the generation of
the FE-model, shell elements are used. This kind of element is designed to provide efficient
simulation for thin structures. The surface meshing does reduce the number of DOFs that
must be solved by the FE-software. At the same time, the amount of elements that are needed
to represent a thin geometry is reduced drastically, as the thickness of the part is substituted.
For different kinds of simulation problems (i.e.thermal, acoustic, mechanical) a variety of
shell elements were developed. Choosing a suitable type of shell element for the application
is crucial for the simulation output quality. As only elastic deformations are expected for the
presented use cases, simple first-order shell elements were selected. Although approximation
of geometry is critical and second-order shell elements are preferable, first-order shell
elements were used to increase computational stability.

6.2.2 Convergence Behavior

The iterative approaches that are based on FE-simulation ([1–3, 6]) rely on the convergence
of the FE-solver. To increase the robustness of the FE-computation certain assumptions are
made. First, no plastic deformations are presumed. A linear material model serves well for
the applications in this work and is computationally more robust than a plastic material model.
Next, all use cases have in common that the FE-simulation calculates a quasi-static state. This
means no behavior such as dynamic movements, thermal loads, vibrations, etc., need to be
considered. These factors reduce the FE-problem to a simple, linear, quasi-static simulation
which is most likely to converge. During all experiments performed in this dissertation, the
convergence of the FE-solver became never a problem.
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6.2.3 Mesh Resolution

To achieve a good geometric representation of the parts, with first-order shell elements, a
high-resolution mesh with adaptive element size is used. Depending on local curvature,
the element size is changed to achieve a pre-defined surface deviation threshold. This
threshold was chosen depending on part size and geometry. A second restriction was the
maximum number of elements. Type and number of elements define the number of DOFs
being calculated by the solver. To ensure acceptable solver time and needed computational
resources, a maximum number of  400.000 elements was set as a target. From previous
experiences with simulations of sheet metal components, mesh resolution was never critical
for the precision of the simulation output when using these meshing criteria.

6.2.4 Contributions Regarding FE-Simulation

The outcome of this dissertation contributes to the field of FE-simulation, in particular to
the branch of mesh generation methods. Chapter 4 does provide a novel, FE-based mesh
morphing approach that generates geometrical DTs based on 3D-scan data. This approach
enables mesh morphing without the need for manual interventions. Due to the high degree
of automation, this method can be used for FE-model generation within production and
pre-production processes for generating high-fidelity simulation models. A great advantage
compared to existing solutions is this: a full simulation model with all definitions of material,
connections, and contacts, can be used as input. The output of the morphing approach
preserves these definitions. By this, time and cost for model generation can be reduced
drastically.

6.3 Metrology

The field of Metrology, especially optical measurement devices are highly relevant for this
dissertation. In different chapters (Chapter 3-5) measurements from an optical scan device
are used for validation.

6.3.1 Scan Hardware

The scanning hardware used for validation was introduced in Chapter 1. As already discussed,
this hardware does not meet industry standards but is sufficient for validation purposes within
this dissertation. For real applications, measurement equipment of better quality is preferable.
By using better hardware, improved measurement quality, process robustness, and scan
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speeds are expected. On the downside, more powerful computational resources are needed to
handle larger measurement data.

6.3.2 Data Management

Implementing 3D-scanning to a production system does raise the need for a powerful data
infrastructure. Modern 3D-scanners can acquire millions of vertices within seconds. The raw
data sizes of a single scan in stl1 file format easily exceeds Gigabytes. To handle such an
amount of data, the measurement computer needs to be very powerful to process the raw data
in an acceptable time frame. The next challenge is to manage occurring data. Companies
like Zeiss or Hexagon are currently developing data management software that is capable of
handling large amounts of 3D-scan data. So, commercial solutions can be expected in the
near future.

6.3.3 Alignment

Aligning measurement data with the nominal reference frame can have a great impact on
the proposed methods. To ensure consistent alignment for an in-line metrology system,
automatic positioning of the specimens is required, as well as fixed points of reference within
the scan window. By that, each scan can be automatically registered. To improve precision
further, the scanning device should be mounted on a robotic arm. The position and orientation
of the robot arm can be used to compose different scan windows.

6.3.4 Contribution to the Field Metrology

The main contribution of this dissertation to the field of metrology is the gravity compensation
method for scanned non-rigid parts (Chapter 2). This method enables correct post-processing
of scanned point clouds and compensates for errors that are occurring during the measurement
process. This method is advanced compared to existing approaches which assume similarity
between nominal and actual geometry. By employing this method to measurement processes,
costly fixtures can be avoided while increasing outcome precision.

6.4 Discussion from the Perspective of Geometric Modeling

This dissertation has intersections with the field of geometric modeling. Especially, the
automated mesh morphing approach presented in Chapter 4 directly contributes to this field

1Sterolithography
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of research. The presented approach enables an automated generation of geometrical DTs
based on a 3D-scan of the actual part and an FE-mesh representing the nominal geometry. By
employing FE-simulation for calculating smooth displacement fields required for morphing,
a robust and reliable method was achieved. Chapter 4 already provides a detailed discussion
of the morphing approach covering crucial aspects from the field of geometric modeling.

6.5 Automotive and Aerospace Industry - The Users Per-
spective

All presented methods were designed to be used with thin non-rigid parts. These kinds of
parts are commonly used in the automotive and aerospace industry. This section discusses
this dissertation from the users’ perspective. To gain insights discussions with experts from
the automotive and aerospace industry were held on a regular basis. The gained insights are
briefly highlighted in the following.

6.5.1 Aerospace Industry

In general, all approaches presented in this dissertation can be applied to the aerospace
industry for instance for the assembly of large non-rigid components like fuselage parts. All
methods are designed to support assembly processes, which become problematic due to the
parts’ mechanical weakness. For the aerospace industry, especially, the contributions from
Chapter 1 were highly relevant. A similar approach is already implemented and used by a big
commercial aircraft manufacturer for fuselage assembly. A main concern of the aerospace
industry was also to achieve a more integrated workflow for simulation model generation,
as this process is very time-consuming and requires manual work. This concern is partially
addressed by the automated mesh morphing approach in Chapter 4.

6.5.2 Automotive Industry

The use cases that were presented in this dissertation were exclusively from the automotive
industry. So, all methods and contributions are directly applicable to the assembly of exterior
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car components. In the following, concerns from the experts regarding the DT-based self-
compensating assembly approach are discussed.

Internal or External Competences? - To realize such self-compensating assembly, complex
implementations are necessary that need multi-disciplinary competencies. A choice that has
to be made, where these competencies are built up - internally or bought in by external ser-
vices. This makes the company dependent on either external suppliers or single experts. This
dependence makes the whole manufacturing process vulnerable to dropping outs of experts.
This kind of problem could, for instance, be tackled by a tech spin-off for maintaining such
digital solutions.

Attractive Workplace? - Another question that arose was whether a workplace for the
manual worker would be attractive if every action is imposed by a computer system. This
aspect must be addressed but does not fit the scope of this work.

Competitive with existing solutions? - Whether proposed solutions are competitive to
existing solutions, was proven. However, if a contribution of this dissertation has a benefit
for the user, highly depends on the individual application. For the presented use cases, the
benefits compared to existing approaches are clearly highlighted. For different kinds of uses,
the presented approaches might still be applicable but not necessarily preferable.



Chapter 7

Conclusions

This dissertation presented a DT-based approach for self-compensating assembly processes
for the purpose of sheet metal assemblies. Challenges for realization were gathered, and
each chapter features a solution for a sub-problem within the scope of this work. The major
contributions of this work are:

(1) Framework for DT-based self-compensating assembly system for exterior car compo-
nents.

(2) Method for calculating the gravity-free shape of 3D-scanned non-rigid parts. Verifica-
tion and validation with experimental data of presented method.

(3) Automated mesh morphing approach for surface meshes. Verification and validation
using experimental data of real car body parts.

(4) Interactive troubleshooting tool for deriving countermeasures based on measured shape
deviations. Verification and validation using experimental data of real car body parts.

Each contribution either improves or extends existing approaches or provides benefits, e.g.
higher precision, compared to existing solutions. In particular, (1) extends existing DT-
approaches for simple sheet metal assemblies to exterior assembly components. These
components have special requirements which were not addressed before. The method for
calculating the GF-shape of measured sheet metal components (2) is a novel approach
that provides more precise results compared to existing approaches. This method has
been implemented as a software prototype and is already used for real applications in the
automotive industry. The automated mesh morphing approach (3) is also a novel concept that
substantially simplifies the generation of geometrical DTs. By using this approach, manual
work is drastically reduced for generating simulation models from acquired point clouds.
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The interactive troubleshooting tool (4) features an interactive approach which enables the
user exploring the space of possible corrections. By providing real-time predictions for the
effect of changes to the assembly, the user can quickly understand the behaviors of the part
and find the best set of corrections before applying. This tool is entirely new and enhances
troubleshooting processes in sheet metal assemblies.
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