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1 Introduction

1.1 Adaptive array processing in the uplink of cellu-
lar mobile radio systems

1.1.1 General

A higher demand in wireless communications calls for higher systems capacities. The
capacity of communications systems can be increased directly by enlarging the bandwidth
of the existing communications channels or by allocating new frequencies to the service
in question. However, since the electromagnetic spectrum is limited, thereby making
it a valuable resource, and the electromagnetic environment is increasingly becoming
congested with a proliferation of unintentional and intentional sources of interference, it
may not be feasible in the future to increase system capacity by opening up new spectrum
space for the wireless communications applications [L1.96, Lee89, Bla98, Pap00, Bai96a).
Therefore, efficient use of the frequency resource is critical if communications engineers
are to increase the capacity of communications systems [COS99, NTD 98, Cal88, Rap96,
Bla98, NSC00, Pap00].

Considerations concerning efficient use of the available bandwidth play an important role
in the worldwide standardization activities towards a global wideband mobile communi-
cations system, directed by the ITU (International Telecommunications Union) [ITU97].
The goal of these standardization activities, which are currently undergoing finalization,
is a worldwide third-generation (3G) mobile radio air interface called IMT-2000 (Interna-
tional Mobile Telecommunications - 2000) [3GPP]. The existing second-generation (2QG)
systems will not meet the requirements for increased capacity in the near future [ASS98,
NTD*98]. Advanced services requiring higher data rates, such as multimedia applications,
wireless internet access, services offering flexibility as regards data rates and transmission
qualities need the 3G systems design. Although 3G mobile radio systems will cope with
the requirements of high data rates up to 2 Mbit/s, flexibility concerning the data rates
and the transmission qualities, and efficient bandwidth utilization [BK95, ASS98, Pap00],
they will not fulfill the requirement for capacity, if they exclusively use single antennas
[Rap98, BBP97, BBS97, God97a, God97b, Pap00)].

In recent years, adaptive antenna arrays have emerged as leading candidates for increasing
the capacity of mobile radio networks by exploiting the directional inhomogeneity of
the mobile radio channels [PaP97] and without increased bandwidth consumption. The
received signal is obtained by means of an array of sensors located at different points in
space in the field of interest. Each sensor of the array could be an omnidirectional antenna
and is known as an element of the array. Adaptive array processing can be applied in
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the uplink, where the mobile station (MS) transmits and the base station (BS) of the cell
concerned receives, and in the downlink, where the transmission situation is vice versa.
In general, application of adaptive arrays can be considered for both the MS and the BS
which leads to MIMO (multiple in, multiple out) [FoG98, Tel95, NSC00, PaP97] structures
for the mobile radio channel. Fig. 1.1 shows a MIMO structure for the multiuser case,
where several MSs transmit to one BS. MIMO structures have a high potential to increase
the capacity. The optimum situation is to have uncorrelated radio channels for each link,

transmitter

#1

(mobile station)

receiver

(base station)

transmitter

4K

(mobile station)

7777777 radio links from mobile station # 1 to the base station

—— radio links from mobile station # K to the base station

Fig. 1.1. Multiuser MIMO system in the uplink with K, antenna elements at each
MS and K, antenna elements at the BS

as shown in Fig. 1.1. Hence, the capacity is increased by the number of existing radio links,
i.e. by the product of the number of transmit and receive antennas as long as the number
of receive antennas is greater than or equal to the number of transmit antennas [FoG98,
TNSC99, Bac99]. For real applications and in real wave propagation environments the
received signals at the different antenna elements are correlated, especially at the MSs,
where the antennas are co-located close together due to size limitations. Therefore, the
channels are not independent any more and special techniques have to be applied which
ensure a certain independence. These techniques require new MSs, i.e. result in additional
costs and the existing MSs cannot benefit from this MIMO structure. Furthermore,
it is still difficult to have more than one or two antennas at the portable unit due to
size limitations and cost of multiple chains of RF down conversion [NSC00]. At the



1.1 Adaptive array processing in the uplink of cellular mobile radio systems 3

BS one does not have the problem of size limitations. Therefore, in the following one
single antenna element at each MS and antenna arrays at the BSs in the uplink of a
mobile radio system are considered, as shown in Fig. 1.2 and referred to as a SIMO
(single in, multiple out) structure [PaP97]. The aim of array processing with SIMO

mobile radio channel

transmitter
# 1 \::::S:E::\\

(mobile station)

receiver

(base station)

transmitter

# K —QZ

(mobile station)

—————— radio link between mobile station # 1 and the base station

—— radio link between mobile station # K and the base station

Fig. 1.2. Multiuser SIMO system in the uplink with one single antenna element at
each MS and K, antenna elements at the BS

structures in the uplink is to extract useful characteristics of the received signals, e.g. its
direction of arrival (DOA) or correlation properties of the received signals [Hay85]. The
increase in capacity by array processing without additional consumption of bandwidth
can be realized by exploiting the above-mentioned signal characteristics in the processing
of the signals received at the different antenna elements in such a way that as much
power of the desired signals as possible is received while minimizing the received power of
the undesired signals [God97a, MM80, L1.96, Fuh97, Pap00]. Such a selective reception
reduces interference and consequently allows frequencies to be reused more often in other
cells. It also mitigates the effect of multipath fading, if selective reception is performed
for each propagation path of each users signal [God97a, Gia99]. Signals from MSs which
are more highly attenuated due to increased distances of the MSs to the BS are received
with sufficient power, since as much power of the desired users as possible is received
while the power of the undesired signals is minimized. Therefore, the BS coverage is
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increased and the number of cells and BSs sites required for the same coverage as a
conventional system is reduced, which results in reduced costs of BS installation, operation
and maintenance [God97a]. Instead of extending coverage, taking antenna arrays into
account at the BS, it is also possible to reduce the transmission power of one MS by a
certain amount without loss of data detection performance, even if the interference power
originating from MSs other than the one under consideration is constant. Since, in general,
this is true for each MS in the whole system, the transmission power of each MS can be
reduced, resulting in system-wide interference reduction. This system-wide interference
reduction eventually even results in a data detection performance improvement of the
signals from all MSs in the whole system even though the transmission power of all MSs
has been reduced.

The level of system performance improvement and increase of capacity depends on the
multiple access scheme, equalization algorithms and channel estimation schemes of the
target mobile radio system. Furthermore, it depends on the propagation conditions, i.e.
spatial separation and location of the user signals and the interfering signals, the signal
and interference power, their correlation properties and the scattering environment. It
depends on the antenna configuration (whether the antenna array is one-dimensional or
two-dimensional) and on the number K, of antenna elements used in the array.

If array processing is applied in mobile radio communications, the following two dif-
ferent fundamental receiver structures incorporating antenna arrays have to be distin-
guished [Pap00]:

e The spatial and temporal signal processing is performed in two consecutive steps,
see Fig. 1.3a [Tan94, KTBT99, FN94a, Far97, Fuh97, Pen99]. The signals received
in the uplink at the different elements of the antenna array are processed only in
the spatial domain. By utilizing proper element-specific weight factors at the dif-
ferent receive branches a kind of optimum combination of the received signals can
be achieved in the uplink [MMS80]. Mostly, the specific performance criterion con-
sidered for weighting and combining the signals received at the different antenna
elements is to maximize the signal-to-noise ratio (SNR) or signal-to-interference ra-
tio (SIR) [MMS80]. The combined output signal can be feed into a conventional
detector for temporal signal processing which is originally designed for a single
antenna receiver. From this example it becomes obvious that one advantage of sep-
arate spatial and temporal signal processing is the fact that the spatial processing
can be incorporated into an existing system without modifying the multiple access
scheme, the modulation scheme and the subscriber handsets. This fact is an im-
portant issue relating to incorporation of adaptive antennas into the existing 2G
radio systems [God97a, God97b, FN94a, Pap00, Pen99]. Temporal signal process-
ing follows on independently from spatial signal processing. In multiuser systems
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for example this type of optimum combination of the signals in the spatial domain
is undertaken for each user signal in order to separate the different users signals,
which is the principle of the multiple access scheme Space Division Multiple Access
(SDMA) [Tan94, FN97a, FN94a, Far97, Pen99, GR94|. Since these concepts treat
spatial and temporal signal processing separately in two steps, they will always be
less than optimum solutions.

e Spatial and temporal signal processing is performed jointly, as shown in Fig. 1.3b
[Bla98, Pap00, WP99c, AMF99, Koh98, Bru00, BHSN00, FoG98, Tel95, NSC00].
In the uplink, all received signals at the antenna array are jointly processed in
the spatial and temporal domain in a process called space-time signal processing
[Pap00]. From a more general point of view there is no need to separate spatial
and temporal signal processing. The array antenna is a part of the receiver. From
the estimation principle point of view the fact that different signals are received
at different antenna elements on the basis of the same unknown transmitted data
symbols leads to the fact that the number of known parameters and therefore the
a priori information concerning the received signal in the data estimation process
increases by increasing the number K, of antenna elements, whereas the number of
unknown data symbols which is to be finally estimated remains the same. Therefore,
the potential for improving the data estimation process increases by increasing the
number K, of antenna elements. Furthermore, the data estimation process can
be improved by exploiting the option of joint optimization of the multi-antenna
receiver in the space and time domains. The disadvantage of joint space-time signal
processing is that it requires completely new base stations and receiver structures
and it cannot be incorporated into existing uplink receivers.

1 base station 1 base station
2 ) 2
spatial temporal spatial and temporal
signal signal . signal
: i rocessin . .
K, processing p g K, processing
a) b)

Fig. 1.3. Fundamental receiver structures
a) Separate spatial and temporal signal processing
b) Space-time signal processing

The source of energy responsible for illuminating the array may assume a variety of



6 Chapter 1: Introduction

different forms. As seen from the location of the array, the radiation may be from diffused
media and therefore distributed in nature, or it may be from isolated sources of finite
angular extent. To exploit the full potential of antenna arrays, signal processing must be
adapted according to the time varying propagation characteristics, which leads to adaptive
array processing. Different algorithms can be applied to perform the adaptation of the
signal processing according to a specified performance criterion. According to [Fuh97]
two classes of algorithms for adaptive array processing basically exist:

e Temporal reference (TR) algorithms [Win93], which can be subdivided into algo-
rithms that rely on knowledge of the time structure of the desired received signals,
which can be obtained by using training sequences, and on blind algorithms that
rely on the envelope properties of the signal to be received to realize the optimum
performance according to the specified criterion. TR algorithms can be applied to
single antenna receivers as well as to multi-antenna receivers with arbitrary distances
between the antenna elements. The advantages of TR algorithms are [Fuh97]:

— TR algorithms are independent of the antenna configuration,
— they are independent of the propagation properties and

— in systems using Time Division Duplex (TDD) information obtained in the
uplink by using training sequences can be exploited in the downlink, e.g. for
predistortion of the signals or Joint Transmission (JT) [BMW00].

Their disadvantages are:

— Synchronization is required in order to find the position of the training se-
quence, except for the blind TR algorithms.

— Since no DOAs are determined, this information cannot be exploited for down-
link transmission.

e Spatial reference (SR) algorithms, which are based on algorithms for the estima-
tion of the directions of arrival (DOAs) of wavefronts. Typical state of the art
DOA estimation algorithms are MUSIC (Multiple Signal Classification) [Sch86],
ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques)
[RK89, HN95] or SAGE (Space-Altering Generalized Expectation-Maximization)
[FDHT96, THT98], which will be specified in Section 1.1.3. SR algorithms make
use of the fact that the propagation delay between two neighboring antenna ele-
ments corresponds to a phase shift depending on the antenna distances and the
DOA. If the array configuration is known, the DOAs can be determined. Based on
the knowledge of the DOAs the received signals at the different antenna elements
can be adaptively weighted and combined such a way that the array pattern is
permanently optimized according to the specified performance criterion or that the
prescribed objective function is satisfied. A presupposition for a useful application
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of SR algorithms are narrowband signals. The farfield conditions should be fulfilled
and antenna arrays with an antenna element spacing in the range of half of the
carrier wavelength is recommended. The advantages of SR algorithms are:

— No training sequence is required. The separation of different signals corre-
sponding to different users for example can be undertaken by short identifiers
or by correlation of the different received signals [Fuh97].

— estimated DOASs can be considered for downlink transmission in order to focus
as much power into the direction of the desired user as possible and no power
into the direction of the undesired users which reduces the mean interference
level in co-channel cells.

— different paths of each user signal can be resolved which leads to a reduced
time dispersion.

The disadvantages of SR algorithms are:

— SR algorithms can only be applied for separate spatial and temporal signal
processing.

— SR algorithms are limited to narrowband signals and to special antenna con-
figurations.

— For usual mobile communication applications the number of incident signals
exceeds the number of signals resolvable by the SR algorithm.

— The array configuration (array manifold) has to be known in detail. Due to
seasonal variations in temperature or other environmental influences, the array
has to be permanently carefully calibrated [Pen99, Fuh97].

— Mutual coupling of the antenna elements, which mean that the signal received
by one antenna element does not only depend on the incident signals but on
the signals on each of the other antenna elements [Pen99].

1.1.2 Consideration of signal correlation properties in the up-
link

In Section 1.1.1 it has already been mentioned that the goal of array processing is to
extract information concerning the characteristics of the signals of interest and the in-
terfering signals in order to exploit this a priori information in an optimum manner. It
is therefore necessary to know which a priori information is needed for optimum array
processing and under what circumstances optimum array processing can be performed.

Optimum array processing techniques may be broadly classified as [MM80]:
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e processing appropriate for ideal propagation conditions and

e processing appropriate for perturbed propagation conditions.

Ideal propagation conditions refer to the situation that exist when propagation takes
place in an ideal non-random, non-dispersive medium where the desired signal is a plane
wave and the receiving sensors are distortionless. In this case the optimum processor is
said to be matched to a plane wave signal [MM80]. As has already been mentioned in
Section 1.1.1, due to the DOA and the antenna spacing the received signals at the different
antenna elements are certainly phase shifted with respect to each other. For operation
under the above ideal conditions, the weighting of the input signals with respect to the
phase shifts of the different signals received at the elements of the array succeeds in
accomplishing the desired signal matching. Such ideal propagation conditions are never
fulfilled in a mobile radio system. When perturbations in either the propagating medium
or the receiving mechanism occur, the plane wave front signal assumption no longer holds,
and the above-mentioned weighting of the input data will not produce the desired signal
matching. Only under certain propagation conditions can DOA-based weighting perform
in a satisfactory manner, although it is less than optimum. If the BS is located very high
without having any scatterers in the near surroundings as, e.g. in large cells, the angular
spreads of the different paths originating from one source might be quite small at the
BS in the uplink. Taking the mean direction of incidence of the desired signals, great
performance improvements can be achieved.

In contrast to the DOA-based weighting, if the desire is to match the array processor to a
signal of arbitrary characteristics such as non-coherent wave front signals, signal matching
can only be performed in a statistical manner [Cox72, Win84|]. The considerable a priori
information concerning the signal characteristics is the correlation properties of the signals
received at the different antenna elements. If interfering signals are present as well, their
correlation properties also have to be taken into account for optimum signal processing
IMMS80]. It is well known that when all elements in an array are uniformly weighted,
i.e. the weight factors have the same absolute value, then the maximum SNR is obtained
if the noise contributions from the various element channels have equal power and are
spatially uncorrelated [App76]. When there is any directional interference, however, the
noise from the various element channels will be spatially correlated. Consequently for
linear spatial signal processing only the problem of selecting an optimum set of weights
may be regarded as a problem of attempting to cancel out the correlated noise components
[MMS80]. Therefore, signal environment descriptions in terms of correlation matrices for
both the desired and the undesired signals play a fundamental role in determining the
optimum solution for the complex weights in the linear spatial signal processing unit.

Again, considering the sub-optimum DOA-based approach for spatial signal processing
in the presence of interference with a small angular spread, broad nulls of the radiation
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pattern could be steered into the mean direction of incidence of the interfering signals.
Since the number of steerable nulls in a radiation pattern is less than the number K, of
antenna elements, and since the number K; of interfering signals can be expected to exceed
the number K, of antenna elements, only the strongest interferers can be suppressed with
this technique.

Not only in spatial signal processing can the signal covariance matrices be considered, but
also in joint space-time signal processing. As a consequence, because of signal processing
in the spatial and temporal domains, not only the spatial covariance matrices but also the
temporal covariance matrices can be utilized in space-time signal processing. Applying
linear joint space-time signal processing for example, it may be regarded as basically an
optimum filtering problem in the spatial and temporal domains to extract the desired
signal. The best filter is the Wiener filter which minimizes the mean square error of the
filter output with respect to the desired signal [Wha71]. The Wiener filter considers both
the covariance matrices of the desired and the undesired signals.

Although signal covariance matrices are required for optimum linear array processing,
there are two general problems in considering signal statistics in terms of correlation
properties in signal processing of a mobile radio system:

e The correlation properties must be known at the receiver or at least the receiver
structure must allow information about the correlation properties to be obtained.

e Due to the time variance of the propagation environment it is not possible to estab-
lish a covariance matrix based on the received signal, since establishing covariance
matrices requires expected values to be determined. If spatial and temporal propa-
gation conditions change very quickly as a result of fast movement of the MS, only
estimates of the covariance matrices based on the signals received in short time
periods can be determined.

1.1.3 Array processing concepts and state of the art

Previous Sections 1.1.1 and 1.1.2 have presented the general aspects concerning array
processing in just the spatial domain or jointly in the spatial and temporal domains,
a classification of adaptation algorithms and general aspects concerning optimum array
processing taking account of signal correlation properties. In order to give an overview of
the state of the art techniques involved in adaptive array processing, five different array
processing concepts which have been originated and developed on the basis of different
motivations such as performance measurements or application aspects will be presented
below. These five different concepts are:
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beamforming,

switched beams,

space diversity,

space-time coding and

joint space-time detection.

This overview of different array processing concepts should help to classify the main topic
of this thesis, which is joint space-time detection taking into account interference covari-
ance matrices, in the field of array processing and to differentiate the concepts investigated
in this thesis from other possible array processing concepts. Since this section only gives
brief descriptions of the concepts presented, the reader is referred to the publications given
in Table 1.1 and 1.2 for more detailed information concerning the above-mentioned array
processing concepts and related topics. In many publications and research projects it has
been demonstrated by computer simulation results or even by real time implementations
that adaptive arrays help in a wide variety of ways to improve the performance of a com-
munications system. Of course only some publications relevant to only a part of all the
issues concerning the presented concepts are given in the Tables 1.1 and 1.2. Since, due
to the high research interest, there is a tremendously large amount of published material
concerning adaptive arrays, the quoted publications can only be seen as a small sample
of all research activities.

According to the classification of array processing types in pure spatial signal processing
and joint space-time signal processing and according to the applicable reference algorithm
for adaptation given in Section 1.1.1, Fig. 1.4 shows how the five array processing concepts
listed above can be classified in the field of array processing.

The beamforming approaches are the original adaptive array processing concepts. Ac-
cording to Fig. 1.4 beamforming concepts are considered for pure spatial signal processing
and they are the only array processing concepts that rely on both TR and SR algorithms.
The first approach to carrying out spatial signal processing of data sampled at an ar-
ray of sensors was spatial filtering or beamforming, i.e. weighting and combining the
signals at the different antenna elements which leads to a specific beam pattern and fi-
nally allows the beneficial selective reception of the desired signals and the suppression
of the undesired signals. Among the early beamformers, there is the Bartlett beam-
former, which is often called the conventional beamformer in literature, and which is an
extension of classical Fourier-based spectral analysis [Bar48] for sensor array data. For
an array of arbitrary geometry, this algorithm maximizes the power of the beamforming
output for a given input signal for which direction of incidence is known. The Bartlett
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array processing
in the uplink

Type —
P pure joint
spatial signal space-time signal
processing processing
References

of adaptation

Concepts

joint

beam- switched space space-time

space-time
detection

forming beams diversity coding

Fig. 1.4. Overview of different concepts for array processing in the uplink

beamformer was originally designed for analog signal processing. Since it does not con-
sider any information relating to noise, the Capons beamformer attempts to minimize
the power contributed by noise and any signals coming from directions other than the
direction of incidence of the signal of interest while maintaining a fixed gain in the di-
rection of incidence of the desired signal [Cap69]. In the early 1960s, when digital signal
processing originates, the key capability of adaptive interference nulling was recognized
and developed by Howells [How65]. Subsequently Applebaum established the control
law associated with the Howells adaptive nulling scheme by analyzing an algorithm that
maximized a generalized SNR [App66, App76, MM80]. Concurrently, the capability of
self-training or self-optimizing control was applied to adaptive arrays by Widrow and
others [WMGG67]. The self-optimizing control work established the least mean square
error (LMS) algorithm that was based on the method of steepest descent. The Apple-
baum and Widrow algorithms are very similar, and both converge towards the optimum
Wiener solution [MM80]. At the same time Adams [Ada66] developed an adaptive array
processor based on maximizing the SNR at its output. A summary of these early research
activities can be found in [SIT64, SIT76]. Other special beamformers, such as the null-
steering beamformer, broadband beamformer or the optimum beamformer can be found
in [And69, AnR69, MSC81, VoC92, MM80, Win84].

In general, for finding and adjusting the beamforming weights, TR and SR algorithms
can be applied to adaptations, see Fig. 1.4. Adaptation is undertaken according to a
specific performance criterion. The most popular performance measurements for finding
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Table 1.1. Contributions on adaptive array processing (Part 1)

concept

reference

remarks

beamforming

[Ada66],[WMGG67]

[How65], [App66],
[App76], [WMGG67],
[SIT64], [SIT76]
[God97a], [God9Tb],
[PaP97]

[BBAOS]

introduction to adaptive antennas:

array configurations for broadband
and narrowband signals

early research activities

on adaptive antennas

overview of adaptive array concepts
and algorithms
overview of adaptive antenna technology

[Bar48],[Cap69]
[And69] , [AnR69]
[MMS0], [Win84]
[MSC81] , [VoC92]

special beamformer:

Bartlet beamformer, Capon’s beamformer
Null-steering beamformer

Optimum beamformer

Broadband beamforming

[Hay91],[Hsu82],
[MMS0],[Fuh97],
[ShG94],[VTPI7]

TR algorithms:

relying on training signals

blind TR algorithms

[Sch79],[Sch86],
[Cap69],[Bur67],
[RK8&9],[PK89],
[Haa97a]
[DLR77],[FDHTY6]

SR algorithms:

SE algorithms, e.g. MUSIC, ML, ME

PSBE algorithms, e.g. ESPRIT,
Unitary ESPRIT
DPE algorithms, e.g. EM, SAGE

[Tan94],[FN94al,
[FN97a],[Far97],
[Pen99], [GR94]
[Har97], [GT95],
[EN96b],[FN96a],
[EN97h], [FKBY7]

SDMA: advantages and capacity considerations
for TDMA systems:

advantages

capacity considerations

GTM99], [SNXP93),

CDMA systems:

DS/CDMA / W-CDMA

[
[
[Pap00]
[
[

- TD-CDMA
DMS80],[Pen99] Calibration
KTBT99] Real time implementations
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Table 1.2. Contributions on adaptive array processing (Part 2)

concept reference remarks
switched | [God97al, [PaP97] | General description
beams [BaS97], [LoP00] Application examples
[Lop96] Investigations concerning capacity
space [Bre59],[SBS66] Principles, classification
diversity | [SJ67],[Lee82] Combination methods MRC, EGC, SC for
non-frequency selective channels
[BaS91], [BaS92] Combination and equalization for
frequency selective channels
[Bla9g| Diversity concepts for CDMA systems with
multiuser detection
space-time | [FoG98] ,[Tel95], Capacity considerations of multi-antenna
coding [RaC98] systems
[INSCO00], [NTW], | Overview of space-time coding
[TNSC99], [TSCOg]
Special space-time encoder:
[DALO0], - Spatial and delay diversity
[BaA00], - Space-time block codes,
[INSC00], - trellis coded modulation
[BHS00], [Bau99]
[Fos96] - Layered space-time architecture
joint [PCVMOT], - Matched Desired IR Receiver
space-time | [LP96] - Maximum-Likelihood (ML) multiuser
detection detector with linear arrays
TDD mode of UTRA:
[Bla9g], [Pap00] - Space-time multiuser detection
[WP99c|,[AMF99] |- Considerations of intercell MAI
covariance matrices
FDD mode of UTRA:
[Koh98], [Bru00] - Joint space-time rake
[BHSNOO] - space-time eigenrake
[HBDOO] - eigen beamforming
[DJFHO7] _ SAGE

the optimum weights are the mean square error (MSE) criterion, the SNR criterion, the

maximum likelihood (ML) criterion and the minimum noise variance (MV) criterion which

are presented and summarized in [MM80]. One of the most important TR algorithms

relying on training sequences is the DMI (Direct Matrix Inversion) algorithm, which

is the generalization of the Wiener filter in the spatial and temporal domain [Hay91].

Other representative algorithms of this class are the LS (Least Squares) [Hay91], the
RLS (Recursive Least Squares) [Hay91], and the SQRLS (Square-Root RLS) [Hsu82]
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algorithms, which exhibit comparable performance in both settling time and output SNR
performance [Fuh97]. The blind TR algorithms make use of the structure of the system
matrix or the signal modulation structure, e.g. the constant modulus algorithm (CMA)
[ShG94] makes use of the constant envelope property of the desired signals [Fuh97]. The
classification of the most important blind TR algorithms is given in [VTP97].

The SR algorithms are based on DOA estimation. An extension of the following summary
concerning DOA estimation algorithms can be found in [Pap00]. DOA estimation algo-
rithms were originally developed for radar and sonar applications [Sch79, KT82, KT83,
EJS81]. The possibility of using DOA estimation algorithms in mobile communications
has been shown in [GR94, FHNP95, KS95, Pap00]. According to [KV96, FTH99, Pap00]
the DOA estimation algorithms for mobile radio communications can be grouped into
spectral estimation (SE) algorithms, parametric subspace-based estimation (PSBE) algo-
rithms, and expectation-maximization (EM) algorithms. The SE algorithms, e.g., MU-
SIC [Sch79, Sch86], ML methods [Cap69, ZW88, SS90, WWR94|, and the maximum
entropy (ME) method of Burg [Bur67, Tho80], have been originally developed for fre-
quency estimation. Examples of the PSBE algorithms are, e.g., ESPRIT [RK89] and
Unitary ESPRIT, which offers increased estimation accuracy by inherently incorporating
FBA (Forward-Backward Averaging), which practically doubles the number of available
samples, and high-resolution capability by spatial smoothing techniques [Haa97a, PK89].
Representations of the DPE algorithms are, e.g. the expectation—maximization (EM)
algorithm, which reduces the computational cost of joint ML by implementing as many
separate maximization procedures, as the number of plane waves impinging at the antenna
array [DLR77, FW88]. A second example of the DPE algorithms is the SAGE (Space—
Altering Generalized Expectation-maximization) algorithm, which replaces the high—
dimensional optimization procedure for computing the joint ML parameter estimation by
several separate maximization processes performed sequentially [FDHT96, PFM94]|. The
SAGE algorithm has been successfully applied for joint parameter estimation and channel
sounding in real-world mobile radio applications, see, e.g., [THT98, FTH99]. Among the
disadvantages of SR algorithms which have already been presented in Section 1.1.1, the
problem of the required array calibration has been mentioned. Investigations concerning
this calibration problem can be found in [Pen99, DM80).

Recent publications show the applicability of beamforming to Time Division Multiple
Access (TDMA) and Code Division Multiple Access (CDMA) mobile radio systems. A
three—step strategy towards the introduction of adaptive antennas in TDMA systems is
proposed in [Tan94]. The three steps are: Spatial filtering at the uplink only (SFU), spa-
tial filtering for interference reduction (SFIR), and SDMA. The multiple access method
SDMA and its advantages are also presented in detail in [FN94a, FN97a, Far97, Pen99]
and [GR94]. Special topics in SDMA like dynamic channel allocation schemes, the spatial
separation potential of adaptive antennas, and methods for maximizing the capacity in
SDMA are presented in [Har97, GT95, FN96b, FN96a, FN97b]. It is noted that in [Tan94]
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a significant capacity increase is claimed for TDMA systems applying the SDMA principle
compared to single antenna systems. This increase is in the order of /K, K, where K, is
the number of antenna elements used at the BS and K is the number of simultaneously
active users within the same frequency band and time slot [Pap00]. Further, an overview
of adaptive antenna technology is given in [BBA95]. Besides TDMA systems, examples
of the applicability of beamforming concepts as well as the performance improvements
in CDMA systems that they can achieve are shown in [GTM99, SNXP93, LRK99], if
W-CDMA (Wideband CDMA) and DS/CDMA (Direct Sequence CDMA) is considered,
and in [Pap00], if TD-CDMA (Time Division CDMA) is considered. Finally, the state of
the art in beamforming techniques is not limited to theoretical work. Real time imple-
mentations already exist [KTBT99, KTT99).

The second array processing concept shown in Fig. 1.4 and in Table 1.2 is based on
switched beams. A switched beam antenna has its narrow beams pre-defined, i.e. the
beamforming does not form the basis of any adaptive process. The pre-defined beams are
scanned in order to find and finally to select the beam that has the best SNR [PaP97,
God97a]. This can be seen as a multi-sectorized site where resource management is
undertaken at site level, while it is undertaken at sector level in the case of the usual
multi-sectorized antenna [BaS97]. The performance of switched beam systems depends
on a number of factors, including angular spread of the radio channel due to multipath
propagation, relative angle of arrival of signals and interference, and the array topology.
Performance gains in switched beam systems come from array gain, diversity gain, and
reduced interference [PaP97]. The system losses arise from mismatch loss, beam-selection
loss, and path diversity loss [PaP97]. In literature switched beam systems are not always
seen as systems which perform adaptive processing, since no beam pattern is adaptively
adjusted [PaP97]. Anyway, the adaptivity of this system lies in the switching which is
performed on the basis of signal and interference power measurements. Therefore, the
adaptation algorithm can be interpreted as a TR algorithm. Application examples and
performance studies can be found in [BaS97, LoP00]. In [Lop96] it is claimed that a
doubling of capacity is possible by using a 12-beam switched beam antenna system.

The third proposed array processing concept in the uplink is diversity reception. Di-
versity techniques can combat the fluctuations of the mobile radio channel by using a
sophisticated combination of the independently fading channels which leads to a result-
ing transmission channel with increased mean SNR and a reduced standard deviation of
the channel fading compared to each of the single transmission channels [Bre59, Bla98].
Therefore, diversity techniques belong to the array processing concepts. A classifica-
tion of different diversity techniques can be found in [Bre59, SBS66, SJ67, Bla98], where
the diversity techniques are subdivided in time, frequency, interferer and space diversity,
where only the space diversity concepts belong to the array processing concepts. If the
distance between adjacent antenna elements is larger than several wavelengths, the same
shadowing effects cannot be expected to impair the received signals at the different an-
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tenna elements. Their might be major differences between the mean power of the received
signals at the different antenna elements. By combining of these signals the slow fading
can be mitigated. If the distance between the adjacent antenna elements is reduced, the
received signals at the elements of the array might be affected by the same shadowing
effects but the superposition of the different propagation paths is different, if the antenna
elements are not located at exactly the same place. Fast fading can be mitigated by
the combination of the signals received at the different antenna elements. The combining
methods, which can be seen as the TR algorithms for adaptation are [Bre59, SBS66, SJ67]

e equal gain combining that adjusts the phases of the desired signals and combines
them in-phase after equal weighting,

e maximum ratio combining, where the signals are weighted in proportion to the SNR
and combined in-phase and

e selection combining, where the signal from one of the antennas is selected based
upon the power of the desired signal, the total power, or the signal-to-interference
ratio available at each antenna.

Since [Bre59, SBS66, SJ67] shows the combination methods for non-frequency selective
channels, [BaS91, BaS92, Bla98] presents diversity combination and equalization for fre-
quency selective channels. A summary of further references on diversity concepts can be
found in [Bla98].

Fig. 1.4 shows that only TR algorithms can be applied to adaptation if joint space-time
signal processing is performed. Knowledge of the temporal structure of the signals received
at each antenna element, e.g. by applying training sequences, allows the weighting and
combining to be performed in an optimum manner. Two different concepts are relevant in
the field of space-time signal processing, namely space-time coding and joint space-time
detection. Space-time coding can be seen as a combination of channel coding and diversity
concepts [NSCO00]. Space-time coding [NTW, BaA00] is a coding technique that is de-
signed for use with multiple transmit antennas. It requires a MIMO channel structure, i.e.
multiple antennas are utilized at the transmitter and at the receiver. In the case of space-
time coding the information symbols feed to the individual transmit antenna elements are
different, e.g. several symbols are dealt with at the same time, combined or delayed. The
combination could be a baseband coding, where the information is spread over the anten-
nas leading to essentially a number of quasi-independent channels [Bac99]. At the uplink
receiver common equalization and channel decoding is performed. On the basis of channel
estimations of the individual channel impulse responses (IRs) of each radio link between
each transmit and each receive antenna in the uplink, the received information can be
recovered by an optimum receiver. If the independence of the channels is also achieved for
the interference due to transmit diversity, no correlations of the interference have to be
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considered at the receiver for optimum reception. Recently, several authors have pointed
out the substantial capacities available in MIMO radio channels [FoG98, Tel95, RaC98].
Two main approaches have been proposed in order to achieve these capacities: the Lay-
ered Space-Time Architecture (BLAST) from Lucent Bell Labs [Fos96], and space-time
codes from Tarokh and others at AT&T Laboratories [TSC98]. The simplest way to per-
form transmit diversity is spatial delay diversity, where the information is transmitted at
the different antenna elements with different delays [DALO00]. Investigations relating to
more sophisticated space-time coding, such as space-time block codes, space-time trellis
codes, turbo trellis coded modulation or the concatenation of space-time block codes and
turbo trellis coded modulation can be found in [NSC00, BHS00, Bau99]. Comprehensive
information on the theoretical treatment of many of the transmit diversity schemes that
have been studied before is presented by Narula et al. in [NTW]. Since multiple antennas
are needed at the transmitter, space-time coding is not considered in this thesis.

The fifth array processing concept presented in this section is the joint space-time detec-
tion. Joint space-time detectors are data detectors which are extended for multi-antenna
reception and exploit spatial and temporal signal properties jointly for the data detection
process. In general joint space-time detectors make use of the knowledge of the channel
parameters of all channel IRs of each user at each antenna element of the array and they
can be applied to both multiuser and single user detection. Compared to space-time cod-
ing channel coding can be seen as an additional feature. If channel coding is considered in
the transmitter, the uplink receiver performs space-time detection and channel coding in
two steps. In contrast to space-time coding schemes, space-time detection in the uplink
does not require multi-transmit antennas at the mobile terminal. It can be applied for
both SIMO and MIMO channel structures. One of the first concepts in combining adap-
tive arrays with multiuser detectors for joint space-time detection is presented in [LP96],
where the DOA information is incorporated in an ML multiuser detection process. The
results presented are obtained under the assumption of non—frequency selective channels.
In frequency selective channels the full potential of space-time detectors can be exploited,
provided the channel IRs of each user at each antenna elements are known, which opens
up the possibility of optimum spatial and temporal detection. In [PCVM97]| a matched
desired IR receiver (MDIR) is presented and in [Bla98] and [Pap00] linear joint space-time
multiuser detection for the TD-CDMA uplink is performed by applying the zero-forcing
(ZF) algorithm incorporating the jointly estimated channel IRs at each antenna element
by a Steiner estimator [Ste95]. Although in [Bla98] the focus is on diversity techniques,
the receiver structure under consideration can be represented as a joint space-time de-
tector, since the channel IRs of each user and at each antenna element are considered
for a joint temporal and spatial detection. The quality of the channel estimation is the
performance limiting factor, because, if the channel IR is perfectly known at the receiver,
the best linear unbiased data estimation can be performed with the ZF algorithm. There-
fore, in [Pap00] the channel estimation is improved by incorporating a priori knowledge
concerning the DOAs. In [DJFH97] a less than optimum ML approach is implemented by
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a combination of a non-linear multistage multiuser detector and the SAGE algorithm for
channel parameter estimation for DS/CDMA systems. The sequential maximization of
the likelihood function with respect to the transmitted symbols of all users and the chan-
nel parameters leads to a joint demodulation scheme which comprises the cancellation
of ISI (inter symbol interference) and intracell MAI (multiple access interference) while
simultaneously exploiting the available signal energy transmitted over frequency selective
channels in a nearly optimum fashion.

The above-mentioned joint space-time detectors are designed for uncorrelated intercell
MAI. However, if there is any directional intercell MAI, which particularly occurs if sin-
gle transmit antennas are utilized, the received intercell MAI at the different antenna
elements of the antenna array is correlated. According to Section 1.1.2, the correlation
properties have to be taken into account for optimum detection. Although interference
covariance matrices have been considered in a lot of investigations concerning beamform-
ing, especially in the downlink [Ut99, Cz00, SB97a, SB97h|, so far only slight attention
has been paid to the consideration of signal and interference covariance matrices in space-
time detection schemes. In [BHSNOO, Bru00] a space-time eigenrake approach for single
user detection in W-CDMA is proposed taking the covariance matrices of the desired
signals and the intracell plus intercell MAI into account. In [AMF99] the intercell MAI
covariance matrix is considered in a multiuser detection process applying a MMSE-BLE
(minimum mean square error block linear equalizer) for TD-CDMA.

1.2 Time Division CDMA (TD-CDMA)

The customer base for 2G mobile radio systems is increasing much more quickly than
expected, with around 400 million mobile subscribers worldwide in the year 2000 and
nearly 1800 million in 2010 [Moh00]. Market expectations show an increasing demand
for a wide range of services from voice at the low end through to high data rate services
such as mobile multimedia. The explosive growth of internet usage is one of the major
technical trends for future communications. Fixed internet penetration is growing in
parallel to mobile radio access penetration. These developments are the major driver for
3G systems and result in a large potential market for mobile multimedia [Moh00].

In Europe work towards the 3G standard UMTS (Universal Mobile Telecommunications
System) is led by ETSI (European Telecommunications Standards Institute) and a deci-
sion has already been reached concerning the standard of the multiple access air inter-
face [NTD"98], which is one of the most important issues when developing a mobile radio
system [Bai96c, Baig6b]. This air interface standard is termed UTRA (UMTS Terrestrial
Radio Access) and defines different modes for the duplexing scheme TDD (Time Division
Duplex) to be applied in the unpaired UMTS bands, and for the duplexing scheme FDD
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(Frequency Division Duplex) to be applied in the paired UMTS bands [NTD198]. In the
TDD band the multiple access scheme TD-CDMA and in the FDD band the multiple
access scheme W-CDMA will be applied.

The European UTRA concept has been recommended the ITU for the standardization of
the worldwide 3G mobile air interface IMT-2000 [ETSI98]. The standardization activities
are substantially supported by the third generation partnership project (3GPP) [3GPP].
3GPP consists of members of standardization bodies in Europe (ETSI), US (T1), Japan
(ARIB — Association of Radio Industry and Business), Korea (TTA — Telecommunica-
tions Technologies Association), and China (CWTS — China Wireless Telecommunication
Standard). 3GPP merged the already well harmonized proposals by the regional stan-
dardization bodies including the European UTRA concept for a 3G standard which is still
called UTRA and which is based on the evolved GSM core network. A second project,
3GPP2 [3GPP2], on the other hand, is working towards a 3G mobile radio standard, which
is based on an IS95 evolution and was originally called cdma2000. Major international
operators in the Operator Harmonization Group (OHG) have proposed a harmonized
Global Third Generation (G3G) concept, which has been accepted by 3GPP and 3GPP2
[OHG99]. Finally, in November 1999 the ITU approved a comprehensive set of terrestrial
radio interface specifications for IMT-2000. The G3G concept belongs to this set and,
consequently, the UTRA specified by 3GPP with its TDD mode TD-CDMA is now part
of the IMT—2000 family of terrestrial radio interfaces, see Fig. 1.5 [ITU00]. In Fig. 1.5
the five different members of this family are presented [ITUO0O]:

1. IMT-2000 CDMA Direct Spread (IMT-DS), based on UTRA FDD mode as speci-
fied by 3GPP,

2. IMT-2000 CDMA Multi-Carrier (IMT-MC), based on c¢dma2000 using FDD as
specified by 3GPP2.

3. IMT-2000 TDMA Single-Carrier (IMT-SC), which is the IS-136 evolution UWC-
136 (Universal Wireless Communications—136) [ITU00].

4. IMT-2000 CDMA TDD (IMT-TC), based on UTRA TDD mode as specified by
3GPP.

5. IMT-2000 FDMA/TDMA (IMT-FT), based on the DECT (Digital European Cord-
less Telephone) standard [ITU00].

In the TD-CDMA mobile radio air interface, which is considered in this thesis, the com-
bination of the multiple access methods FDMA (Frequency Division Multiple Access)
and TDMA (Time Division Multiple Access) known from GSM [MP92, PGH95] is sup-
plemented by a CDMA component [Bai94, BK95, KBJ95, KB93, BKNS94b|. The TD-
CDMA air interface concept has been verified by extensive computer simulations [BBNS94,
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IMT-2000 terrestrial radio interfaces

IMT-DS IMT-MC IMT-SC IMT-TC IMT-FT
CDMA CDMA TDMA
Direct Spread Multi-Carrier Single-Carrier CDMA TDD FDMA/TDMA
| | | | |
W-CDMA cdma2000 UWC-136 TD-CDMA DECT

Fig. 1.5. IMT-2000 terrestrial radio interfaces [ITUO0O]

BKNS94b, BJN94, SB96, Kle96] and by field tests performed with a TD-CDMA hardware
demonstrator [MSW97b, BEM*98a, BEM*98b].

Since TD-CDMA is a time—slotted CDMA mobile radio air interface, in the same fre-
quency band and time slot, the latter also termed burst, K mobile users are active,
each using a user-specific spreading code, which allows signal separation at the receiver
[NaB95, Kle96]. The well-known frame structure of this TD-CDMA concept is illustrated
in Fig. 1.6, where B, T}, Ng, and T}, denote the bandwidth of a frequency band, the
duration of a TDMA frame, the number of bursts per TDMA frame, and the burst dura-
tion, respectively. As shown in Figs. 1.6 and 1.7, signal transmission in TD-CDMA takes
place in bursts. Each burst of user k, k = 1... K, consists of

e two data sections (blocks),

e a user-specific midamble inserted between these data sections, which allows channel
estimation at the receivers [SK93, Ste95], and

e a guard interval to prevent subsequently transmitted bursts from overlapping at the
receiver [BKNS94b].

Each data block of a TDMA burst contains /N symbols for each user k, k =1... K, and
each symbol is spread by a user-specific CDMA code, which is ) chips long, see Fig. 1.7.
The midamble and the guard interval contain L, and L, chips, respectively, see Fig. 1.7.
The adopted frame and burst structure of TD-CDMA is similar to that used in GSM.
This is due to the fact that TD—-CDMA has been historically developed as an evolution
of GSM by introducing a supplementary CDMA component [BJK96, Bai96a, Bai96c].
Thus, TD-CDMA beneficially facilitates backward compatibility with GSM, which is the
de facto world standard of 2G mobile radio systems [Bai94, BK95, Pap00].
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Since TD-CDMA is an air interface for a cellular mobile radio system, reliability and
transmission quality are determined by the MAI, i.e. TD-CDMA is interference lim-
ited [Cal88, Lee82, Lee89]. The influence of the MAI depends on, among other parame-
ters, the data detection principle. In TD-CDMA the intracell MAI, i.e. the interference
from other users assigned to the same BS, is eliminated by the joint detection (JD) al-
gorithm [KB92b, Kle96] at the receivers. Therefore, in contrast to the situation in other
CDMA mobile radio systems, e.g. W-CDMA, the intercell MAI, i.e. the interference from
users of other cells, plays the most important role on the transmission quality and the re-
liability of the system. Moreover, in TD-CDMA channel estimation is performed jointly
for all users assigned to the same BS and is based on the midamble training sequence
inserted in each transmitted burst, see Figs. 1.6 and 1.7 [SK93, Ste95, Nafio5, Bla9s].
It is noted that joint data detection and joint channel estimation constitute the main
characteristics of TD-CDMA receivers.
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Fig. 1.6. Frame structure

As regards the UMTS requirements, TD-CDMA has some specific advantages. These
advantages come from the TDMA component which is an essential feature of TD-CDMA.
Thanks to this TDMA component, TD—CDMA is the obvious candidate to implement
TDD and to be applied in the unpaired bands of the UMTS spectrum. As another
advantage of the TDMA component, the number K of simultaneously active users is
smaller than in CDMA concepts without TDMA, such as the UTRA mode W-CDMA
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Fig. 1.7. Burst structure

[BaW98, BPW99, PBWS]. Besides the aforementioned interference reduction by joint
detection, this smaller number K particularly facilitates the application of smart antennas
which, for a given number of antenna elements, work more efficiently if the number of user
signals to be handled by the smart antenna system is decreased. The TDMA component
of TD-CDMA further allows reassignment to other time slots of mobile stations which are
in critical interference conditions, a measure by which the requirement for soft handoff
can be avoided [PWBB98, PW98]. Finally, because of its mobile operation in UTRA
mode, TD-CDMA does not transmit continuously, it can, besides receiving signals from
its own base station, listen to the base stations of the surrounding cells and, based on the
signal strengths impinging from those cells, initiate a mobile-assisted handoff [BaW98].

As TD-CDMA is the obvious concept for use in the unpaired UMTS band, i.e. in the
TDD mode, TD-CDMA paves the way for fully enjoying the benefits of TDD, namely
[BaW98, Bin01]:

e Adaptive support of asymmetric data rates. The switching point can be adjusted
within the frame in such a way that the desired optimum portioning of the total
transmission capacity between uplink and downlink is achieved.

e Fast and precise open loop power control. Because the channel IRs are virtually
equal in the TDD up- and downlink due to the reciprocity theorem, not only the
attenuation variations caused by slow fading, but also those caused by fast fading
are equal in both links.

e Channel adaptive predistortion. Thanks to the above-mentioned equality of the
uplink and downlink channel IRs, the transmitted signals can be predistorted at the
transmitters in such a way that they travel over the channels with reduced distortion
and attenuation.
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e Smart base station antennas for uplink and downlink. Direction of arrival estimates
gained in the uplink receiver could be used to steer the antenna elements for down-
link transmission with the view to optimum concentration of the radiated energy to
the addressed mobile stations and to minimize interference to other mobiles.

e No duplex filter. This helps to reduce analog circuitry.

1.3 Goals of this thesis

Although a wide variety of state of the art techniques exist concerning adaptive array
processing, there are still a lot of open questions, especially in the field of space-time
receivers, where the spatial signal and temporal signal processing is performed commonly.
Since in this case spatial and temporal signal processing are inseparable, it is only pos-
sible to investigate the performance of a whole receiver structure incorporating antenna
array configurations. An analysis of performance enhancements by considering adaptive
arrays and considering different system aspects such as different multiple access schemes
and/or data detection and channel estimation algorithms for space-time signal processing
separately is not possible. Therefore, a particular mobile radio concept has to be chosen
as a basis for investigating space-time signal processing. The performance evaluation is
only valid for the whole receiver structure. As has already been mentioned in Section
1.2, the target mobile radio system which forms the basis of the space-time processing
investigations in this thesis is the TD-CDMA system. The combination of TD-CDMA
with an antenna array has already been introduced in [BKNS94b, BJN94] and intensively
studied in [Bla98] and [Pap00]. Performing space-time signal processing incorporating
the estimation and consideration of the spatial and temporal correlation properties of the
intercell MAI signals in data detection and estimation and consideration of the correla-
tions of both the desired signals and the intercell MAI signals in the channel estimation
is beyond the scope of [Blad8] and [Pap00]. Therefore, the design and investigation of a
TD-CDMA receiver structure with the aforementioned capabilities is the main goal of this
thesis. The performance of the introduced receiver structures are evaluated by simulation
results. To measure the system performance the bit error rate (BER) for a given SIR
is determined taking different channel models and different intercell MAI scenarios into
account.

One possible solution to estimate and consider intercell MAI covariance matrices is to
apply iterative receiver structures. Additionally such receiver structures can be combined
with iterative multiuser detection. In [Ost01] an iterative multiuser detection scheme for
a TD-CDMA system called multi-step joint detection (MSJD) is introduced considering
single antenna receivers. A further goal of this thesis is the extention of MSJD by the
use of antenna arrays and by the capability to estimate and consider the intercell MAI
covariance matrix with the goal to evaluate the resulting system performance.
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The list below gives a summary of goals of this thesis:

e To establish simple directional channel models for the signals of interest and for
the undesired and interfering signals, respectively, as the basis for evaluation of the
receiver structures to be proposed.

e Enhanced receiver design for the uplink of a TD-CDMA system with antenna arrays.

e Design and evaluation of different receiver concepts that incorporate the estimation
of intercell MAI covariance matrices and channel IR correlation matrices.

e Investigation of the estimation quality of the intercell MAI covariance matrix.

e Design and investigation of joint space-time receiver structures that allow the in-
tercell MAI covariance matrix to be exploited in order to improve data detection
quality.

e Design and investigation of an iterative multi-user detection scheme that incorpo-
rates the estimation and consideration of the intercell MAI covariance matrix.

e Investigations concerning the signal reconstruction quality in the proposed iterative
receiver structure.

e Investigations of joint space-time channel estimation concepts that incorporate es-
timation and consideration of the correlation matrix of the channel IRs.

e Performance analysis of the proposed concepts by computer simulation results.

1.4 Contents and important results

The following section briefly describes how the goals of this thesis presented in Section
1.3 are achieved. The structure and organization of this thesis is already given by the
Table of Contents.

Chapter 2 defines and describes the different directional mobile radio channel models
considered in the computer simulations of the receiver structures that will be described
in the following sections. The development of directional channel models is not one of the
main goals of this thesis. There are a lot of publications [COS89, COS99, ACTS98] and
research activities relating to channel modelling. Recently worldwide discussions have
particularly focused on directional channel models for the evaluation of systems with
adaptive antennas [BBJ95, BKM96, COS01, FMB98, H6h90, KCW93h, MG96, MLKS98,
SP98b]. Currently, there is no world wide standardized directional channel model although
directional channel models are absolutely required for the evaluation of systems with
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adaptive antennas. This lack of an international standardized directional channel model
means that everyone who investigates adaptive antennas by computer simulations has to
choose one of the existing channel models or has to model the propagation characteristics
himself. The performance of a system applying adaptive antennas will depend mainly on
the chosen or established directional channel model. Therefore, a channel model should
be as realistic as possible. On the other hand a simple channel models makes it easier
to study certain effects and to study how the performance of a system with adaptive
antennas is dependent on the wave propagation characteristics. Therefore, in Chapter 2
different simple directional channel models are introduced. A directional outdoor channel
model is established by assigning channel IRs measured in a real environment to each
active user. All propagation paths, i.e. measured channel taps, of one channel IR that is
assigned to one single user are assumed to have the same DOA, which is called a single
direction channel. Since TD—-CDMA within UTRA is considered to operate in small cells,
two directional indoor channel models are established and considered. In the first one
the delay profile is taken from the ITU indoor/office models [ACTS98, ITU0Oa], where
the channel taps can be assigned to different DOAs. The disadvantage of using the I'TU
channel model delay profile is that all paths of all simultaneously detected users have
the same delay. This does not matter when simulating single user detection but it is too
optimistic when simulating JD. To overcome this problem a simple ray-tracing model for
a given rectangular room is presented. The advantage of the ray—tracing model presented
is that, in the given room, two cells could be assumed which allows the channel IRs of
the intercell MAI signals to be modelled in the same way as the channel IRs of desired
signals.

For the evaluation of receiver structures and algorithms normally only link level simula-
tions are performed, i.e. only one cell is looked at in the simulations without considering
the intercell MAI. Since in a TD-CDMA system the only remaining interference is inter-
cell MAI and since in this thesis spatial and temporal intercell MAI covariance matrices
should be considered at the TD-CDMA receiver, it becomes obvious that intercell MAI
models are required although only link level simulations are performed. Therefore, Chap-
ter 3 presents a general approach for intercell MAI modelling based on the assumption of
directionally continuous and directionally discrete intercell MAI signals. Other intercell
MAI models with respect to the cluster size r as well as intercell MAI models with differ-
ent spatial properties concerning the correlations of intercell MAI signals from different
DOAs are also presented.

Chapter 4 introduces the antenna array configurations considered in this thesis. Four
different arrangements of antenna elements are used to form the antenna arrays, namely
one-dimensional linear arrangements as well as two-dimensional rectangular, cross and
circular arrangements. The numbers K, of antenna elements used for each array con-
figuration are varied. A very simple propagation scenario with only one active user is
considered to determine how the directional gain of an antenna array, with and without
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taking account of the intercell MAI covariance matrix, changes by changing the arrange-
ments of the antenna elements. The assumed channel IRs consist of only one single tap
with a single direction of incidence. The channel tap is known at the receiver. It is shown
that in this case the space-time signal processing is equal to conventional beamforming
with the aim of maximizing the SNR of the received signal. Depending on the array ar-
rangement, the DOA of the users signal and whether or not the intercell MAI covariance
matrix is considered in signal processing, different SNR gains with respect to one single
omnidirectional antenna are investigated.

The time-discrete low pass representation of the channel IRs and the intercell MAT with
respect to the burst structure of the TD-CDMA system under consideration, which is
shown in Fig. 1.6, is introduced. Representation of the signals with vectors is finally
required for the simulations and the mathematical description of the mobile radio system
under consideration. To represent the signal correlations, the correlation matrix R, ; of

the channel IRs and the intercell MAI covariance matrices R, and R, respectively, of

‘m’
the intercell MAI, which are to be considered in data detection and in channel estimation

are defined in Chapter 2 and 3, respectively.

The preferred detection scheme in TD-CDMA is joint detection (JD) [Kle96], where all
the desired user signals which are simultaneously active in the same frequency band are
detected jointly [K1e96, Wha71]. Therefore, the focus in Chapter 5 concerning data detec-
tion is on multiuser detection schemes that are extended to the use of antenna arrays and
allow space-time signal processing to be performed. As regards linear multiuser detec-
tion schemes, they are easy to extend to antenna array processing. The linear detection
problem in general can be seen as solving a set of linear equations. Extending this prob-
lem to antenna array processing only increases the number of equations but keeps the
number of the unknown data symbols that are to be determined the same, which leads
to an over-determined set of linear equations. Furthermore, consideration of correlation
matrices of the desired signals and/or the interference is in the nature of optimum linear
multiuser detection schemes which leads to space-time signal processing. Among the lin-
ear multiuser detection schemes the zero forcing block linear equalizer (ZF-BLE) and the
minimum mean square error block linear equalizer (MMSE-BLE) are presented in Chapter
5. The conventional application of ZF-BLE for TD-CDMA is compared to the enhanced
detection scheme, taking into account the intercell MAI covariance matrix R,. However,
there is a concomitant noise enhancement with JD which leads to a SNR degradation.
An empirically derived approximation of the SNR degradation by applying ZF-BLE is
used to determine approximately the SNR degradation, depending on the number K of
simultaneously active users and on the number K, of antenna elements under considera-
tion. Based on this cognition concerning SNR degradation, the non-linear multi-step joint
detection (MSJD) algorithm is introduced. In MSJD the number K of simultaneously
active user signals which are to be commonly detected is subdivided into a certain number
of groups of user signals, each having a reduced SNR degradation when performing JD
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for each group than for performing JD for one large group of all user signals. Therefore,
additional intracell MAI is caused by the presence of different signal groups which are
not considered in each of the group-wise JD processes. The intracell MAI is mitigated
by interference cancellation techniques. Fig. 1.8 shows the data detection principles con-
sidered in this thesis and the multiuser detection algorithms presented which take into
consideration the intercell MAT covariance matrix R,, and the data covariance matrix Ry.
In the following the main focus is on the ZF algorithm without considering R,. There is
no additional need to consider the spatial and temporal correlations of the channel IRs in
data detection, since the estimated channel IRs include the information about the corre-
lation properties of the desired signals and since the estimated channel IRs are considered
in data detection by applying the ZF algorithm. The desired signals in data detection are
the transmitted data symbols which do not have any spatial and temporal correlations.
The spatial and temporal correlations are only based on the properties of the mobile ra-
dio channel and on the chosen antenna configuration but not on the transmitted symbols.
Therefore the matrix R, is not considered in data detection.

Chapter 6 presents different linear joint channel estimation (JCE) schemes for the TD—
CDMA receiver. The ZF algorithm, which is considered for data detection, needs the
knowledge of the channel IRs for temporal equalization of the received signals. The chan-
nel IRs are estimated using training sequences for channel estimation, which has already
been mentioned in Section 1.1.3. With the knowledge of the channel IRs at each antenna
element and by applying the ZF algorithm for data detection a spatial equalization of the
received signals is implied. Conventional channel estimation in TD—-CDMA is performed
by the Steiner estimator [Ste95], which is originally designed for single antenna receivers
and which performs a JCE based on the ZF algorithm with a reduced computational
effort. Using a Steiner estimator at each antenna element is the easiest way to extend the
channel estimation problem to antenna arrays. Three other channel estimation concepts
are presented in Chapter 6, which additionally exploit the directional inhomogeneity of
the mobile radio channel and the correlation properties of the channel IRs and the inter-
cell MAIL The first one exploits the knowledge of the DOA of the impinging wave fronts in
order to reduce the number of unknown channel taps in the estimation process, whereas
the number of linear equations remains the same. Additionally, as a second channel es-
timation concept, the intercell MAI covariance matrix R, can be considered. The third
channel estimation concept is MMSE based and allows the correlation matrix R, ¢ of the
channel IRs and the intercell MAI covariance matrix R, to be taken into consideration.
Fig. 1.8 summarizes the considered JCE schemes. Chapter 6 is concluded by different
possibilities for the evaluation of the channel estimation error.

A presupposition in Chapter 5 is that the matrices R,, R,, and R, are known at the

T,8
receiver. In the case of real implementations the required matrices must be estimated

from the received signals. Two iterative concepts, including MSJD, and two non-iterative

concepts for estimating the intercell MAI covariance matrices R, and R, respectively,

m?
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data detection channel estimation
estimation principles JD MSJD
algorithms ZF | MMSE| ZF | MMSE ZF-JCE MMSE-JCE
applicable covariance | R, R, R, R, R, (*) R,
matrices R R R
investigated by com-
puter simulations X X X X

(*) not applicable in conventional ZF-JCE but in combination with DOA estimation

Fig. 1.8. Different data detection and channel estimation schemes and the corre-
sponding covariance and correlation matrices

are introduced in Chapter 7. Since the iterative concept is based on signal reconstruction,
estimations regarding the quality of the reconstructed signals based on the detected data
symbols and depending on the bit error rate (BER) are also given. Furthermore, it is
shown how the correlation matrix R, ¢ of the channel IRs can be estimated from the
previously estimated channel IRs at the different antenna elements.

Chapter 8 includes the performance analysis and verification of the different proposed
TD-CDMA receiver concepts with adaptive arrays.

A summary of this thesis in English and German is presented in Chapter 9.
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2 Directional models for mobile radio chan-
nels

2.1 Introduction

The radio channel has an obvious and direct influence on the performance of any wireless
communication system [COS01]. Therefore, models of the mobile radio channel are re-
quired for mobile radio system design and optimization based on simulations [Moh95]. The
modelling of mobile radio wave propagation requires a profound knowledge of the prop-
erties of the mobile radio channel. This knowledge can only be obtained by propagation
measurements. World wide, numerous measurement campaigns have been performed in
outdoor [KMT96, FRB97, Mar94, Kal.91] and indoor [Zo193, Kat97, PaH89] environments
in order to analyze the propagation properties of the mobile radio channel. Therefore, it
is well known that in mobile radio communications a part of the electromagnetic energy
radiated by the transmitter reaches the receiver by propagating through different paths
[Par92, F1.96, Pap00]. Even if the BS antenna is in an elevated location, it is not usually
visible from the MS, because the MS is surrounded by buildings, trees, hills, etc. There-
fore, the radio connection of a MS to a BS has to rely on physical effects like reflection,
refraction, scattering and diffraction by the various objects in the propagation environ-
ment [Par92, BARY95]. Due to the multipath propagation the channel is time-dispersive
or frequency-selective, if the delay spread of the channel IRs is equal to or larger than
the inverse of the receiver filter bandwidth [Par92, Fuh97]. Another property of wireless
channels is the presence of Doppler shift [Par92, ECSR98], which is caused by the motion
of the receiver, the transmitter, and/or any other objects in the channel. Furthermore,
the received signal power in mobile communications experiences fluctuations that can be
divided into large-scale fading and small-scale fading. The large-scale fading is caused by
shadowing effects in the propagation environment due to the morphology of the environ-
ment, and the small-scale fading is mainly caused by changing interference of signals from
scatterers around the receiver while the receiver moves a few wavelengths [Par92, Fuh97].
The terms slow fading and fast fading are also sometimes used for the large-scale and the
small-scale fading, respectively. Finally, directionally selective measurement results pre-
sented in the literature [Egg94, Egg95, FL96, KMT96, MG96, BKM96, FTH99, FMB98g|
demonstrate the directional inhomogeneity of the mobile radio channel dependent on the
propagation environments.

Based on this knowledge concerning the propagation characteristics of the mobile ra-
dio channel, numerous channel models have been established which either are based
on statistical properties of the wave propagation [MG96] or deterministical properties
[Cic94, Zwi00], which are modelled by ray—tracing. Most existing channel models, like
the famous COST 207 [COS89] (Cooperation in the Field of Scientific and Technical Re-
search) models or the channel models standardized by the ITU [ACTS98, ITU00a], give
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only the power delay profile (PDP) [Bel63, H6h90, H6h92] and the Doppler spectrum
[Pro89], but they do not include any information about the directional distribution of
arriving waves. Systems with adaptive arrays allow the exploitation of these directional
inhomogeneities of the mobile radio channel in order to improve the performance of the
mobile radio system. Hence, for the evaluation of systems with adaptive arrays a channel
model is required which, besides time variance and frequency selectivity, incorporates the
directional inhomogeneity of the mobile radio channel. Recently, in many publications
[ECSRI8, Fuh97, Bla98, MLK98]| various directional channel models have been proposed.
A review of existing directional channel models for communication systems with antenna
arrays is given in [ECSR98]. Furthermore, an overview of many European propagation
measurements campaigns, undertaken by European research institutes and companies,
who presented their results within the European COST 259 Action are summarized in
[COS01]. Moreover, in [COS01] a consensus of many European companies and researchers
for directional channel models for different propagation environments is introduced. How-
ever, as mentioned in Chapter 1 there still does not exist any international standardized
directional channel model. This situation forces everybody who investigates systems with
adaptive antennas to choose one of the existing models or to develop their own models.

In Section 2.2 a general description of spatial and directional channel IRs and a represen-
tation of channel correlation properties is given. An outdoor and two indoor directional
channel models, which are considered in this thesis, are introduced in Sections 2.3, 2.4
and 2.5. The author has not chosen the directional channel model presented in [COS01],
since most of the simulation results which are presented in Chapter 8 have been obtained
before the channel model in [COS01] has emerged. With the outdoor channel model in
Section 2.3 a new approach to channel modelling is presented, based on the fact that the
measured channel IRs are used for system simulation. The model described in Section 2.3
is a single direction channel model in which non-directionally measured channel impulse
responses will be interpreted as single direction channels. Using a channel model based
on the stock of measurement data has the advantage that it is relatively quick and easy
to access this stock during the simulation and that channel IRs do not have to be gen-
erated while the simulation program is running, resulting in saving in processing time.
However, for this to be done, this stock of data must be obtained beforehand from com-
prehensive measurements, i.e. this type of modelling only makes sense if there is already
measurement data available. The comprehensive measurement campaigns that have been
performed to analyze the propagation characteristics of the mobile radio channel mean
that a large number of measured channel IRs exist which are often no longer used for
their original purpose, such as statistical evaluation of their amplitudes, powers, delays
etc. Such stocks of channel IRs can then be included for channel modelling.

Assuming the existence of discrete DOAs on which the outdoor channel model is based,
does not generally correspond to the real propagation conditions. Directional selective
measurements of channel IR have shown [Egg95, FL96, KMT96] that the electromagnetic
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waves which are emitted by the transmitter do not generally all have the same discrete
DOA at the receiver, but, depending on directional dispersion, arrive at the receiver at
least spread over a specific angle range. Despite this it is often advantageous to sim-
plify matters by assuming only individual discrete propagation directions between the
MS and the BS, since in this case individual effects or dependencies between incidence
direction and system performance may have to be explicitly investigated. Measurements
have shown that in the outdoor area the azimuthal range of the incidence and departure
directions at the MS is in general larger than at the BS [FL96], if the BS is elevated, i.e. is
accommodated above the edge of the roof. Thus the simplified assumption of individual
discrete propagation directions is an acceptable approximation of reality in particular in
areas with elevated BS antennas and topology-related small angular dispersal between
MS and BS.

The two indoor channel models considered in this thesis are not based on measured
channel IRs, since the author does not have any indoor measurement results. Therefore, a
synthetic directional channel model is introduced in Section 2.4, which considers multipath
propagation for each user signal and which is an extension of the non-directional I'TU
indoor office (I0) B model [ACTS98, ITU0Oa]. Section 2.5 gives an alternative option
for modelling channel TRs as well as interfering signals from adjacent cells in an indoor
environment based on ray-tracing.

2.2 Spatial and directional channel IRs

In this section a SIMO (single input, multiple output) configuration with K, antenna
elements at the BS is described by spatial and directional channel IRs in the uplink and
a representation of channel correlation properties is given. Such a description is required
when modelling time slotted CDMA utilizing adaptive multi-element antennas at the BS.

Between each of the K, BS antenna elements and the MS antennas of each of the K
users there exists a radio channel. These radio channels can be characterized by K, - K
channel IRs Qék’ka) (1,t), k =1..K, ky = 1...K,, where 7 and ¢ denote the delay and time,

respectively [BBS97]. The K, - K channels depend on the propagation environment and
on the antenna configuration [Bla98, Pap00].

In the description of the TD-CDMA system in Chapter 5 as well as in the description
of the intercell MAI in Chapter 3 a time-discrete system model in the equivalent low
pass domain is utilized. To illustrate linear signal processing, in the literature [WhaT1,
Kle96, Nafi95, Blag8, Pap00] quite often a matrix-vector notation is used with vectors
representing signals and matrices describing the signal processing. In the following, the
dimensions of vectors and the dimensions of matrices are always given in chips, see also
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Section 1.2 and Fig. 1.7. Therefore, the channel IRs hék’ka) (1,t), k =1..K, ky = 1...K,,
by sampling along the 7-axis, can be represented by K, - K complex vectors

_ [k k]

=S s,1 s, W ’

h{F-he) = k=1.Kk,=1.K, (2.1)
of dimension W [BBS97]. In the delay-discrete model the quantity W corresponds to
the excess delay [BBS97]. With W being an integer and T, being the duration of one
single chip, and assuming that the maximum delay 7,,,, of all channel IRs considered in
the simulations is less than W - T, a vector of dimension W is sufficient to describe the
channel IR h**+)(.t) of the user k at the antenna element k,.

In (2.1) the dependency on time is not explicitly expressed, because a certain instant of
time is considered in what follows. The K, - K channel IRs hgk’ka), k=1..K, k,=1...K,,
of (2.1) are termed spatial channel IRs, because they are valid for the spatially separated
BS antenna elements.

If the K, antenna elements are far away from each other, the sets of paths constituting two
different spatial channel IRs hgk’ka) and hgk’ka/), k=1..K, k, # k', are totally different
from each other. This is not the case if the K, BS antenna elements are more closely
spaced so that the same set of waves is responsible for the properties of the K, radio
channels of user k. Such cases are considered in this thesis. Let us assume that in such
cases K4 wave propagation paths with different DOAs are involved at the BS. For each
of these K4 wave propagation paths a channel IR

T
= |5 B ke = 1Kg k= 1K, (2.2)

hgf:kd)
of user k£ can be introduced, which is valid for a reference point (RP) defined somewhere
within the array of the K, BS antenna elements [BPH99, Bla98]. The Ky channel IRs
hﬁk’kd), kq = 1...Ky, of (2.2) of user k are termed directional channel IRs, because they

hold for the K4 DOAs valid at the BS. With (2.2) we obtain the channel IR vectors

Kq
k k.k
hip) = > b (2.3)
kq=1

valid for the channel IR of user k£ in the case of an omnidirectional antenna at the RP.
Now, with the K, antenna element specific steering factors ggcl:’kd), kg=1.Kq, k=1.K,
ka = 1...K,, [MM80, RK89, BPH99] the spatial channel IRs h**) k= 1. K k, = 1...K,,
of (2.1) can be expressed by the K - K4 directional channel IRs hfik’kd), kg = 1...Kgy,
k=1..K, of (2.2) as

d
hEh) = 3 p{ gDk =1 Kk, = 1. K, (2.4)
kq=1
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The steering factors g,g]z’kd), k, = 1..K,, kg = 1...Kq, k = 1...K, depend on the array
geometry [BPH99, Bla98, Pap00], that is on the position of the array elements relative to
RP, and on the radiation characteristics of the array elements. In the following only om-
nidirectional antenna elements are considered. Fig. 2.1 illustrates that the array element
k, has a distance [*2) to the RP and the angle spanned by the reference line (RL) and
the line connecting the referred array element with the RP is termed a(*2). The K users

information carrying signal of user k with DOA g(%:*)

planar wave front .

antenna k,

RP

Fig. 2.1. Planar wave front of the information carrying signal of the user k£ impinging
at the RP and the antenna element k, with the DOA B*-ka) [BPH99]

are assumed to be in the far-field of the array. Consequently, the radiation of the user k
impinging on the array via the wave propagation path k4 takes the form of a planar wave
with the DOA p(k*a) [RK89], see Fig. 2.1. When antenna arrays [Haa97a, Bla98, Pap00]
are used at the BS of a TD-CDMA mobile radio system, the narrowband assumption
[MM80, RK89] is valid, i.e. the propagation time over the extent of the array is smaller
than the inverse bandwidth of the signals. In this case the amplitudes and phases of
the signals vary slowly with respect to the propagation time over the extent of the array.
Hence, it is assumed that signals received at different antenna elements only differ in their
arguments of their complex signal envelopes. Then, in the case of single direction chan-
nels, the propagation delay can be modelled by multiplying the signal complex envelope
by a complex exponential [RK89, BPH99]. These complex exponentials are the phase
kikaska) wwhere

(ka)
1cos (BRka) — b)) = 1K k= 1. Ky kg = 1. Kq,  (2.5)

factors el¥(

l
’éb (k: ka: kd) =2

are the spatial frequencies with respect to the RP [RK89] and A denotes the carrier

wavelength. With (2.5) the steering factors gg;’kd) of the antenna element k, are given by

Qg:’kd) — ejw(kykaykd)’ k e ]_K’ kd = ]-Kd (26)
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The steering factors can be compiled to form the steering vectors

T
alkka) = |g{bha) gUkall ™ =1 K kg = 1. Ky, (2.7)

of dimension K, [MM80, RK89, Haa97a, BPH99].

Generally a finite number K4 of discrete directions is sufficient to describe the directional
properties of mobile radio channels with satisfactory accuracy [BJL*02]. When defining
these directions, two different approaches are possible: In the first approach a large num-
ber K4 of potential directions are a priori chosen with sufficiently narrow angular spacing,
and the fact that only some of these directions are relevant has to be a posteriori taken
into account by setting the directional channel IRs of the non-relevant directions to zero.
In the second approach a priori only the relevant directions are considered, which means
that these directions must be a priori known, a condition which cannot be easily fulfilled.

Within time intervals in the order of seconds the movements of the MSs are restricted to
such small geographical domains that the shadowing conditions mentioned in Section 2.1
virtually do not change. Then, the momentary dynamics of the total fading are deter-
mined by small-scale fading only, which, in addition, can be considered to be stationary.

Stationarity can be physically motivated by the results of channel measurements [BKM96]

(K ka)

s s see (2.1), and ﬁgfjd), see (2.2), are sam-

and means that the channel tap coefficients h
ple values of unbiased stationary complex processes. For this case correlation matrices of
the spatial channel IR vectors h{*#*) of (2.1) can be introduced [Wec00, JBMO01] in order

to describe the average channel properties by forming averages E {-} over the real time t.

The correlation properties of the mobile radio channels can be studied with respect to
delay, space and direction. The K, spatial channel IR vectors hék’ka), k=1.K, k, =
1...K,, of (2.1) have the correlation matrices

=—T,S

RO k) = B ) ROTL e = Kk b = 1K, (28)

(k' kaska')

where 7 and s indicate that the elements of R, describe correlations with respect

to both space and delay.

The vectors hék’ka) of (2.1) of all users, k = 1...K, can be concatenated. This leads to the
spatial antenna element specific channel IR vectors

by = 1...K,, (2.9)

=S *==s Y

n(t = B h0o]

of dimension K'W. These vectors, with E(T’fs’k"ka’ka') of (2.8), have the correlation matrices

3 7ka7ka, ’ 7ka7ka/
RUMk) R, (B
Es—ka’ka) - E {hgka) ) héka )*T} = . . . 3 ka; ka’ - 1 Ka7
(K,1,kaka’) R(K,K,ka,ka’)
rs RPN s
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which describe for given antenna elements k, and k,’, that is for a given spatial situation,
the correlations with respect to the delay. Furthermore, the concatenation of the channel
IRs héka), ky = 1...K,, of (2.9) yields the total spatial channel IR vector

T
h — [hgl)....thﬂ (2.11)
of dimension K, KW . This vector has the correlation matrix [Wec00]

R,,=E{h,-h"} (2.12)

of dimension (K,KW) x (K,KW). With R%*=*) of (2.10) we can express R, of (2.12)
as

B(Tl’l) o E(Tl’Ka)
R = : : : (2.13)
ES—K671) L ES_KayKa)

The structure of R, ¢ of (2.13) is illustrated in Fig. 2.2 for the case K equal to two users and
(kaska)

K, equal to two antenna elements. The matrices R

, ka = 1...K,, along the diagonal
of R, ¢ describe the correlations between the tap coefficients hks) h(k;2 of one and the same

Zsaw v s,
antenna element. The off-diagonal matrices E(Tlfs"’“ka/), ka k' = 1..K,, k, + k,', describe
correlations between tap coefficients of different antenna elements k,, k,’ with respect to

delay and space. In the simplest case correlations occur neither between different tap
ka) h(kﬁ)

w o =s,w’

ptka) k. + k., of different antenna elements. Then, R

Lsaw 9 a s 7,5
matrix, and the scattering effects leading to h, of (2.11) are uncorrelated with respect to

delay and space.

of the same antenna element nor between tap coefficients @gf;),

of (2.13) is a purely diagonal

coefficients h

Similar to (2.9) and (2.11)

T
n — [hgkm...hgmﬂ (2.14)
expresses the directional channel IR of user k, where hék’kd), kq = 1...Ky, is defined in

(2.2) and the total directional channel IR vector of all K users is written as
T
h, = [hff)T . -héK)T} (2.15)

with the dimension KqKW. In the following the relationship between the total directional
channel IR h, of (2.15) and the total spatial channel IR h, of (2.11) is shown. This
relationship is of fundamental importance for an enhanced channel estimation scheme,
which is described in [Pap00] and which will be briefly recapitulated in Chapter 6. With
the steering vectors a®*a) k= 1..K, kg = 1...Ky4, of (2.7) we can introduce the user
specific steering matrices

A® = [akD) | kK] g =1 K. (2.16)
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K,KW
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Fig. 2.2. Structure of the space/delay channel IR correlation matrix R, ¢ of (2.13);
K=2K,=2
The rows of the K matrices A®) of (2.16) can be represented by the vectors
T
al*) = o) R k= 1Kk, = 1K, (2.17)

which include the K, spatial frequencies ¢ (k, ka, kq), kq = 1...Kq, of (2.5), and which can
be used to form the W x (K4W') matrices

Albhe) — gk T @ 100 1 Kk, = 1K, (2.18)

where ® denotes the Kronecker product [Gra81] and I™) is the W x W identity matrix.
With the matrices A (k) |k =1..K, ky=1..K,, of (2.18) the (KW) x (K4KW) matrices

AR g
Alr) = 0 .0 ok, =1..K,, (2.19)
K,ka
0 ... Al
and finally the (K,KW) x (KqKW) matrix
T
Ag= [APT AT (2.20)
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is given. The matrix A4, of (2.20) relates h, of (2.11) and h, of (2.15) [Pap00]:
h, = Ay h,. (2.21)

From (2.21) it becomes obvious that the directional information concerning the channel
IRs, which is included in the matrix A4, of (2.20), can be separated from the temporal
information included in the total directional channel IR vector h, of (2.15).

For given directional channel IRs hék’kd), kq = 1...Kq, of (2.2) of user k, the spatial channel
IRs hgk’ka), ka = 1..K,, of (2.1) of the user k are uniquely determined. The inverse is
only true if the number K, of antenna elements is at least as large as the number Ky of
directions which have to be considered. In the case K, < K4 determining hgk’kd) for given
hék’ka) is not uniquely possible, that is an infinite number of solutions hﬁk’kd) result in the
same h{¥¥=) [BJL*02].

£

2.3 Directional outdoor channel model based on mea-
surements

2.3.1 Measurement setup and measurement campaign

In this section, a channel model for uplink link level simulations is introduced, which,
instead of synthetically generating the required channel TRs, uses measured IRs from
propagation measurement campaigns. First, the measurement system and procedure is
described, by which the complex IRs used in the simulations are obtained. The measure-
ments were carried out using the Siemens Wideband Channel Sounder SIMOCS-2000,
which was developed by Siemens in cooperation with the Research Group for RF Com-
munications of the University of Kaiserslautern [FBKM93]. The SIMOCS-2000 consists
of a mobile transmitter unit installed in a van and a stationary receiver unit. SIMOCS-
2000 allows the determination of time variant-complex IRs by transmitting a digitally
generated periodic spread spectrum test signal and by using optimum unbiased estima-
tion in the receiver [FBKM93|. The main technical data of the SIMOCS-2000 are given in
Table 2.1. The measurements were carried out in an urban macrocellular environment in
Munich at a carrier frequency f. of 1815 MHz using a bandwidth of 10 MHz. A vertically
polarized antenna with an omnidirectional radiation pattern and a gain of 2.0 dBi was
used as transmitter antenna, which was mounted on a van at a height of about 2 m above
ground level. At the base station a vertically polarized antenna with a gain of 18 dBi, a
half-power beam width of 65° and 7° in azimuth and elevation, respectively, was also used.
It was located on the roof of a building, about 21 m above ground level. Surrounding
buildings were about 20 m in height. For the measurement run, the van was driven along
a route approximately orthogonal to the direction towards the base site. The run length
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Table 2.1. Main technical data of the wideband channel sounder SIMOCS-2000

[EHWWOS|

frequency range 700 MHz — 3 GHz

bandwidth 5MHz, 10 MHz and 20 MHz

sequence period of the | 12,8 us, 25,6 us, 51,2 us and 102,4 ps

spread spectrum signal

frequency stability Rubidium—Standards in transmitter and receiver
synchronized to GPS [Kap96]

dynamic range > 40dB

measurement rate selectable up to 1000 IRs per second

maximal measurable 500 Hz

Doppler frequency

test signal complex signal envelope of a periodic
spread spectrum signal

signal processing on-line calculation of complex IRs
and monitoring

was about 300 m and the maximum vehicle speed was about 30 km/h. The center of
the measurement run length was at a distance of 900 m to the BS site. The IRs were
measured every 5.12 ms. Each measured channel IR consists of 256 samples. IRs with
a maximum excess delay from multipath propagation of 25.6 us can be measured, since
the sampling rate is chosen to 0.1 us. The sequence period time of the spread spectrum
test signal must be larger than the maximal expected delay of 25.6 us of the IRs in order
to avoid an overlap in the temporal domain with the previously measured channel IRs.
Therefore, the sequence period time is set to 51.2 us.

Approximately 12000 IRs were recorded and stored in data files. The maximum delay
spread of the IRs, which is defined in [Lor85], is 2.8 us. Fig. 2.3 shows some examples of
the magnitude |h (I, %) | of the measured channel IRs versus the measurement run length
[ and the delay 7.

2.3.2 Postprocessing of the measurement data

Because of the thermal noise at the receiver input the channel IRs measured in accordance
with the procedures described in Section 2.3.1 are susceptible to noise. For this reason
noise cancellation is performed before the channel IRs are used in the simulation. The
basic principle of noise cancellation consists of determining a threshold N; related to the
amount of the sampling values, which allows the measured data to be separated into a
useful signal and noise. All the magnitudes of a channel IR which are smaller than this
threshold N; are interpreted as noise and set to zero. Fig. 2.4 shows an example of
a channel IR | h(7,t = const.) | at a fixed, but random instant of time ¢ = const. In
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10

10

run length [ / m

Fig. 2.3. Examples of measured channel IRs

Fig. 2.4 the delays 79 and 77 are shown, which delimit the proportion of the channel IR
for which the magnitude |h (7,¢) | exceeds the noise threshold N;. To determine this noise
threshold NV, an estimate 62 of the noise power o2 is first determined. If the noise power
o? is known and if P, is the probability of the noise magnitude exceeding the threshold

N, N; is given by [Feh94]

Ny =1/-2-02 - In(P). (2.22)

In the following for noise cancellation of the channel IRs a probability P, of 1% is consid-
ered. The noise power o7 is determined using an estimation process described in [Feh94]

which is based on the well known process of Ordered Statistics quoted in other literature
[Gov84, CoL66, Lew72, ShG81].

Since the measuring van covers a distance of several 100 m in an urban area, it can be
assumed that because of shadowing effects the measured channel IRs will also be subject
to slow, i.e. to large-scale fading. For the simulations of the TD-CDMA systems, for
which the measured channel IRs are to be used, it is assumed that a slow power control
will be used [Ste96, Sch99, Bla98] which will compensate for the large-scale fading. It can
be assumed that because of the compensation for the large-scale fading, each subscriber
signal will be received at an imaginary omnidirectional antenna in the RP with the same
average power. Before performing the simulations the large-scale fading is thus eliminated
from the measured channel IRs by a slow power control. This is based on the assumption
that the powers P(t) of the receive signals are composed multiplicatively of a rapidly
fluctuating component 7(¢) and a slowly fluctuating component () [Moh95, Lee85]:

P(t) =r(t) - 1(t), (2.23)
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| h(7,t = const) |

noise threshold

|

70 Tl T

Fig. 2.4. Magnitude of a channel IR | h(7,t = const.) | with the noise threshold ;.
Definition of delays 75 and 7y

where ¢ is the continuous time. Here, at the measurement instant ¢, the ratio of the

receive power P,(t,,) to the transmit power P (f;,) within the measurement bandwidth
By, is [FKMO4]

Plt) = gi(éz)) _ 4_1Bm / U h(r ) 2 dr (2.24)

70

A process to estimate the slow component [(t) of P(t), is to determine an average of P(ty,)
in each measurement instant ¢, over a specific period 2A, over which it can be assumed
that [(t) does not change significantly. This assumption is approximately fulfilled, if
the shadowing conditions in this period do not change significantly. As the result of
the information given at each measurement instant ¢, the local average value P(ty,) from
P(ty) of (2.24) is obtained which is an estimate of the slow component I(¢). This described
averaging technique is a sliding window average technique [Lee72]. Investigations for
a suitable choice of length 2A of the sliding window, as for example in [Lee72], have
shown that time intervals in which the measurement van covered a distance of 20 carrier
wavelengths deliver good approximations of the shadowing components [(t) so that the
local mean value

. 1 tm+A
Pltw) = 5 x /t Pt (2.25)

is produced. Fig. 2.5 shows the measured power curve P(t,) versus the measurement
instants ¢, and Fig. 2.6 shows the local mean value P(t,,) of (2.25), which was calculated
by averaging over an interval of 20 carrier wavelengths.

With the equations (2.24) and (2.25) the rapidly varying component 7(t,) of power P(ty,)
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Fig. 2.5. Measured power P(ty,) of (2.24) in dB of a measurement run
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Fig. 2.6. Locally averaged value P(t,,) of (2.25) in dB for the case of using a sliding
window with the length of 20 wavelengths

or the rapidly varying component h™ (7, ¢y) of the IR h(7,t) can be calculated:

_ P(tw)
rlim) = 55 (2.26)
B (7, 1) = _Artm) (2.27)

4B P(ty)
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As a result of this process Fig. 2.7 shows the rapidly varying part 7(t,,) of power P(t,)
according to Fig. 2.5. The graph in Fig. 2.7 shows that the slowly varying part [(¢) of
power P(t) is to a great deal eliminated.

T(twm) / dB
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10}
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5t
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-15 7

-20
0
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Fig. 2.7. Rapidly varying part r(t,,) (small-scale fading) of the power levels P(t,,)
given in Fig. 2.5

Prior to the utilization of the measured channel IRs in the simulations of the considered
TD-CDMA system, they have to be sampled at the chip rate 1/T.. Notice that the chip
rate 1/T, is a specific parameter of the considered TD-CDMA system, see Tab. 8.1, and
it is not equal to the sampling rate of 0.1 us of the measured channel IRs. Therefore, the
measured channel IRs have to be band limited to the TD-CDMA system bandwidth and
the sampling rate of the measured channel IRs has to be adapted to the chip rate 1/7,
[ETSI98].

2.3.3 Channel model

Having eliminated the noise and the large-scale fading from the measured channel IRs
as described in the previous section, we obtain a set of channel IRs which form the basis
of the channel model to be described in the following. This channel model is consid-
ered for the simulations of the TD-CDMA system incorporating array processing. The
measurements only allow information to be obtained about the time variance and the
frequency selectivity of the channels. They do not allow information about the DOAs of
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the impinging wavefronts at the BS site, since the antenna used at the receiver has a half
power beam width of 65°. Therefore, in order to obtain a directional model, it is assumed
that each channel IR of the set of measured channel IRs represents a single direction
channel, which means that it is assumed that each path of an IR is coming exactly from
one discrete direction. Consequently, K is equal to 1. Each single direction channel is
arbitrarily assigned to one user k and represents the directional channel IR hék’l) of (2.2)
between user £ and a RP at the BS site. Furthermore, it is assumed that the channel IR
does not vary in time during the transmission of one burst, see Fig. 1.7. The K different
users are assumed to be randomly distributed on a circle around the BS. The positions of
the K users are kept fixed for the duration of four bursts. From the directional channel
IRs h((ik’l) of (2.2) and knowing the steering factors Q](!Z’l), ka = 1...K,, of (2.6) one can
obtain the spatial channel IRs h**) k, = 1...K,, of (2.1) of user k according to (2.4).

2.4 ITU indoor channel model modified for systems
with adaptive antennas

In this section the author presents a directional channel model for uplink link level simu-
lations based on the tap-delay-line models standardized by I'TU [ACTS98, ITU0Oa]. The
ITU models are non—directional tap-delay-line channel models, which allow modelling of
channel TRs ﬁg@ (1,t), k = 1...K, that are received by an omnidirectional antenna at the
RP. Therefore, they cannot be used for simulations of systems with adaptive antennas.
The power delay spectrum [Jak74] of a tap-delay-line channel model is not time contin-
uous, but discrete. Moreover, a tap-delay-line model is characterized [ACTS98, ITU00a]
by

the number W, of channel taps,

the delays 7,,_, w, = 2...W,, of the channel taps with respect to the first tap w, =1,

the mean square absolute values E {| h,, |*} of the tap-coefficients h,, , w, = 1..W,,
with respect to the strongest tap and

a given Doppler spectrum S.(0, fq) [Jak74].

The Doppler spectrum S, (0, fq) determines the mean power of the received waves which
have the Doppler frequency fy [Pro89]. In the ITU channel models the Doppler frequencies
fa are determined according to a given Doppler spectrum S.(0, fq) [ACTS98]. Hence, the
statistical properties of the angular distribution of the power depending on the direction
of departure (DOD) ¢, see Fig. 2.8, at the MS, i.e. at the location of any moving user k,
is a priori given [Jak74]. The ITU channel model, which in this thesis is modified in order
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to obtain a directional channel model, is the ITU indoor/office (I0) B model [ACTS98].
The parameters of this model are given in Table 2.2.

For modelling the channel IRs Q%g (1,t) of user k at the RP, according to the non-
directional ITU model, a large but fixed number E of waves with random zero phases 1;,
1 = 1...F, are apportioned to the W, channel taps. The superposition of a certain number
E,_ < FE of waves belonging to the same channel tap w, leads to a certain power of this
channel tap w,. With a fixed number E,,_ of waves per tap and considering random zero
phases 9;, © = 1...F),,_ each channel tap w, has a certain mean power, if several generated
channel IRs are considered. The mean relative power of each channel tap w, with the
relative delay 7, is given in Table 2.2. Hence, from the total number E of waves as
many waves F,, are assumed to have the same delay 7, and belong to the same channel
tap w,, respectively, so that the mean relative power of each tap w, given in Table 2.2
is achieved. In Table 2.2 an example for the numbers E,,_ of waves assigned to the taps
w, is given for the case E equal to 300. The Doppler frequency f4 of each single wave is
derived from a given Doppler spectrum S.(0, fq) [H6h90, ACTS98] in order to model the
time variance of the channel IR ﬁg?) (1,t) of user k.

Table 2.2. ITU-Indoor-Office Parameter [ACTS98]

Channel B number of waves E,,_
Delay Spread = 100 ns in the case of ' = 300
Tap w, | Rel. Delay 7,,. / ns | Avg. Power / dB

1 0 0 E, =173

2 100 -3.6 E, =176

3 200 -7.2 Es =34

4 300 -10.8 E,=14

5 500 -18 Es =2

6 700 -25.2 Es=1

Starting point of the directional modelling are the following assumptions and properties
of the model:

e The number K of the directional channel IRs hgk’kd), kq = 1...Ky, of (2.2) of user
k is a parameter of the channel model, i.e. K4 can be arbitrarily chosen.

o K4 is equal for all K users.

e The K4 DOAs B**4) see Fig. 2.1, of the directional channel IRs hﬁk’kd), kg =1.. Ky,
of (2.2) of user k are uniformly distributed in the azimuth. The DOAs g are
kept fixed for the duration of four bursts. In the case of users being far away from
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the BS and moving with low velocities v®), k = 1...K, it can be expected that the
changing of the DOAs S*+*4) during a time period of four bursts can be neglected.
Therefore, it might not be unrealistic to keep the DOAs (*4) fixed.

e Each of the K4 directional channel IRs hgk’kd), kq = 1...Ky, of (2.2) of user k has
the same mean power at the RP.

The reason for the above approach of modelling directional channel IRs is that one can
obtain performance results of the simulated mobile radio system dependent on the number
Ky of DOAs. Always the same number Ky of DOAs f%#ad) k4 = 1...K4, of the channel
IR of user k would exist, if each tap would have been assigned to a different DOA because
the number W, of assumed channel taps is fixed in the ITU models. Furthermore, none
of the K4 DOAs is favoured, since they all have the same mean power.

Now, the basic considerations concerning the directional modelling mentioned before must
be combined with the characteristics of the I'TU IO B model. In the following description
we refer to the channel IR of user k. The modelling of the remaining K — 1 channel IRs
is straightforward. Each of the E waves is uniquely assigned to one of the K4 DOAs.
K%J of waves, where | means that the quotient is rounded off
to the next whole number, is assigned to each of the Ky DOAs. The assignment of the £

waves to the W, taps and to the Kq DOAs % *d) is done as follows:

Always the same number

1. Each of the E waves is given a number e = 1...F.

2. All K%J consecutive waves are assigned to the same DOA.

3. The waves with the numbers e = (kg — 1) - (K%J) +1..kqg - (K%j) are assigned to
the DOA Blkka).

4. According to the power delay profile of the ITU 10 B model, see Table 2.2, the
waves with the numbers e = (Zf’:’fl Ez) + 1.5, E; are assigned to the tap w,.

By the procedure described in the items one to four it may happen that certain waves are
assigned to the same delay 7, although they have different DOAs g*+a) | ky = 1...Ky.
This is possible especially, if Kq > W,. Likewise it is possible that different waves are
assigned to the same DOA 3*#4) but to different delays 7, , w, = 1...W,, which might
happen in the case K4 < W..

In opposite to the ITU channel model, where the Doppler frequency f4 of each single wave
is derived based on the a priori given Doppler spectrum, in the channel model presented
in this section the Doppler spectrum results from the Doppler frequencies. Knowing the
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DOA p*a) and the delay 7, of each single wave and assuming single reflections for all
waves between MS, i.e. any moving user k, and the RP at the BS site, the reflection point
is located on an ellipse where the focuses are the locations of the RP and MS, see Fig. 2.8.
Hence, the DOD gpék’kd) of each wave at the MS can be determined by simple geometric
calculation shown in [Bla98, Fuh97]. It is assumed that the MSs are moving on a circle
around the BS, which, consequently, gives us the direction of movement ¢, of the MS k.
With the given velocities v(®) of the MS & and considering the carrier wavelength X, the

YA
reflector (s, ys)

antenna element k;, "  p---cc--eoeooooooD @gk,kd)

k

ot

__________ L »_ —_—— - — — =
RL
T = const. \)
MS &

d obstacle

Fig. 2.8. Coordinate system for the determination of the coordinates of the reflection
points

Doppler frequencies
o)

S = = cos(@M) — o), k= 1K kg = 1. Kq, (2.28)

valid for all waves with the same DOA *4) can be determined. To simplify the simula-
tions, the velocity v*) of the K MSs are assumed to be equal. Typical velocities v*¥) for
indoor propagation modelling are in the range of 1 to 3 km/h.

Knowing the DOA 5§fi,l, and the Doppler frequency féffe)’wf of the waves e = 1...E,,_ that
belong to the channel tap w, with the delay 7,,_, the channel IR of user k received at an
omnidirectional antenna at the RP is given by

B0 (7, ) =

W, Fur

: 1 : : k)
lim —— E E exp(j¥er. Jexp(j2m &) N (r — Tw. )0 (o — BE) ),
E—oo / E = p(*] ’ T) p(J fd,e,wT ) ( T) (‘10 ﬁe,wr)

k=1.K, (2.29)

where 9., are random zero phases which are evenly distributed in the range [0...27[, see
[Bla98, Pap00]. From (2.29) one can obtain the channel IR of user k

27
W0 = [ i) o (2:30)
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as a function of delay 7 and time t.

Fig. 2.9 shows the magnitude of the channel IR ﬁg?, (1,t) of (2.30) of user k. The velocity
v™®) of user k is assumed to be 3 km/h and K4 equal to 8 DOAs are considered. Fig. 2.10
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Fig. 2.9. Magnitude B\ (7,1) | of (2.29); channel model ITU 10 B; v® = 3 km/h;
Kq=28

shows the magnitude |ﬁ%)3 (1,t0, ) | at a certain instant ¢, as a function of 7 and the
azimuth angle ¢ with Ky = 12 DOAs.
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Fig. 2.10. Magnitude |Q$P), (T,to, @) | of the channel IR of user k£ at the RP at the time
to as a function of 7 and the azimuth angle ¢; channel model ITU 10 B;
v®) = 3 km/h; K4 = 12
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2.5 Novel simple directional indoor channel model
based on ray—tracing

In this section a simple 2-dimensional (2D) directional indoor channel model based on
ray-tracing is introduced, which allows the modelling of the channel IRs valid for the
desired signals of one cell and the modelling valid for the channel IRs of the signals of an
adjacent cell in the same way. This channel model was developed by the author for the
following reasons:

1. The standardized ITU channel models are tap-delay-line models with fixed delays
for each tap [ETS98a]. Therefore, the delay profile is the same for each user. In a
real propagation environment it is improbable that the channels of all users have
the same delay profile, since in general the multipath propagation is different if the
users are not located at the same place. For the simulations of systems with sin-
gle user detection these channel models are sufficient, because each user signal is
treated separately and the fact that the channels of all users have the same delay
profile does not affect the simulations. When using joint detection, all channel IRs
of all users of a cell have to be taken into account simultaneously in the simula-
tions. Therefore, a more realistic modelling of the radio wave propagation, which
is based on certain assumptions concerning the propagation environment and the
propagation conditions, would be reasonable.

2. The UTRA proposed by ETSI and specified by 3GPP [3GPP] is part of the IMT-
2000 family [ITU00]. The TDD mode TD-CDMA of UTRA is expected to support
small cells and indoor areas. As an additional feature of the TD-CDMA receiver
structure is the use of adaptive antennas. To evaluate the performance of systems
with adaptive antennas in indoor environments, a directional indoor channel model

is required. So far, there is no directional indoor channel model standardized by the
ITU.

3. Especially for modelling the propagation for in-house scenarios with large rooms and
many subscribers, it might be required to divide such a room into more than one
cell. In this case, the channels valid for the desired user signals should be modelled
in the same way as those valid for the interference.

The three issues mentioned above require the development of a new directional indoor
channel model for the desired signals and the interference.

In the proposed model it is assumed that the service area is a rectangular room of length
Tmax €qual to 50m and width yn,.x equal to 25m, see Fig. 2.11. The proposed channel
model for desired signals and interference is a two dimensional model. The receivers
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and the transmitters utilize vertically polarized antennas which are placed at the same
height. Only wave propagation in the horizontal plane is assumed and no reflections
at the floor or the ceiling are considered. The room is divided into two equal cells as
shown in Fig. 2.11. A BS is located in the centre of each cell. In the chosen coordinate
system the BSs have the coordinates (zpsy, ynsy), # = 1,2, see Fig. 2.12. In each cell
K MSs are uniformly distributed. The MSI(L]“), p =12k =1..K, that belong to BS,,
i = 1,2 have the coordinates (xgcs)ﬂ,y}gkgﬂ), pu =12k =1.K. In the following, BS;
is assumed to be the BS of the regarded cell, whereas BS, is the BS of the adjacent
cell. The wall material of the room is assumed to be known. The attenuation of the
walls is assumed to prevent transmission from inside to outside the room and vice versa.
In general, the surface of real walls is rough which can lead to scattering of the waves
impinging at the walls [Z0193]. Whether a wave is scattered or reflected at a wall depends
on the wavelength A, the reflection angle #, which describes the deviation of the DOA
of the waves from perpendicular impinging waves at the wall, and the roughness of the
surface of the wall. The surface roughness is quantified by the mean difference h of local
maximums and minimums of the surface height [Zol93]. Two reflected waves exist, one
reflected at the maximum and the other one reflected at the minimum of the surface
height, if a plane wave front impinges on the wall. The phase difference of two reflected
waves must be smaller than 7/2 in order to avoid scattering [Zol93]. This leads to the
condition [Zol93]

A
h < —— 2.31
< 8- cos () (2:31)

which must be fulfilled in order to have reflection of impinging waves and no scattering.
In the following the roughness of the walls can be neglected for the considered wavelength
A, i.e. the walls are modelled as planes.

Only single reflections of the waves are assumed, see Fig. 2.11. Due to the assumed
geometric properties of the environment and the limitation to single reflections, the prop-
agation takes place over a limited number K, of propagation paths. For each of the four
walls the specular reflection conditions are fulfilled only at one point, which limits the
number of reflected paths to four. Together with the direct path between MS and BS a
maximum number of Ky equal to five propagation paths exists from MSE’C) to BS; and
BS,, see Fig. 2.11. Indoor propagation measurements [Gra94] justify the assumption of
wave propagation over a limited number of main propagation paths and a larger number
of less important paths, which are not considered in the described channel model.

With the coordinates (zgs, , ¥ss, ), 4t = 1,2, of the BS,,, p = 1,2, and (a:ggﬂ, y]gks)ﬂ), w=1,2,

k= 1...K, of the MSI(L’“), uw=12k=1.K, see Fig. 2.12, the DOA of the direct path
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Fig. 2.11. Propagation environment for the directional indoor channel model
kd =1is

k
|ops, — e, |
(k) |

|yBsu ~ Yps,
+Z if zps, > xggu, yBs, < yl(gks)ﬂ
(=1) + 37” if zps, > xgﬁu, yBs, > yl(gks)ﬂ
L3 it aps, <749, yBs, > Yo,
(=1) + z if g, < :E](gks)ﬂ, yBs, < ?J](aks?ua
k=1.K,pn=12, (2.32)

and the distance d}fs’f between MSl(f), p=12k=1.Kand BS,, p=1,2,is

2 2
dis) = \/(yfg’“s)u —yps,) +(oms, o), k=l.Kp=12 (2.33)

To determine the DOAs ﬁgg’fd), kq = 2...5, of the other four paths connecting MSL’“),
p=12k=1.K, and BS,, =12, the angles 043" k= 1.K, kq=2.5 p =12,
are required, see Fig. 2.12. Due to the geometric structure of the considered room, a

unique solution for the angles Q]gkéid), k=1.K, kg = 2.5, up = 1,2, exists. For all
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5

1

Table 2.3.

Angles 0y kkd k=1..K, kg =2..5, u = 1,2 of the propagation paths

orlglnatlng in reﬂections at the four walls of the room dependent on the
position of the MS

2yBS —YBS,

Q(Imax mBSu) (mmax mgks)ﬂ)

2(Zmax 7yBS’u,) (Zmax

wall 1 wall 2 wall 3 wall 4
tan (0](3k§id)> = kd =2 kd =3 kd =4 kd =5
TBs, > .’Egcs)ﬂ,
(k) (k) (k) Imax (k) Tmax
yps, < y](3ks)ﬂ YBs, yB(i;)L f”B(S;L TBsu YBs, ~YBSu ( 2 stu) (f“”BSu)

vs, )

(%)

.’EBSM > IBSM,

k k Tmax (k) Tmax
y N y(k) yBSM_y](gs)ﬂ TBS, — :vl(gs?u yBSu_y](gs)u —max xBSu) ( o —CUBSM)
BS F K max _, (F max
# BS, 2xps,, :vl(gs?u 2yBs, — yl(gs)ﬂ 2(#max—xBs,, ) — (mmax :1:1(35?”) 2(”” 2 y](gs)ﬂ) (2max_yps, )
(k)
.’EBSH < IBSM,
y > y(k) YBS, yBSu “"Bsu TBS, YBS, YRS, ( R *fL’BSM)*( o “"Bsﬂ)
BS k x k Tmax
Iz BSM 233( ) —IBS, 2yBSM ygs)u Q(CCmax—CUBSM) (mmax :Egs)u) 2( Tmax yés)ﬂ) (—"‘—yBsu)
(k)
xBSu < Z‘Bsﬂ,
(k) (k) (k) max max (k)
y < y(k) Yps, ~YBSy Tpg, ~TBS, YBS, —YBs,, (z > *fL‘Bsu)*(z > “"Bsﬂ)
BS k k z 2max k
H BSu 2:131(35) —TBS, 2y](3$) ~YBs, Q(Imax mBSM) (mmax 171(35)“) 2( 1ax 7yBSu) ( 2 y]%s)u)

possible locations of the MSs the angles 0y

in Table 2.3.

kkd

With the angles 0", k = 1..K, kg = 2.5, 1= 1,2, of Table 2.3 the DOAs

(k,kq)
Bhsr”

k.k
o

+(=1) + %% mod 2

—I—k;‘” mod 2

(k)
(k)

k=1.K kg=2.5u=1,2,

of the reflected propagation paths can be determined.

if TBS, > Zps, YBS, <

k
e,

y k=1..K, kg =2..5, p=1,2, are listed

| . (2.34)
if TBS, > mBSM’yBSu > y](BkS)M

The total propagation distances d(lc k) , k=1..K, kg = 2...5, u = 1,2, of the reflected

paths are the sum of the two partial dlstances dpd,

(kzkd) a d d(kakd)

B2, S€e Fig. 2.12. Therefore,
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Fig. 2.12. Geometric properties of the propagation paths

the four reflected paths have the total lengths

( 2 2
(yBS,L — yl(gks) ) + (QSEBSﬂ ) if zpg, > «ngks) ;
(k,Q) I In
dys, = o 5 . (2.35)
\/(yBs — yBS ) + <xBS — 2:E ) if Zgs, < 5”538?“’
\
( \/( 2 2 ¢ (k)
2yBs, — yBS ) (SﬁBs ) it yss, > Ypg s
dy) = < S - . ’ g (2.36)
. k
(s~ 208"+ (o, )30 s, <l
( ( - )2—|—(2(:E - )—(:E —x(k)))2 if apg, < 2\
d(k’4) yBSM yBSM max BS, max BS, s BS, BQS’f))’f?
BT ) ®\\2 (<k5 )
\ (yBS,L - yBSu) + ((xmax - stﬂ) -2 <$max - stu>) , if TBs, > Tgs,
( 2 2
Tmax k k : k
455 ) \/( - ( 2 yég?u)) + (xBS,L - 3353.52#) , if wpg, < x%gu,
e (2o rmae _ ) \)? ®\? (k)
_ yBS - 5 yBSM + TBs, — IBSu s if TBS, > :EBSM‘
\

If the total path lengths d (k kd yk=1..K, kg =1...5, u=1,2, are known, the attenuation

of the waves, which belong to each path can be determined. Depending on the angle nggid),
kq = 2...5, p = 1,2, and the complex permittivity number €, of the assumed wall material,
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the reflected waves belonging to the path k4 have an additional attenuation, which is given
by the Fresnel reflection coefficient

coS (0](3ks’ﬁd)) — \/gr — sin? (Q]gks’fd))
Cos (9](3k§fd)> + \/gr — sin’ (ngéid))

for vertically polarized waves [Zol93]. Due to the assumption that all transmitter and

. k=1.Kki=2.5pu=12
(2.39)

receiver antennas are vertically polarized, it is sufficient to consider only the absolute value
of the reflection coefficient of vertically polarized waves. Fig. 2.13 shows the reflection
coefficient p | <9](3k§fd)>, k=1.K, kg =2...5, p =1, 2, versus the angle ngkéfd), k=1.K,
kq = 2..5, up = 1,2, if walls made of concrete with €, equal 4.5+ j0.25 are assumed [Zol93].

pL (algkéfd))
1

0.8r

0.6

0.4

0.2

0 Il Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80 90

kka) ) o
o3 |
Fig. 2.13. Reflection coefficient p | (Hl(gks’ﬁd)) of vertical polarized waves versus the angle

05 kh=1..K, ka=2..5, p=1,2, ¢ =45 +j0.25 [Zol93]

With ¢q the velocity of light and with the total distances dgcéid), k=1.K, kg = 1...5,
p=1,2 of (2.33), (2.35), (2.36), (2.37) and (2.38) the delay

(kzkd)
Therd) = % k=1.Kki=1.5p=12, (2.40)

of each propagation path is given.
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For developing a channel model consistent with the ITU channel models, besides the delays
Tngd k=1.K, kqg=1..5 p=1,2, of (2.40) a power delay profile is required, which
describes the mean relative power of a channel tap with a certain delay. Together with

the total propagation distances d(k’kd) kE=1.K, kqg=1.5 p=1,2 of (2.33), (2.35),

(2.36), (2.37) and (2.38) and the reflection coefficient p; (0(k k) ), k=1.K, kqg=1..5,

pu=1,2, of (2.39) one obtains the power of the superimposed waves, which belong to the
path kg of the channel IR of user k in cell i, with the delay 7™, k =1..K, kg = 1..5,
pu=1,2, of (2.40) with respect to the power of the superlmposed waves, which belong to
the direct path with kq = 1:

L, for kq=1,
(kka) d) 2
P (d(k kd)> an (0}(3k§id)> ) for kq=2...5,
BS,,
k=1.K,u=1,2. (2.41)

It is further assumed that each MS is surrounded by a scattering area with a diameter
negligibly small compared to the size of the room, see Fig. 2.12. The scatterers could be
the mobile terminal on which the antenna is located, or even the body of a user which is
close to the antenna. Each wave transmitted from each MS is scattered at one scattering
point around the MS. The scattering points are assumed to be homogeneously distributed
in the scattering area, see Fig. 2.14. Since the diameter of the scattering area is small
compared to the size of the room and the walls, it can be assumed that the angles 0 (k kd ,
ke =1..Kq, k =1...K, u = 1,2, for those waves scattered in the same direction are the
same. These waves are assigned to one path. Since the power of superimposed waves of
the path kq is given by p({f’fd), ke =1..Kq, k=1...K, p=1,2, of (2.41), the number of
waves assigned to the path kq of the user k of cell u can be obtained by

(k.ka)
Byt = (pT—mE>J F=loKhy=1.5p=12 (242)
de 1 T7N

The locations of the scatterers are kept fixed, while all K’ MSs are moving with velocity
v into the direction given by the angle gos,k). gos,k) is uniformly distributed in the range
[0...27[, see Fig. 2.14. The movement of the MS takes place in such a small range that
the position of the MS can be considered constant relative to the walls and the locations
of the BS,, u = 1,2. With the velocity v and the wavelength A we obtain the maximum

Doppler frequency
v

fdmax = Y (2.43)

Based on the assumption of directionally uniform propagation of waves and homoge-
neously distributed scatters and with the maximum Doppler frequency fqmax of (2.43),
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Fig. 2.14. Scattering area around the mobile station
the Doppler power spectrum is [COS89, JakT74]
———, if [fal < famax
Se (0, fa) = { V1= (fa/Famax)” ’ (2.44)
0, else.

It is shown in [COS89] that under consideration of the Doppler power spectrum of (2.44)
and the number of waves Eg;’fd) of (2.42) of the kq-th path the Doppler frequencies féiﬁd),

i = 1...Eg§’fd), k=1.K, kqg=1..5 u=1,2, becomes

k.k
ffg:liyid) = _fd,max COs (’/T'Uzz) y

i y (kzkd) _ — —
u; € [0...1[,i = 1...Egg, k=1.K kg=1.5pu=1,2, (2.45)

where u; is uniformly distributed in the range [0...1].
Pk i — 1 BYR) k= 1K, kg =1..5 p = 1,2, is th hase of the i-th

BSuir ¢ = Lobpg, s B =LK, kg = 1.0 p=1, , 18 the zero phase of the i-th wave
of the path kq of the channel IR of user k£ in the cell p and is assumed to be uniformly
distributed in the range [0...27[. Together with these phases, the Doppler frequencies
féi;’;d) of (2.45), the delays T](gks’fd), k=1.K,ks=1.5 p=1,2 of (2.40) and the DOAs

or) k= 1K, kg = 1.5, = 1,2, of (2.32) and (2.34), the directional channel IR of
user k in the cell p at a defined RP at the location of the BS,, is

k
QE’-{I‘?’,BSﬂ (7-7 t’ QO) =

(k,kq)
Kq Posy

. 1 . . (k,kq) (k.ka) (k.kq)
S 75 2 X enihenl2n 0t it ae - s

k=1.K,pu=1,2. (2.46)
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Fig. 2.15 shows the relative powers pg’kd) kg = 1 Kd, with respect to the power of the

first path kq = 1 of (2. 41) and versus the delays TB ) ka=1. Kd, of (2.40) and Fig. 2.16

additionally shows p(T , kq = 1...K4, versus both the delays TBS kd = 1...K4, and the

DOAs ka) g =1.. Kd, for the propagation scenario of Fig. 2. 11.

k.kq)
101ogyq (p5) / dB
10—

_10,

_15,

-20r

_25 L

-35L I I I I I I
0 50 100 150 200 250 300 350

(k,ka)
BS / ns

Fig. 2.15. Relative powers pgf’kd), K4 = 1...Ky, of (2.41) with respect to P(Tk,i) ver-

sus the delays r](fs’“d), ke = 1..Kq, of (2.40) valid for the channel IRs

ﬁ%))’BS“(T, to, po) of the propagation example given in Fig. 2.11

The implementation of the presented channel model in a time discrete system simulation
tool can be done by limiting the channel bandwidth to the system bandwidth and sampling
the bandlimited channel IRs with the sampling rate used in the simulation tool in order
to obtain the corresponding channel IRs Q%),’BS (1,t), k = 1...K, similar to (2.30) for a
sampling time 7, equal to 0.461 us, see Fig. 2.i7. Furthermore, one can determine the
vectors h"*) | = 1.. K, k, = 1...K, of (2.1) by taking account of the K, antenna element
specific steering factors gg:’kd), kq=1.Kq, k=1.K, k, =1..K,, of (2.6). According to
(2.9) and (2.11) based on the vectors h***) the total channel IR vector h of (2.11) with
the corresponding covariance matrix R, ¢ of (2.13) is obtained for the proposed indoor
channel model.
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Fig. 2.16. Relative powers p(Tk’fd), kg = 1...Ky, of (2.41) with respect to p(Tk’ ) versus

k
g ps, (7:1)]

Fig. 2.17. Magnitude of @%&BS (1,t); bandlimited and sampled with a sampling time
T, equal to 0.461 us
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3 Directional interference models

3.1 Introduction

The following Section 3.2 describes a method for modelling intercell MAT in cellular mobile
radio systems with multi-antenna receivers. Intercell MAI is the co-channel interference
which affects reception of desired signals at the regarded BS and which is caused by
the users outside the cell under consideration, i.e. by users belonging to the other cells
[BKNS94a, BKNS94b]. The intercell MAI modelling presented below is used in the link
level simulations of the uplink under consideration of a multi-antenna TD—-CDMA receiver.
Besides intercell MAI, two other kinds of interference affect the transmission quality,
namely intersymbol interference (IST) and intracell MAT. IST is caused by the superposition
of signal components originating in temporally adjacent transmitted data symbols [Pro89,
Kle96], and intracell MAI is caused by the user signals other than the desired signals that
are simultaneously present in the same frequency band in the cell under consideration
[Pro89, Kle96]. Both ISI and intracell MAI are eliminated by the linear joint detection
(JD) scheme [Wha71, Ver86] proposed for TD-CDMA [BK95, Kle96, NTD*98], which is
also considered in this thesis. Therefore, ISI and intracell MATI are not considered in the
following.

Proper modelling intercell MAI in a CDMA system requires generation of a channel model
similar to the one for the desired signals also for the undesired signals, see Chapter 2,
and transmission of random data symbols spread by arbitrary CDMA codes over the
channels which have been generated by the created channel model. In order to reduce
the computational effort for interference generation, it is assumed in state of the art
interference modelling that intercell MAI can be represented by the equivalent low pass
representation of a random Gaussian signal that has the same spectral form as the desired
signals [Naf395, Bla98]. In the following this state of the art intercell MAT modelling is the
basis for the modelling of the temporal correlations of intercell MAI. The state of the art
modelling of the directional inhomogeneity of the intercell MAI is based on the assump-
tion that each intercell MAI signal has a discrete DOA and that different intercell MAI
signals are uncorrelated [Bla98]. In addition to the consideration of directionally discrete
uncorrelated intercell M AT signals the intercell MAI model presented in Section 3.2 allows
correlations between different intercell MAI signals to be considered and a directionally
continuous modelling of intercell MAI

After a description of the general intercell MAI model in Section 3.2, simplified versions
of this model, which are finally used for the evaluation of the TD-CDMA system, are
presented in Section 3.3.
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3.2 General model

An antenna with the beam width dg, which is located at the RP receives from direction
¢ the intercell MAT signal

n(p,t) =n, (¢, t)dp. (3.1)

n, (p,t) is termed azimuthal MAT density. The total intercell MAT signal which would be
received by an omnidirectional antenna at the RP is

n(f) = / "0, (o, 0) . (3.2)

For each arbitrary angle ¢; the signal n, (p1,t) dpy, which is received at the RP by
an antenna with the beam width ¢ — %“"...gol + %‘p, is assumed to be represented by a
sample of a temporally stationary, ergodic, zero-mean Gaussian process which is linearly
filtered by the GMSK chip impulse Cq () [ETSI97] with the time-bandwidth product
0.3. The spectral form of intercell MAT results from the specified filter function and is
equivalent to the spectral form of the desired signals in the mobile radio system under
consideration. This means that the temporal correlation of each individual intercell MAI
signal n, (,1) dy is known. If versions of the same interference signal with different delays
come from a direction ¢, then in general the spectral form of the total interference coming
from this direction is not the same as the spectral form of the individual signals [Liik79],
since specific relationships exist between these signals as regards delay and phase. It is
assumed below that these relationships between delay and phase are constantly changing
so that the spectral form of the total interference coming from direction ¢ is on average
equal to the spectral form of the transmit signals. Modelling of the band-limited intercell
MATI by filtering the sample functions of a stationary Gaussian process is state of the art
and is described in detail in [Bla98] and for this reason is not presented in greater detail
here.

The following assumes that the spectral form of the signals n, (p,t)dy, ¢ € [0...27],
is independent of azimuth angle . The intensity of signals n, (¢,t) dp, ¢ € [0..27[ is
described by the azimuthal intercell MAT density n, (¢,1), ¢ € [0...27[ and is given by
the propagation conditions. With the model described below, azimuthal MAI density
n, (1), ¢ € [0..27], serves as a basis for describing the assumed interference scenario.
The selection of n, (¢,t), ¢ € [0...27[, determines a particular interference scenario. The
temporal and directional auto correlation function of the azimuthal intercell MAI density
n, (p,t) at RP is

R, (p1,02,At) = E{n, (¢1,t) -0}, (02, t + At)}, @1, € [0...271] . (3.3)

Forming the expected value with operator E {-} in (3.3), as also in the following equations,
represents formation of an expected value over time ¢. Starting from (3.2) and (3.3), this
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produces a total average intercell MAI power to [Pap65]

a2 E{(/:ﬂﬂ@ (on.1) d¢1> . </02”@; (w2, 1) d@z)}

= /%/%E{ﬂ (1,8) - 1, (p2,1) } dipz depy

= / / gpl,@, 0) dgsy depy. (3.4)

at an omnidirectional antenna at the RP. An intercell MAI signal arriving at the RP at
an angle ¢ received by an antenna at the RP with the beam width d¢ therefore has an
average amplitude of

o (¢) = /R, (¢, ¢,0) dep. (3.5)

From the general intercell MAI model considered in the following six different intercell
MALI scenarios can be derived. The six intercell MAI scenarios differ with respect to
correlation characteristics of the interference signals and with respect to the azimuthal
power distribution of the incident intercell MAT at the RP:

e Signals n(¢1,t) and n (ys,t), received from different angle ranges ¢; — <2...p1 +

%‘p and @y — %’0...@2 + %", ©1 F 9, at an antenna with the beam Wldth dgo are

uncorrelated. For the spatial and temporal correlation function of the intercell MAI
signal n (@, t) of (3.1) the following applies:

_ e :+:0 :ifgpl:(p?
R, (oo 80 =Enfent) o e+ a0y 0 AT2 )

e Signals n (gol, t) and n (g9, 1), received from different angle ranges ¢ — %"...g@l + %"
and <p2— do 492 5, 01 F 2, at an antenna with the beam width dg are correlated.
The followmg applies to the spatial and temporal correlation function of the intercell
MATI signal n (¢, t) of (3.1):

R, (41,02, At) = E{n (p1,t) - 0" (p2,t + At)} £ 0, for any @1, @a. (3.7)
In both cases the intercell MATI can comprise:

e directionally purely discrete intercell M AT signals,
e directionally purely continuous intercell M AT signals,

e a combination of both that is discrete and continuous intercell MAI signals.
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Investigations concerning the assignment of the intercell MAI power to the existing in-
terference sources in a cellular system [Ste96] showed that most of the interference power
that impinges at a RP of a cell under consideration originates from only a small number
of interference sources. The remaining intercell MAI power comes from a large number
of intercell MAI signals, each contributing only a small part to the total intercell MAI
power o2. Based on this investigation into the intercell MAI signals, it can be assumed
that the combination of the directionally discrete and continuous intercell MAI is the
most realistic intercell MAT scenario. In this combined scenario the power o2 of the di-
rectionally continuous component must be smaller than the power o2 of the directionally
discrete component which is received at an omnidirectional antenna at the RP. It is as-
sumed below that the directionally continuous component and the directionally discrete
component are directionally uncorrelated. Consequently, the total intercell MAI power is
given by

o? =0’ +a;. (3.8)

With the DOAs fyi(ki), ki = 1...K;, of the directional intercell MAI signals the azimuthal
MAT density n, (¢,t) can be described by utilizing the azimuthal MAT density of the
continuous component n. (¢,t) and of the directional component ny (¢, t) according to

1, (p,1) = ne (,1) + Z g (p;1) -0 (so - %(k”) : (3.9)

ki=1

Fig. 3.1 shows an example of the combination of the directionally continuous component
and the directionally discrete component with three discrete intercell MAI signals with
the DOAs %(ki), ki =1...3 at a certain time ?,.

The following assumes an antenna array with K, antenna elements at the BS site. The
distance [*») of the array element k, to an assumed RP and the angle a(*=) have already
been introduced in Section 2.3.1, see Fig. 2.1. The far-field conditions and the narrowband
assumption which are mentioned in Section 2.3.1 apply equally to the interfering signals
and the desired signals. Note that similar to (2.6) the narrowband assumption implies
that the effect of a time delay 7 on the received waveforms is simply a phase shift [RK89],
ie.

n, (o, t+17) = n, (1) - 2T e [0...27], (3.10)

if f. is the carrier frequency. From Fig. 3.2 it becomes obvious that according to (2.5) the
phase shifts are given by

2
B( 0, ka) = TW %) cos (o — a®) |k, = 1..K,, ¢ € [0...27], (3.11)
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discrete component continuous component

Fig. 3.1. General model with a discrete component which consists of K; = 3 intercell
interferers and a continuous component

interfering signal n (¢1,t) dy

planar wave front

antenna element £k,

RP

Fig. 3.2. Planar wave front of an intercell MAI signal impinging at the RP and the
antenna element k, [BPH99]

where A is the carrier wavelength. Based on the density n, (p,?) and considering the
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phase shifts ¢ (p, ka), ka = 1...K,, ¢ € [0...27[ of (3.11) we obtain the intercell MAI signal

2w
nl*) (1) = / n, (,1) - 98k dg, (3.12)
0

which is received at the antenna element k, having an omnidirectional beam pattern.
From (3.3) and (3.12) we obtain the autocorrelation functions of the signals received at
the antenna elements u and v

27 2
R("V (At) = / / R, (1, p2, At) - @102 dop) oy, w,v = 1..K,. (3.13)
0 0

Now, only the time-discrete representation of the signals is considered with the objective of
describing the correlation functions given by (3.6), (3.7) and (3.13) by covariance matrices.

In opposite to the correlation matrix R, ¢ of (2.12) these matrices are called covariance

matrices, since the intercell MAT signals are assumed to be mean-free [Pap65]. The
intercell MAT at the RP is temporally sampled by the chiprate 1/7. in order to obtain

the samples

NRPp (p) = n, (p,(s—1)T.) dp, s=1...5, (3.14)

which are dependent on the azimuth angle . With the samples ngp , (¢), s = 1...5,
¢ € [0..27[ of (3.14) each intercell MAI signal at the RP can be represented by the
interference vectors

Ngp () = [ngp (©) -Ngp s (@), ¢ el0..2x], (3.15)

where each component of the vectors is a function of the azimuth angle ¢ and where
S is the number of considered samples of the intercell MAI signal. According to the
relation between n (¢,?) and n, (¢, t) given by (3.1) and considering (3.14) and (3.15) the
azimuthal MAT density vector n, (p) can be defined by

ngp (@) = n, (@) de. (3.16)

With (3.5) the vectors of (3.15) can be normalized by

- 1
Dgp () = ngp (@) (3.17)
R, (o, 0,0)dy
and we obtain
- 1
hgpp (p) = —=———=n,(p) (3.18)
R, (¢, ¢,0)

by taking (3.16) into account. As already mentioned at the beginning of this section,
independent of the azimuth angle ¢ all intercell MAI signals have the same spectral form.



64 Chapter 3: Directional interference models

Therefore, the normalized intercell MAI vectors ngp (@), ¢ € [0...27[, of (3.18) have the
same normalized temporal covariance matrix

B ﬁRP,l (¢)
R, = E : . (ﬁ*RP,l (¢) - Digp.s (‘P))
ﬁRP,s (‘P)
E {ﬁRP,l () 'ﬁﬁp,l (W)} .. E {ﬁRP,l (¢) 'ﬁf{P,S (W)}
E {ﬁRP,S (@) ) ﬁ*RP,l (W)} E {ﬁRP,S (‘P) ) ﬁ*RP,S (90)}
o =[0...27, (3.19)

of the dimension S x S. Consequently, the cross-correlations of two intercell MAT signals
impinging from ¢, and @5 can be represented by the normalized temporal S x S covariance
matrix

) ﬁRP,l (¢1)
Rip (p1,92) = E : ‘ (ﬁ*RPJ (¢2) ...0kp 5 (902))
NRp,s (¢1)
E {ﬁRP,l (¢1) - ﬁik{P,l (@2)} .. E {ﬁRP,l (¢1) 'ﬁ*RP,S (802)}
E {ﬁRP,S (801). : ﬁf{P,l (@2)} E {ﬁRP,S (Wl). : ﬁ*RP,S (@2)}
1, 9 = [0...27]. (3.20)

The intercell MAI vector, which represents the MAI signal received at the antenna element
k., is related according to (3.12) to the intercell MAI density vectors n, (¢), ¢ = [0...27[,
of (3.16) via

2w
gwa):/ n, (¢) @k dp. k= 1..K,, (3.21)
0

[Bla98]. The covariance matrix of the intercell MAT vectors n®) of the array element u
and n® of the array element v is denoted by

R — E{Q(u) g(”)*T}, u,v =1...K,. (3.22)

Under consideration of (3.18), (3.20) and (3.21) the S x S matrices R, u,v = 1...K,,
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of (3.22) can also be written as

R(U,U)

=—n

- {(/ () - e dwl)-(/o%gfm) e diy ) |

2T 2T
N / / E{n, (¥1) pa) } - @ Oer ) doy dopy
= / / \/R (£1,91,0) - R, (92, ¢2,0) - E {figp (1) - fipp (02) }

(p1,u)—d(p2,0)) dys doy
2 2m
= / / \/R (¢1, 1,0 R(p (92, 02,0) - Rgp (91, 02) - el (le1w)=d(p2.0)) dipg depy,
u,v=1...K,, (3.23)

which represents (3.13) by using a matrix notation.

Finally, the general correlation functions of (3.6) and (3.7) can also be represented by a
matrix. Therefore, the total intercell MAT vector

n= [n(l)T...n(K“)T} B

= il == b

(3.24)

of dimension SK, can be used, which is a concatenation of all K, intercell MAI vec-
tors n#) k, = 1...K,, of (3.21), which are received at the K, antenna elements. The
corresponding total intercell MAI covariance matrix [Bla98§]

R, = E{nn™}
n®

= E : - (W nFT) (3.25)
n(Ka)

of the total intercell MAI vector n of (3.24) with the dimension (K,S) x (K,S) can be
expressed under consideration of the partial matrices Eg“’”), u,v = 1...K,, described by
(3.23), as

BEILI) o lel,Ka)
EE}Ka,l) o EE}Ka,Ka)

If we assume that the intercell MAI signals ngp (), ¢ = [0...27], of (3.15) are uncorre-
lated, i.e.,

~ R ,if
ERP (8017 §02) - { O_t if ii :+: 222 ) (327)
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(3.23) takes the simple form

n ==

27
RO R, . / R, (¢,0,0) - JOE0=060) du = 1K, (3.29)
0
With the scalars

2m
p) — o) _ /0 R, (9, 9,0) - dOE0-660) 4oy v =1..K,, (3.29)

the partial covariance matrices R wu,v = 1..K,, of (3.23) of the total covariance
matrix R, of (3.25) can be written as

Egu,v) — Z(uﬂl) . E’ u,v = ]----Ka- (330)

As an example, a combination of a directional intercell MAT scenario with K; discrete
interferers having the powers (a(ki))Q, k; = 1...K;, and the DOAs %(ki), ki = 1...K;, and
a continuous intercell MAI scenario is considered. Assuming directionally uncorrelated
intercell MAI and considering (3.3) and (3.9) we obtain

R, (¢,¢,0) = E{|n, (p,1) |’} + ZE {Ing (0.) |2} -6 <g0 . %(’“i)) . pelo..2n]

i=1

(3.31)

With the azimuth power density

pe() = E{lnc (0,07}, € [0..2n], (3.32)

of the continuous component and with the interference powers

(a(”“i))2 = /%E {|ﬂd (fyi(ki),t) |2} -0 ((p - fyi(ki)> de, k=1.K, (3.33)
0

of the intercell MAI signals of the discrete component and considering (3.31), the scalars
of (3.29) become

27
Lo = /
0

K; ' '
= 3 (W) (o(n" ) =0 ("))

ki=1

(. S/

~
directional component

K;
> E{|ng (¢.t)?} -0 (¢ _ %uci)) + e (80)] . 9o —0(e0) g,
ki=1

27
_|_/ De (80) . ol (@(pu)—d(e.)) do, w,v=1.K,. (3‘34)
0

N J/
-~

continuous component
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Depending on which of the three interference scenarios - namely purely directional, purely
continuous or a combination of both - is considered, the scalars ("), u,v = 1...K,, of
(3.34) consist of a directional component and/or a continuous component. Due to (3.26)
and (3.30), the total covariance matrix R, of (3.25) can now be expressed as

T(Ll) . Rt . E(l,Ka) . Et

R, - ; 5 . (3.35)

T(LK&)* . Et T(Ka:Ka) . Et

Since the scalars (") u,v = 1..K,, of (3.29) represent the spatial correlations of the
intercell MAT signals na) k. =1...K,, received at the K, antenna elements, a spatial
covariance matrix

(1) (LK)

R, = : : (3.36)

T(LKB)* T‘(

Ka,Ka)

of the intercell MAI of dimension K, x K, can be established. The elements f(“’”),
u,v = 1...K,, of the matrix R, of (3.36) include the phase factors ¢ (¢, k,), ¢ € [0...27],
ko, = 1...K,, given in (3.11). Therefore, the matrix R, of (3.36) contains information
concerning the directional properties of the intercell MAI. Utilizing the Kronecker product
[Gra81], (3.35) takes the form [Bla98, WP99¢c, Pap00]

R,=R,®R,. (3.37)

From (3.35) and (3.37) it becomes obvious that the temporal correlations are the same
at the K, antenna elements, since the normalized temporal covariance matrix R, is the
same at each antenna element. In order to obtain the intercell MAI vectors

T
l’l(ka) = [ﬂgka)---ﬂéka)] ) ka - 1"'Kaﬂ (338)

of (3.21), which are finally required for the simulations, first K, vectors ngp ., ka = 1... Ky,
of dimension S are taken from a zero-mean, stationary Gaussian process and are filtered
with the GMSK chip impulse. After vectors ngp . , ka = 1...K, have been filtered, they
are arranged in a K, X S matrix as follows:

BIT{P,l
Ngp = : : (3.39)
EEP,Ka
With the Cholesky decomposition
Es = Ls : L:T (340)
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of the spatial covariance matrix R of (3.36), we obtain the K, x K, triangular matrix
L_, which can be utilized to obtain the K, x S matrix

N = L, - Ngp, (3.41)

the rows of which contain the spatially and temporally correlated vectors n*»), k, =
1...K,, of (3.38). The concatenation according to (3.24) of the vectors nt*s) k, = 1...K,,
obtained via (3.41), forms the total intercell MAI vector n, which has the desired covari-
ance matrix R, of (3.26). From (3.19), (3.37), and (3.39) to (3.41) it becomes obvious
that in the case of uncorrelated intercell MAI only the spatial covariance matrix Ry is
required in order to characterize a certain intercell MAI scenario derived from this general
model, since at least R, from (3.19) is the same for all possible variations of the general
model and, according to (3.19) also R, is known.

So far, only directionally uncorrelated intercell MAI signals have been considered. In
the following directional correlations of the intercell MAI signals are taken into account.
Correlation of the intercell MAI can mean that a number of intercell MAI signals originate
from the same source, i.e. are attributable to the same transmit signal of an interferer,
and arrive at the RP by different paths with different DOAs. The multipath propagation
means that different delayed versions of the same interference signal can arrive at the
RP under different DOAs. The assumption was made at the start of the chapter that
the relationship between the time delays of the different versions of an interference signal
coming from a direction ¢ are constantly changing. The assumption made below is that
specific time-delayed versions of an interference signal coming from different directions
©1 F o have a fixed delay relationship to each other. Fig. 3.3 gives an impression of how
the correlations can occur by having two times the same signal relatively delayed with
respect to each other. The difference of the sum of the partial distances d; (m) and dy (m)

ki—th interferer

reflector

Fig. 3.3. Typical propagation scenario leading to correlations of the [-th and the
m~th intercell MAT signal originating from the k;—th interferer

of the m—th signal and the distance d; (1) of the [-th signal

Ad = (dy (m) + dy (m)) — dy (1) (3.42)
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leads to a phase shift

Ad
between the m-th and the [-th signal. For modeling the intercell MAI with correlated
interference signals on the basis of overlaying of different time-delayed versions of the
same interference signal, there are three distinct cases:

1. The relative delays of the different versions of the same interference signal are smaller
than the half chiprate T, /2. As a result of discrete signal transmission the correlation
function of the receive signals at the antenna element u and v R (At) can be
represented as shown in (3.13). If it is assumed that the receive signal m is correlated
with the receive signal [ at the RP, the receive signals m and [ at the RP differ only
in their power (0(1))2 and (O'(m))2 according to (3.33) as well as through their DOAs
¢, and @, see Fig. 3.3. The receive signal m is thus produced from the receive
signal [ for

g () = \/Eg:fgjjj;ﬁ) me (@), euen =020 (340

Since signals ngp (¢;) and ngp () only differ in their power and not in their spec-
tral form, the following is obtained taking account of (3.44) for covariance matrices
according to (3.23)

2 27
R / / \/R ©1:91,0) + Ry (0, om, 0) - e @r)=0(en0) qg5) deg,,

u,v =1...K,. (3.45)

According to (3.26) the total covariance matrix R, with the partial matrices R,
u,v = 1...K,, of (3.45) can be obtained. From (3.45) it becomes obvious that the
total covariance matrix R, can be split up into a spatial covariance matrix Ry
according to (3.36) - including the scalars

/ / \/R (1,21, 0) - By, (@ o, 0) - P00 =00m ) dopy degy,,

u,v = 1...K,, (3.46)

— and a normalized temporal covariance matrix R, of (3.19) by the Kronecker prod-
uct according to (3.37). If Ry is known, the intercell MAI vectors ntf) k, = 1...K,,
of (3.38) received at the K, antenna elements according to the procedure described
by the equations (3.39), (3.40) and (3.41) in Section 3.2 can be obtained.

2. The relative delays of the different versions of the same interference signal are greater
than the duration of the GMSK chip pulse of 5T, [ETSI97]. The different versions of
the same interference signal can be viewed as uncorrelated in this case. The intercell
MAT is modelled in this case in a similar way to the modelling of uncorrelated
intercell MAT described above.
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3. The relative delays of the different versions of the same interference signal are greater

than half the chiprate T;/2 and less than the duration of the GMSK chip impulse of
5T, [ETSIO7], i.e. the relative delays of the different interference signals of a source
must be taken into account as well in interference modelling. To simplify modelling
only a small number K; of interference sources will be assumed in this case. The
interference signals of the K; interference sources propagate over K4 paths to the
RP. The intercell MAI signal kq which comes from the source k; can be described

according to (3.15) with vector ng“ @) of dimension S. The interference signals

nlff) o= 10K, kg = 1..Kq have the DOAs 4% k= 1. K;, kq = 1..Kq,
at the RP and in line with (3.33) powers (O'(ki’kd))Q, ki = 1..K;, kq = 1...K4. For
modeling the temporal correlations of the sum signals which are produced, by over-
laying the n(k“kd) ki = 1...K;, kq = 1...K4, signals at the RP only the relative delays
are relevant. This means that without restricting general applicability, interference

signals n}fg,’l ki = 1...K; can be assigned the relative delay time

tE) =0, k=1..K;. (3.47)

The remaining K4 — 1 interference signals of the source k; are assigned according to
their increasing relative delay time t(fi#a) < ¢(kikatl) }o — 1 K, —1 with ascending
number k4. This means that the version Ky of the interference signal originating
from the source k; is the version which is relatively delayed the longest. Only integer
multiples of chip duration T, are assumed as possible relative delay times, i.e.

(kiska) — q(kiakd) T, q(kiakd) — {q(ki:kd) elN|0< q(kiakd) < 5}’
ki = 1.K,kqg=1...Kq4. (3.48)

For modelling the relative delays of the Ky versions of the intercell MAI signal
originating from the source k;, the starting point is a vectors n(vk“ K4) which contains
S + ¢ki-Ka) samples of a Gaussian process filtered with the GMSK chip pulse. With

carrier frequency f. K4 — 1 further vectors are formed by

O'(kiakd_l)

(kika—1)  _ . (kiska) _j2m feqkika) T,
ﬂvvs ! o O—(k:i,kd) —V,s+q(kiskd) eJ ! ’
S = 15, ki = 1---Ki; kd = 2...Kd, (349)
in which case vectors nS, i-ka) ki =1..K;, kq = 1...K4+1 have dimension S 4 ¢(¥-Fa)

ki =1..K;, kg = 1...Ky. Flg. 3.4 clarifies the relationship of the elements of the
vectors n(k“kd) ki = 1..K;, kg = 1...K4 described by (3.49). The first S elements of
vectors ny (ki ka) , ki =1..Kj, kg = 1...Kq4, in each case correspond to the elements

ngst) = plika) s = 1.8k = 1. K, kq = 1. Ky, (3.50)

which make up the vectors nm;’kd ki = 1..K;, kq = 1...K4. The signals required
for interference simulation which are received at the K, antenna elements of the
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T
k;,1 iy i
(" [TT « « o [T11]
%)
n{"? (L1 « w o [
ki3 \\\\
n{? [TTEEEEET « « o FEFET]
! |
q(kis2) . TC
q(ki13) . TC
S-T,

t
Fig. 3.4. Example of the relationship of the elements of the vectors Q(Vki’kd), kq =1...3,
with the relative delays ¢%) . T, of K4 = 3 vectors

antenna array, are produced in line with (3.21) and taking into consideration (3.50)

Ki Kq (ki k) ¢( (ks kd)k)
ka ki k j iRd)T i % v sva
n) =37 :ggw @) | piwg e . ka=1..K,. (3.51)
ki=1 kq=1

3.3 Special intercell M AI scenarios derived from the
general model

3.3.1 Directionally uncorrelated interference scenarios

A great variety of intercell MAI scenarios and intercell MAI situations concerning the
position of the interferes and the power of the individual interferers can be derived from
the general intercell MAI model described in Section 3.2. Three special intercell MAT sce-
narios which are considered in the system simulations and which are based on the general
intercell MAT model are described below. In the three scenarios exclusively temporarily
uncorrelated intercell MAT signals ngp (¢), ¢ € [0...27[, of (3.15) are assumed:

e Intercell MAI scenario 1: The intercell MAI consists only of the continuous com-
ponent of the general intercell MAT model, which is described in Section 3.2. o2 is
the total power of the continuous component of the intercell MAI and the azimuth
power density at the RP

>1|°w

pJ@:g, € [0..27], (3.52)
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which was introduced in (3.32) is constant see Fig. 3.5 a). Without loss of generality,
we assume that the antenna element v is located at the RP. Hence, according to
(3.11)

d(p,v) =0, ¢ €[0..27], (3.53)

is obtained. Consequently, the scalars r(“?), u,v = 1...K(,, of (3.29), which specify
the spatial correlations between the intercell MAI signals n® and n® of (3.38),
and, which finally form the spatial covariance matrix R, of (3.36) of the continuous
component, take the form [Bla98, BPH99, WPE9S]

2 “
f(u’v) — / De (90) _ej27r¥ cos(p) d(p
0

2 2
o 1(w)
0O e]?ﬂlT cos(7i) d,yl
2w Jo

] ()
= o2-J <27r7) : (3.54)

whereas Jo (-) denotes the Bessel function of order zero. It has been assumed in
(3.53) that the antenna element v is located at the RP. Now for the general case the
distances [ in (3.54) must be replaced by the distances {(“) between the antenna
elements u and v of the array. Therefore, the elements of the matrix R, of (3.36)
are given by

) — g2 g (%l(A’ )> . (3.55)
The intercell MAT scenario 1 is illustrated in Fig. 3.5 a). By knowing the total
spatial covariance matrix R, from (3.36), we obtain the intercell MAI vectors n*e),
ks = 1...K,, of (3.38) at the K, antenna elements, which include the correlation
properties of the intercell MAT scenario 1, according to the procedure described by
the equations (3.39), (3.40) and (3.41) in Section 3.2.

Intercell MAI scenario 2: The intercell MAI consists of both the discrete and the
continuous component according to the general model presented in Section 3.2.
the total power of the discrete component is o3 and it is assumed that the K;
directionally uncorrelated intercell MAI signals with its DOAs fyi(ki), ki = 1..K;,
have equal power

2
k)2 = 2d g = 1K 3.56

(o)) xo =LK (3.56)

In the simulations the DOAs fyi(ki), k; = 1...K;, are kept fixed or are assumed to
be randomly distributed in the range [0...27[. The continuous component of the
intercell MAI scenario 2 is equal to the intercell MAI scenario 1, i.e. the azimuth
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power density of the continuous component p. (¢), ¢ € [0..27[, is constant, see
(3.52). Under consideration of (3.56) and (3.52) the scalars %), u,v = 1...K,, of
(3.34) can be determined by

ol i (1)
p(u) 0_(21 eJ(¢(%(k)7“)*¢(%(k)’”)) + o2 Jg (27rl T ) . u,v=1...K,.

! klzl N ”

J/ v

continuous component

;

~
discrete component

(3.57)

With the scalars (%) u,v = 1...K,, of (3.57) the total spatial covariance matrix
R, of (3.36) is given which is required for the generation of the noise vectors n(*),
k., = 1...K,, that correspond to the presented scenario 2. As it has been already
described in Section 3.2, the vectors n*»), k, = 1...K,, can be obtained from the
rows of the K, x S matrix N of (3.41). Fig. 3.5 b) shows the intercell MAI scenario
2 with K; equal to one intercell MAI signal of the discrete component.

Intercell MAI scenario 1 Intercell MAI scenario 2
discrete
component

continuous
component continuous
component

a) b)
Fig. 3.5. a) Intercell MAI scenario 1; b) Intercell MAI scenario 2 with K; =1

e Intercell MAT scenario 3: The intercell MAI consists only of the discrete component,
where the intercell MAT power (a(ki))2 of the k;—th interferer is chosen according to
the results of the investigations made by A. Steil [Ste96] concerning the interference
power distribution on the intercell MAI sources in a cellular mobile radio system.
In this investigation different cluster sizes r, which give the number of adjacent
cells that utilize disjoint partial frequency bands of the total system bandwidth
[Lee89, Hess93], are taken into account. In Section 3.2 it has already been mentioned
that the general model is based on the assumption that only a few intercell MAI
signals which originate from only a few interference sources mainly contribute to the
total intercell MAI power o2 which is received at the RP. The remaining intercell
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MATI originate from a large number of intercell MAI sources. With the computer
program CEST [Ste96] it is possible to generate realizations of the intercell MAI with
the total power o2, which is assumed to be received at one single omnidirectional
antenna at the RP of a reference cell in a theoretically infinitely distended cell net.
The intercell MAI power o2 generated by the program CEST has been analyzed by
A. Steil with regard to the number of disturbing radio sources which contribute to
the power o2, without respect to the DOAs [Ste97]. Now, the goal is to combine the
results of A. Steil dependent on the cluster size r with regard the number K; and the
power (O'(ki))2, ki = 1...K; of the intercell MAT signals with the general directional
intercell MAI model of Section 3.2 in order to obtain a more realistic assignment
of the intercell MAT power (U(ki))Q, k; = 1...Kj, to the individual interferer than in
the intercell MAI scenarios 1 and 2, where all interferers of one component have the
same power and where no dependency on the cluster size r is considered. To obtain
the desired values of (a(ki))2, k; = 1...K;, with CEST, it has been presumed that
the cellular mobile radio system under consideration is interference limited and that
the results are obtained without the presence of intracell MAI. The results hold for
any arbitrary but fixed cell of one reference cluster, which is representative for any
cell of the assumed cell net [Ste96, Ste97]. The bar charts presented in the Figures
3.6 and 3.7 show the normalized values

(k)
(540" = M, hi=1... K, (3.58)

for a given standard deviation of intercell MAI power o of 8 dB and under the
assumption that an average number of K equal to four, six and eight users are
active per cell. In Fig. 3.6 the cluster size r of one is chosen and in Fig. 3.7 a
size r of three is chosen. In the Figs. 3.6 and 3.7 each bar consists of K; equal
to eight gray stripes which alternate in the intensity of their shade. The width of
the stripe k; of each bar is proportional to (5(ki))2, ki = 1...8. Known from the
literature [Lee91, Par92, Ste92], the attenuation coefficient «, which is a measure
for the decrease of received power, if the distance between transmitter and receiver
is increased, is set to four. From the Figs. 3.6 and 3.7 it becomes obvious that the
mean number of intercell MAI sources that contribute to o2 for a given percentage
of, e.g. 60%, increases, if K is increased, and it decreases, if the cluster size r is
increased. Regarding the bars in the Figs. 3.6 and 3.7 valid for the mean number
K equal to four of active users per cell, one can see that dependent on the cluster
size r, approximately four or two contributions to o2, respectively, already cause
60% of the total intercell MAI power o?. This result fits in with the statement
given in Section 3.2 that the biggest part of the intercell MAI power originates only
from a few intercell interference sources. Furthermore, the Figs. 3.6 and 3.7 show
that the intercell interference diversity decreases if r is increased. To exploit the
results given in the Figs. 3.6 and 3.7 in order to generate a directional intercell
MAI scenario, it is assumed that the power (a(ki))2 of the intercell MAI signal £;
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Fig. 3.6. Values of the k;—th contribution (5(ki))2 of (3.58) to the total intercell MAI
power o2 at the RP; r = 1; a = 4; 0 = 8dB; C' = const. [Ste97]
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Fig. 3.7. Values of the k;—th contribution (5(ki))2 of (3.58) to the total intercell MAI
power o2 at the RP; r = 3; a = 4; 0 = 8dB; C = const. [Ste97]

impinges with the DOA yi(ki) at the RP. In the case of a cluster size r equal to one,
it can be imagined that all K intercell interferers are arbitrarily located within the
six adjacent cells with respect to the cell under consideration. If K equal to eight
intercell interferers are active and if it is assumed that the relevant interferers are
only located in the adjacent cells, the total number K; of intercell interferers is equal
to 48. The percentage parts (5(ki))2, k; = 1...8, of the total intercell MAI power o2
of the eight strongest intercell interferers can be obtained from the Figs. 3.6 and
3.7. The remaining intercell MAI power is evenly distributed to the remaining 40
intercell MAT signals. All DOAs fyi(ki), ki = 1...Kj, are uniformly distributed in the
azimuth. In the case of a cluster size r equal to three, the intercell interferers are not
located in the adjacent cells. As becomes obvious from Fig. 3.8 in the case of r equal
to three, there exist ranges of azimuth angles which are free of impinging intercell
MAI, and there exist preferential directions of the intercell MAI, if only scattering
nearby the mobile station is assumed. In this case the DOAs %(ki), ki = 1..K;,
are randomly distributed in the allowed azimuthal regions. With the DOAs %(ki),
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\

Fig. 3.8. Intercell MAI scenario with a cluster size r equal to three and K = 4

ki = 1...K;, and the knowledge of the antenna geometry the phase factors ¢(k;, k,),
ki = 1..K;, ky = 1...K,, from (3.11) are given. Furthermore, with the normalized
values (&(ki))2 of (3.58) and the total intercell MAI power the scalars

K; ) .
ro0) = 2 3 (500)2 . SO0 () 2 K (3.59)
ki=1

which describes the components of the spatial covariance matrix R of (3.36) can
be determined. Knowing R, the intercell MAI vectors n) k. =1...K,, at the K,
antenna elements valid for the scenario 3 can be obtained in the same way as it has
been done for the scenarios 1 and 2.

3.3.2 Directionally correlated interference scenarios

In Section 3.3.1 it is assumed that each of the K; intercell MAI signals that impinge at the
RP has one single discrete DOA fyi(ki), ki = 1...K;. In the case of multipath propagation
this assumption must not be true. For instance, in Fig. 3.9 it is shown that the propagation
of the signal of one single intercell interferer K; = 1 takes place via two paths with the
different DOAs %(1,1) and ,Yi(1,2) at the RP. In Section 3.2 it has been shown that the
sum of a signal propagating on two discrete paths has different correlation properties
depending on Ad of (3.42), which gives the difference of the length of the two paths,
and depending on their DOAs. Based on the general model presented in Section 3.2, the
following scenario which includes directionally correlated intercell MAI signals is proposed
for the consideration in the TD-CDMA system simulations. The scenario is characterized
by the following properties:
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e The temporal correlations of each single intercell MAI signal are given by Et of
(3.19).

e As it is shown in Fig. 3.9, the proposed intercell MAT scenario consists of a contin-
uous and a discrete component, which in general are described in Section 3.2.

e All intercell MAI signals of the continuous component are uncorrelated and have
equal power. The corresponding spatial covariance matrix R, of (3.36) is equal to the
spatial covariance matrix of the intercell MAI scenario 1 described in Section 3.3.1,
with the components %), u,v = 1...K,, of (3.55).

e Only Kj; equal to one single intercell interferer is considered which contributes to the
discrete component. The interference signal propagates via Ky equal to two paths
with the different DOAs %(1,1) and %(1,2) and equal powers, i.e.

1,1\2 _ 1,21\2 _ 0?1
(e = (61D = 5 (3.60)
at the RP. In the description of the general model in Section 3.2 three possibilities
concerning the relative delays of the Ky intercell MAI signals ggg;kd), kq = 1...Kgq,
from the intercell interferer k; are described. The following two of these three pos-
sibilities in the case of Ky equal to two are considered in this special directionally
correlated interference scenario:

1. The signals gg{:l) and g%’?) impinge at the RP with no relative delay, i.e. Ad of

(3.42) is equal to zero. Hence, considering (3.60), (3.46) and (3.55) the scalars
r) y v =1..K, of (3.46) take the form
2 [ (sv)

ﬁ(um:%.(ej<¢<Lu)«b@m))+ej(aﬁ(&u)«b(l,vn)+UC2.JU (27r - ) (3.61)

If the scalars 7%, u,v = 1...K, of (3.61) are known, the spatial covariance
matrix R, of (3.36) is known and the intercell MAI signals received at the K,
antenna elements can be obtained in the same way as described in Section 3.3.1
for the directionally uncorrelated scenarios.

2. The signals ggﬁ}) and ggﬁ?) impinge at the RP with a relative delay according

to (3.49). In this case, the vectors n*e) L, = 1...K(,, of the discrete component
are obtained by (3.51).
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Fig. 3.9. Intercell MAI scenario with a continuous component and with K; = 1 in-
terference source; Kg = 2 paths with the DOAs %(1,1) and 7.(1’2) at the RP

1



79

4 Visualization of the potential of adaptive
receiver antennas

4.1 Introduction

As already mentioned in Chapter 1, array antennas with omnidirectional antenna ele-
ments obtain specific directional characteristics through the appropriate processing of the
receive or transmit signals of the individual elements [MM80]. The aim in the uplink is
to carry out signal processing at the individual antenna elements in such a way that the
resulting mean SIR v at the output of the signal processing unit is greater than each
of the mean SIRs 7*»), k, = 1...K{,, at the individual receive antenna elements. When
receiving via array antennas, the correlation characteristics of noise signals have an effect
on the resulting mean SIR v. To process the receive signals of the individual antenna
elements, correlation characteristics of noise signals can be included in signal processing.
This chapter is designed to establish how the mean SIR = behaves compared to just a
single omnidirectional receive antenna with and without taking account of the correlation
characteristics of noise signals, respectively, i.e. with and without taking into considera-
tion the spatial covariance matrix Ry of (3.36). The potential of different adaptive array
antenna configurations to improve the mean SIR ~ in the presence of spatially correlated
interference is visualized by the directional array antenna gains. These directional array
antenna gains are investigated for different array configurations dependent on the discrete
DOA of a single desired user signal, where the DOA is perfectly known and considered
in the signal processing. In addition the effect of choosing different intercell MAI scenar-
ios on the directional dependent mean SIR 7 at the output of the signal processing unit
when considering and not considering the spatial covariance matrix R, is investigated.
The assumed interference scenarios are intercell MAI scenarios 1 and 2, presented in Sec-
tion 3.3.1. The antenna array configurations considered in the following investigations
are introduced in Section 4.2.

4.2 Array antenna configurations considered in this
thesis

In this thesis four different antenna array configurations with K, equal to 2,4,8 and
16 antenna elements are used, namely uniform linear arrays (ULA), uniform rectangular
arrays (URA), cross arrays (CROSS), and ring arrays (RING), respectively. Fig. 4.1 shows
the different configurations with K, equal to 4 and 8 antenna elements, respectively. The
antenna elements of the ULAs are spaced at half of the carrier wavelength A\. The URAs
consists of ULAs, where the distances between the ULAs within the URAs are also A\/2.
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The cross arrays consist of two perpendicular crossed ULAs. Dependent on the numbers
K, of antenna elements the ring arrays have a variable radius rg, so that adjacent antenna
elements have a distance of /2.

ULA URA
[ J [ J [ J [ J [ ] ( ( [ ]
= [
[ ( ( o —
]
2/2
CROSS TA P RING =%
fffffffffffffffffff . Y
A/2 o o o ’ TR
,,,,,,,,,,,,,,,,,,, o N9 \ ’
n .
° e

Fig. 4.1. Array antenna configurations ULA, URA, CROSS and RING

4.3 Directional array antenna gains under consider-
ation of intercell M AI covariance matrices

In the following directional array antenna gains for the different array antenna configura-
tions introduced in Section 4.2 with and without consideration of intercell MAT covariance
matrices are determined and visualized. As mentioned in Section 4.1 a simple transmis-
sion model forms the basis for the investigations of the directional array antenna gains.
This simple transmission scenario can be described as follows:

e Only one user, that is K is equal to one, is active.

e Only one symbol s with the square of the magnitude |s|? equal to one is transmitted
by the single user.

e Transmission takes place via an one-tap channel, i.e., no multipath propagation is
considered and the dimension W of the directional channel IR vector hfil’l) of (2.2)
at the RP of the single user is equal to one.

e The square of the magnitude |ﬁ((11’1)|2 of (2.2) of the channel tap is equal to one.
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e It is assumed that the signal of the single user impinges at the RP with the discrete
DOA B, see Section 2.2.

Based on this description of the transmission model and according to (2.4), (2.5), (2.6),
(2.9) and (2.11) the total spatial channel IR vector

h, = [ejwu,l,l)_'_ejwa,Ka,l)}T (4.1)

only consists of the K, phase factors e¥(5a1) k= 1..K,, of (2.6). Consequently, for
the given transmission scenario the total spatial channel IR vector h, of (4.1) is identical
to the array steering vector al'*!) of (2.7) with the dimension K,. In order to simplify the
equations, in the following a denotes the array steering vector a"") of (2.7), since only K
equal to one user and K4 equal to one single DOA exists. Concerning the intercell MAI,
the following assumptions are relevant:

e The considered intercell MAI can be represented by the intercell MAI scenarios 1
and 2, which were introduced in Section 3.3.1.

e Only one sample ngp of the intercell MAI signal with the total intercell MAI power
o’ =E {|ERP|2} (4.2)

is considered at the RP.

Hence, the total intercell MAI vector n of (3.24) has only the dimension K, and the total
covariance matrix of the interference R, of (3.25) is equal to the spatial covariance matrix
R, of (3.36), i.e.

R, :E{Q-Q*T}. (4.3)
The received signals at the K, antenna elements can be represented by the vector
T

e=[e..ex,] =a-s+n (4.4)

of dimension K,. The linear signal processing, i.e. in this case the combining of the
received signals at the K, antenna elements can be described by a weight vector

T
w = [w;..wy ] (4.5)
of dimension K,, which leads to the array output signal
T

S =W -e=w'-(a-s+n), (4.6)

see Fig. 4.3. With (4.6) the mean SIR ~ at the combiner output is given by
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Fig. 4.2. Combining the weighted received signal e according (4.6)
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With the weight vector w, the covariance matrix
*T *T
R, =E{(a s (a9 }=aa"=kK (48)

of the received signal e |n—o of (4.4) and with the spatial interference covariance matrix
R, of (4.3), the mean SIR 7 of (4.7) can be written as [MM80]

w
X W 4.9
7T wT R, w (49)
It is well known [MMS80] that v of (4.9) is maximized by utilizing the vector
1 — *
ﬂzg'ﬂs IT'Q- (4.10)

In the following it is assumed that the steering vector a of (2.7) is perfectly known at the
combiner, since the DOA () of the user signal is assumed to be known. Furthermore, it
is assumed that the matrix R, is either perfectly known at the receiver or it is not known
and, consequently, R, must be replaced by a K, x K, identity matrix I(%=) which leads
to the weight vector

*

L.a , if Ry is not known,
o a R

E
I

(4.11)
LR a2, else.
With the weight vector w of (4.11) and the covariance matrix R of (4.8) we obtain the
mean SIR 7 of (4.7) in the case of K, > 1 according to
L K2 (" Ry- g)fl , if R, is not considered in (4.11),
Vi,>1 = (4.12)
-aT.R, ' a , if R, is considered in (4.11).

1
o2 & s
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In the case of only a single receiver antenna, i.e. K, equal to one, we obtain the mean
SIR

_ E{lsP} 1 (4.13)

Ka=1 — —
* E{|QRP|2} o?’

if (4.2) is considered. With the mean SIRs 7k, -1 of (4.12) and yg,—; of (4.13) a SIR gain

ga = JKax1 (4.14)

VYKa=1
can be defined for the case that an antenna array with K, omnidirectional antenna ele-
ments is utilized at the receiver instead of only a single omnidirectional antenna. Under
the assumption of the above described simplified transmission model with only a single

active user who transmits only a single symbol s via an one-tap channel and considering
(4.12) and (4.13) the gain g, of (4.14) takes the form

K> (a" - R, g)fl , if R, is not considered in (4.11),
Ga = (415)
aT-R, '-a , if R, is considered in (4.11).

ga of (4.15) is a function of the DOA B(:Y) and the mean azimuthal gain becomes

B 1 27
o = ﬁ/o ga AV, (4.16)

In the following the four different antenna configurations ULA, URA, CROSS and RING,
which were introduced in Section 4.2, are considered at the receiver. For comparison the
mean SIR vyg,—1 of the signals received at a single antenna element is set to 0 dB.

Let us first assume that the spatial covariance matrix R of (3.36) of the intercell MAI
is perfectly known at the receiver. For this case Figs. 4.3 a to d show the gain g, of
(4.15) for the different antenna configurations and for the spatial intercell MAT scenario 1
described in Section 3.3.1 versus the DOA S(:) of the desired signal. The steering vector
a, which is equal to the total spatial channel IR vector h in (4.1), is changed depending
on the DOA Y in order to obtain g, of (4.15). The principal character of the curves
in the Figs. 4.3 a to d depend on the considered antenna configurations. For instance,
for K, equal to 4 and B(bY equal to 0° the RING configuration has a maximum gain g,
of 7.5 dB, whereas the ULA has a minimum gain ¢, of 3.6 dB. Further, the variance of
the gain g, with respect to (') is different for the different array configurations. This
variance is lowest for the RING configuration. Therefore, if we consider the dependence
of the BER of a receiver, the BER fluctuations when utilizing a RING configuration and
changing the DOA BV over the whole azimuthal range are lower than when utilizing a
ULA. For this reason the RING configuration should be preferred to the ULA where the
users of the cell in question were to be evenly distributed over the azimuth. The Figs. 4.3
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Fig. 4.3. g, of (4.15) versus f); K, equal to 4, 8 and 16 antenna elements; intercell
MALI scenario 1; R, is perfectly known and considered in (4.15); a) ULA;
b) URA; ¢) CROSS; d) RING

b and d also show that the RING and URA configurations with K, equal to 4 are, up to
a rotation of 45°, equivalent to each other.

Table 4.1 shows the mean gains g, of (4.16) for the different array configurations. The
desired signals received at the K, antenna elements are constructively superimposed,
whereas this is, in general, not the case for the undesired signals. Therefore, g, of (4.16)
is increased by 3 dB independently of the array configuration by doubling K,. Even
though the intercell MAI signals n*=), k, = 1...K,, received at the K, antenna elements
are spatially correlated, the consideration of the inverse R, ' of the spatial covariance
matrix in (4.15) causes a spatial decorrelation of the vectors n**), k, = 1...K,, so that
the received intercell MAI power is doubled by doubling K,, whereas the power of the

desired signals is increased by 4 by doubling K,.
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The Figs. 4.4 a to d show results corresponding to those of Figs. 4.3 a to d, if the spatial
covariance matrix R, of (3.36) is not considered in the signal processing of the receiver,
i.e. R, is not considered in (4.15). The mean gains g, of (4.16) for this case are listed in
Table 4.2. A comparison of the values of Tables 4.1 and 4.2 shows that, except for the
ULA, g, is increased by considering R,. Obviously, the spatial correlations of the intercell
MAT have a degrading influence on the SIR. The differences of the gains g,, which can be
expected with and without consideration of R, of (3.36), slightly increase with increasing
number of antenna elements K,, while the dependency of the gains on the DOA p:1)
becomes less important.

Table 4.1. g, of (4.16) when utilizing different antenna array configurations with K,
equal to 4, 8 and 16 antenna elements; intercell MAI scenario 1; R, is
perfectly known and considered in (4.15)

mean gain g,
Ko=1|K,=2|K,=4| K, =8| K,=16

antenna type

ULA 0.0dB | 3.0dB | 6.0dB | 9.0dB | 12.0 dB
URA - - 6.0dB | 9.0dB | 12.0 dB
CROSS - - 6.0dB | 9.0dB | 12.0 dB
RING - - 6.0dB | 9.0dB | 12.0 dB

Table 4.2. g, of (4.16) when utilizing different antenna array configurations with K,
equal to 4, 8 and 16 antenna elements; intercell MAI scenario 1; R, is not

considered in (4.15)

mean gain g,

antenna type

Ko=1|K,=2|K,=4| K, =8| K,=16

ULA 0.0dB | 28dB | 5.8dB | 8.9dB | 11.9 dB
URA - - 49dB | 7.3dB | 9.1 dB
CROSS - - 56dB | 7.7dB | 10.2 dB
RING - - 49dB | 7.6 dB | 104 dB

The results presented in the Figs. 4.3 and 4.4 show that the choice of the array configu-
ration should depend on the expected propagation scenario, since the gains g, of (4.15)
have a different directional behavior. If it is expected that the user signal has a random
DOA MY in the azimuth, then the RING configuration should be preferred. Otherwise,
if it is only expected that user signals impinge at the RP from a certain small azimuthal
range, the ULA configuration should be preferred. Considering the simple transmission
model described in this section, the system performance is independent of the choice of
the array configuration, if the spatial covariance matrix R, is known at the receiver and
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Fig. 4.4. g, of (4.15) versus f); K, equal to 4, 8 and 16 antenna elements; intercell
MAI scenario 1; Ry is not considered in (4.15); a) ULA; b) URA; ¢) CROSS;
d) RING

used to form the weight vector w according to (4.10). In the case of perfectly known
matrix R, where all array configurations have the same mean gain g,, see Table 4.1, the
use of the URA configuration can be recommended, since this configuration needs the
smallest space.

According to the results of Table 4.2 the URA configuration is the worst choice, if the
spatial covariance matrix R, is not considered. In this case the configurations like ULA
and RING in which the antenna elements have a greater relative spacing are preferable.
With increasing mutual distance of the antenna elements the spatial correlations of the
signals received by the antenna elements decrease, and it becomes less important to con-
sider the covariance matrix R,. Consequently, no configuration can be uniquely favored.
Therefore, in the TD-CDMA system simulations also different antenna configurations are
considered to elaborate their differences in more detail. The correspondent simulation
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results are demonstrated in Chapter 8.

To demonstrate the dependence of the gains g, of (4.15) on the interference scenario, the
intercell MAI scenario 2 of Fig. 3.5 b with Kj equal to 1 strong interferer with a discrete
DOA %(1) and a continuous component is assumed, see Section 3.3.1. The intercell MAI
signal of the strong interference source has the randomly selected DOA fyi(l) equal to
100° and causes 80% of the total interference power o2, which would be received by an
omnidirectional antenna in the RP. The remaining 20% of the total interference power
o2 is caused by the continuous component. For the 4 antenna configurations ULA, URA,
CROSS and RING K, equal to 8 antenna elements are used. Figures 4.5 a to d show the

gain g, of (4.15) versus the discrete DOA S0V of the desired signal.

Ga / dB 9a / dB
20 T T 20

R, considered

R, considered

15¢
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| EATS '
'Il! not considered !

0 100 200 300 0 100 200 300

a) ﬂ(l,l)/o b) 5(1,1)/0

0O 100 200 300 OO 100 200 300

Fig. 4.5. g, of (4.15) versus S") with and without consideration of R, in (4.15);
K, = 8; intercell MAI scenario 2; %(1) = 100°; 20% homogeneously dis-

tributed interference; a) ULA; b) URA; ¢) CROSS; d) RING

All curves in Figs. 4.5 a to d, have a minimum at A" is equal to 100°. In cases of (")
equal to 100° the signal processing by taking the weight vector w of (4.5) into account
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Table 4.3. g, of (4.16) for different array configurations with and without considera-
tion of Ry in (4.15); K, = 8; intercell MAT scenario 2; fyi(l) = 100°; 20%
homogeneously distributed interference

mean gain g,
antenna type || R, not considered in (4.15) | R, considered in (4.15)

ULA 13.5dB 15.4 dB
URA 5.9 dB 8.5 dB
CROSS 6.4 dB 8.5 dB
RING 6.2 dB 8.5 dB

without considering R, in (4.11) results in an antenna diagram which has aligned its main
lobe in the direction of the desired user signal. Thus in the case of ('Y is equal to 100°
this main lobe also points in the direction fyi(l) from which 80% of the total interference
power comes. The directional interference signal is processed in the same way as the user
signal, i.e. the antenna gain g, is the same in direction (Y equal to 100° for user and
interference signal and the incident interference component from a discrete direction is
not suppressed. For reasons of symmetry a second minimum occurs for the configurations

ULA and URA at gD equal to 260°.

In scenarios in which the desired and undesired signals have the same directions, adaptive
antennas cannot suppress the undesired signals without simultaneously suppressing the
desired signals [MM80]. The comparatively high gains g, in Fig. 4.5 a on using config-
uration ULA have to do with the favorable choice of direction %(1) equal to 100°. The
width of the main lobe of configuration ULA for angles 3" of around 90° to the RL is
significantly smaller compared to two-dimensional antenna arrangements with small di-
ameters [Ma74, MM80]. This means that directional interference components are better
suppressed right from the outset than with antenna arrangements with a wider main lobe.
Because of these sharply defined minima in cases of strongly directional interference, the
mean gain g, of (4.16) is less than when taking account of the intercell MAI scenario 1.
I.e. the correlation of the interference signals which are received at the K, antenna ele-
ments, effects the mean SIR . Even when Ry is considered, the two-dimensional antenna
configurations still all show the same mean gain g, of (4.16) in Table 4.3, although the
mean gains g, of 8.5 dB are still 0.5 dB below the mean gains g, in Table 4.1.

However, it is generally evident from Figs. 4.5 a through d, that by taking account of the
matrix R, of (3.36) a larger gain g, of (4.15) can be obtained.
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5 Data detection

5.1 Introduction

This chapter deals with the data detection in the TD-CDMA uplink. The task of data
detection algorithms is to determine an estimate of the transmitted data of all users K
based on the received signal. In a TD-CDMA mobile radio system the data detection
algorithms require a priori information about

the CDMA codes,

the spatial channel TRs hgk’ka), k=1.K, k,=1..K, of (2.1),

the data symbol alphabet Vy of size M,

in some cases information about the covariance matrices of the data symbols and

e in some cases information about the intercell MAI covariance matrix R, of (3.25).

In general, in CDMA systems, where K users are simultaneously sharing the same fre-
quency band, the data detection problem goes along with a signal separation problem.
User signal separation in conjunction with data detection in a CDMA system can be
performed by

e single user detection (SD) [Ver86, Pro89], or

e multiuser detection (MD) [Ver84, Ver86, Wha71, KB93|.

SD is the conventional signal separation method, which has originally been designed for
synchronous transmission with orthogonal CDMA codes over single tap channels, i.e.
W = 1, see Chapter 2, with additive white Gaussian noise [Pro89]. Under these ideal
transmission conditions, SD by applying filters matched to the user-specific CDMA codes
is optimum [Pro89, KB92b]. In the case of multipath propagation this method is no longer
optimum [KB92b]. The suboptimality of SD results from the fact that the user signal
of interest is detected while all other user signals are treated as noise. In cellular mobile
radio systems the interference caused by the simultaneously active users in one cell, and,
which is termed intracell MAI, is not noise-like. Rather, the intracell MAI signals are
signals of the own system with known user specific CDMA codes [Ver86, KB92b]. This
knowledge can be exploited by MD algorithms in order to eliminate the intracell MAI.
The MD schemes can be divided into [Kle96]
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e interference cancellation (IC) schemes, which can be performed serially, i.e. succes-
sive, or in parallel, and

e joint detection (JD) schemes.

The basic idea of IC is [Pro89)]

e to detect part of the transmitted data symbols,

e to reconstruct the contribution of these transmitted data symbols to the composite
received signal,

e to subtract, i.e. cancel, this contribution from the composite received signal [Koh94]
in order to achieve the desired signal separation and

e to detect once more the intracell MAT reduced signal.

In JD the data symbols of all users are detected jointly in one step, using all the a
priori information about intracell MAI [KB93]. As already mentioned in Section 1.2, by
applying JD the intracell MAT and the inter symbol interference (ISI) is eliminated. The
data detection algorithms for TD-CDMA which enable JD have already been described
and investigated in [K1e96]. These algorithms can be divided into three categories [K1e96,
Pap00]:

e Maximum-likelihood (ML) algorithms, which are non-linear,
e linear algorithms, and

e iterative and decision feedback algorithms, respectively [K1e96].

From these different data detection algorithms two MD algorithms, namely a linear JD
algorithm, see Section 5.3, and an iterative non-linear algorithm, see Section 5.4, which
is a combination of linear JD and IC, are considered in this thesis. The optimum ML
algorithms are not considered for TD-CDMA in the following due to their prohibitively
high implementation complexity. Linear JD is performed by applying the zero-forcing
block linear equalizer (ZF-BLE). The ZF-BLE is well known [Wha71, Ver98] and its
applicability to TD-CDMA has already be shown in [Kle96]. The extension of the ZF-
BLE to multi-antenna receivers has been shown in [Bla98]. Therefore, the ZF-BLE is only
briefly described in Section 5.3.2. Typical of JD algorithms is a noise enhancement. An
approximation of this noise enhancement when utilizing the ZF-BLE in a multi-antenna
receiver is determined in Section 5.3.3. The iterative MD algorithm, which is described in
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Section 5.4, is termed multi-step joint detection (MSJD) [Ost01, WBOWO00]. For single
antenna receivers a detailed description of the MSJD receiver can be found in [Ost01].
Therefore, only a brief description of MSJD with the extension to multi-element antennas
[WWBJ00, Wec01] is given in Section 5.4.

The ZF-BLE and the MSJD algorithms, which are the two MD algorithms described in
this chapter, form the basis of the novel extended receiver structures that incorporate the
estimation and consideration of the intercell MAI covariance matrix R of (3.25). These
extensions of the ZF-BLE, which is the state of the art data detector for TD-CDMA
[Pap00], and of the MSJD are presented in Chapter 7.

Prior to the description of the detection algorithms, the time-discrete system model of the
TD-CDMA air interface is given in Section 5.2. Throughout this chapter it is assumed
that the channel IRs are perfectly known at the receiver. The problem of channel esti-
mation in TD-CDMA is treated separately in Chapter 6. The relevant interference in the
TD-CDMA system under consideration, which is represented by the vector n of (3.24), is
intercell MAI, see Chapter 3. Therefore, the thermal noise is neglected in the following.

5.2 System model

In this section the discrete time system model of a TD-CDMA air interface is described in
the equivalent lowpass domain, when multi—element antenna configurations are used at the
BS receiver [Bla98, Pap00]. The used matrix-vector-model of signal representation in TD—
CDMA has already been introduced in [K1e96, Na895]. Even the extension of this matrix-
vector-model to the use of multi-element antennas at the BS has already been described
in detail in [Bla98, Pap00]. Therefore, the system model is only briefly recapitulated in
this Section. For more details the reader is referred to [Kle96, Nafl95, Bla98, Pap00].
The multiple access scheme and the details of the burst and frame structures applied in
TD-CDMA were already introduced in Chapter 1. It is assumed that TD-CDMA oper-
ates synchronously [K1e96, Nafl95], and that burst synchronization is achieved by using
particular access and synchronization bursts, as it is, e.g. also the case in GSM [ETSI8S].

In the following only the first data blocks of the bursts will be considered, see Fig. 1.7. The
consideration of the second data blocks would be straightforward. With K the number of
users simultaneously active within a cell in the same frequency band, each burst of user
k, k =1...K, consists of

e two data sections

T
d® = [dgw...dgm (5.1)
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of N M-ary complex data symbols d;k) each with symbol duration T, which are
elements of the complex set {v,...v,,} describing the symbol alphabet V4, and

e a midamble m® of dimension L inserted between these data sections, which allows
channel estimation at the receivers.

Prior to transmission each of the data symbols c_lglk) of (5.1) is spectrally spread at the
transmitter by a user specific CDMA code

T
M =] k=1, (5.2)
(k)

of dimension Q. The M-ary complex elements ¢’y q=1..Q, of (5.2), which are termed
chips, are taken from the complex set {v.;...v 57 }. The chip duration T, is equal to 75/Q.

It is assumed that K, antennas are utilized at the BS. Consequently, the mobile radio
channel can be characterized by the K, - K spatial channel IR vectors hék’ka), k=1..K,
ko = 1...K, of (2.1) [PHFB97, BPH99]. The received signals which depend on the trans-

mitted symbols can be represented by K, vectors
T
g(ka) — [Ql"'gNQ‘f’Wfl] ,ka == ]_...Ka, (53)

[PHFB97]. The vectors e k, = 1..K,, of (5.3) contain, in addition to the desired
signals, additive vectors

T
n) = [ﬁgka)---ﬂgxlrﬁzghw—l} o ka=1.K,, (54)

which represent the received intercell MAI that affects the transmitted data blocks. The
dimension S of the intercell MAI vector n*=) of (3.38) introduced in Section 3.2 now
becomes NQ)+W —1 due to the considered system parameters. The correlation properties
of n*») remain the same as described in Section 3.2. In Table 5.2 the vectors mentioned
above and their dimensions are listed. These vectors are termed partial vectors, because
they each pertain to only one user or one antenna.

The partial vectors can be serially concatenated to form total vectors [PHFB97], which,
together with their dimensions, are also set out in Table 5.2.

The spatial IRs h**) &k = 1. K, k, = 1...K,, of (2.1) and the CDMA codes c¥), see

s
(5.2), determine the composite spatial channel IRs

bgk,ka) _ [ngcl,ka) y ‘bgfékjail]T _ hgk,ka) « P

k=1.Kk=1.K,.  (55)

The composite spatial channel IRs bgk’ka), k=1..K, k, = 1..K,, of (5.5) are known at
the receiver with an accuracy depending on the accuracy of the estimated spatial channel
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Table 5.1. Partial and total vectors

partial | dimension total | dimension
data d® | N d |KN
midamble m(k) L
spatial channel IRs hék’ka) w h K, KW
CDMA codes c®) Q C KQ
intercell MAT on
data symbols nk) | NQ+W -1 |n K, (NQ+W —1)
received signal based on
transmitted symbols ek |\ NQ+W—1|e K,(NQ+W —1)

IRs hék’ka), k=1.K,k, =1.K,, of (2.1), since the vectors c*), k = 1...K{, are known
at the receiver. In the following it is assumed that the combined channel IRs bgk’ka),
k=1.K, k, = 1..K,, of (5.5) are perfectly known at the receiver. Setting out from
hék’ka), k=1..K, k, =1..K,, of (5.5) the system matrices AFk) =1 K, ky=1..K,,

with the elements [Pap00]

(ko) b5 for  p=1..N,
Al tim = [=1.Q+W —1,
0 else,

k=1.K k=1.K,, (5.6)

can be established. The dimension of the system matrices Ak =1 K, k, =1..K,,
is (NQ+W —1) x N. From the system matrices A®*) Lk = 1..K, k, = 1...K,, with
their elements given by (5.6), we obtain the user-specific system matrices [Bla9§]

A® = [AEDT  ARRITIT (5:7)

of dimension (K,(NQ +W —1)) x N and finally the total system matrix [Kle96, Naf{95,
Bla98, Pap00]

A=[AD AW (5.8)

of dimension (K,(NQ + W — 1)) x (KN). From (5.1) we can form the total data vector
T
d= [Q(l)T...Q(K)T] . (5.9)

Considering n**), k, = 1...K,, of (5.4) with the dimension N@Q + W — 1, we obtain the
total intercell MAI vector n according to (3.24) with dimension K,(NQ + W — 1). With
A of (5.8), with the total data vector d of (5.9) and with the total intercell MAI vector n
of (3.24) with dimension K,(NQ+ W —1) we can express the total received signal, which
depends on the transmitted data symbols, in the form of a total vector

e=Ad+n. (5.10)
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With the matrices A®) of (5.7) and the data vector d® of (5.1) the received signal

e = AW d®  k=1.K, (5.11)

which exclusively originates from transmitted signal of user k is obtained.

5.3 Linear multiuser detection

5.3.1 General

The prohibitively high implementation complexity of optimum non-linear MD algorithms
like the maximum likelihood sequence estimation (MLSE) [For72, Ett76, Ver86] or the
maximum likelihood symbol-to-symbol estimation (MLSSE) [HR90, Kle96], has led to
the development of linear suboptimum estimators for TD-CDMA [Kle96]. In contrast
to the optimum estimators, the linear estimators presented in [Kle96] are suboptimum
in the sense that they deliver estimates of the total data vector d without using the
constraint that d is taken from a finite data symbol alphabet V4 during the estimation
process [Kle96, Kay93]. However, they can be implemented with today’s hardware and
they achieve a performance which meets the specifications for the real-time operation of
TD-CDMA [MSW97hb, BEM*98a, BEM*98b].

The linear algorithms investigated in [Kle96] for the application in TD-CDMA are

e the decorrelating matched filter (DMF),
e the zero forcing block linear equalizer (ZF-BLE), and

e the minimum mean square error block linear equalizer (MMSE-BLE).

From the above mentioned linear algorithms which perform JD, the ZF-BLE is the state
of the art algorithm for TD-CDMA with single antennas [MSW97b], see also Section 1.2.
The ZF-BLE outperforms the DMF and the computational cost of the ZF-BLE is smaller
than that of the MMSE-BLE [Kl1e96]. Furthermore, the MMSE-BLE requires the knowl-
edge of the covariance matrix of the data vector d, see Table 5.2. The covariance matrix
of the total data vector d does not include any spatial correlations, since the data symbols
themselves do not have any spatial dependency. However, the main focus in this thesis is
on the exploitation of covariance matrices including spatial correlations. Therefore, the
MMSE is not considered in this thesis for data detection and the ZF-BLE is exclusively
considered.
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5.3.2 ZF-BLE

As already mentioned in Section 5.1, the ZF-BLE is well known [Wha71, Ver98|. There-
fore, only a brief description of the ZF-BLE follows in this section. For more detailed
information concerning the ZF-BLE, especially in combination with CDMA, the reader
is referred to [Ver98, Kle96, Nafi95, Bla9s|.

In TD-CDMA the total received signal e is determined by (5.10). The vector e of (5.10)
is known at the receiver. This is also approximately true for the system matrix A of
(5.8) with the accuracy of A depending on the accuracy of the channel IR estimates
h, [BPW99], see (2.11). As already mentioned in Section 5.1, throughout this chapter the
channel IRs are assumed to be perfectly known at the receiver. Consequently, A of (5.8) is
also assumed to be perfectly known. The vectors d and n in (5.10) are unknown. However,
the covariance matrix R, of n, see (3.25), shall be assumed to be known. The task of data
detection consists of determining d of (5.9) from e of (5.10). (5.10) can be considered as
a linear system of equations for the KN unknown data symbols contained in d [Pap00].
Then, by applying the ZF-BLE to perform JD, a linear estimate [Kle96, Nafl95, Bla98]

A

d= (A*Tﬂglé)fl A*Tﬂ;lg (512)

of d can be obtained from (5.10). The ZF-BLE is based on the Gau-Markov estimation
[Kay93], which minimizes the quadratic form

Qd)=(e—Ad)" R;' (e-Ad), (5.13)

n

and which leads to an estimate of the data vector d with minimum variance [Kay93]. By
substituting e of (5.10) in (5.12) we obtain

ﬂ — Q+ (A*Tﬂglé)—l A*TEEIQ (514)

From (5.14) it is evident that d contains no ISI and MAI term, but only the desired sym-
bols and a noise term with the covariance matrix (A*'R, IA)_l [K1e96]. Consequently,
d of (5.12) and (5.14) is an unbiased estimate of d [Wha71].

The main computational effort for solving (5.12) is the inversion of the matrix (A*"R, "A).
To reduce this effort the following approach is proposed in [K1e96, Bla98|: Setting out
from the representation

(A""R,'A) d = A""R, 'e (5.15)

of (5.12), first a Cholesky decomposition of the matrix (A*'R;"'A) is performed [K1e96,
Nafl95, Zur64] and then two trivial linear systems of equations are solved [Zur64).

For both the single antenna receiver and the receiver with antenna arrays the detector
representation of (5.12) is valid, except for the dimensions of the vectors and matrices
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on the right hand side of (5.12). When considering K, antenna elements at the BS
receiver, the number of equations in the linear system of equations given in (5.12) is
increased by the factor K,, while the number of unknown symbols KN remains the
same. From estimation theory it is known [Kay93] that in the case of an overdetermined
linear system of equations the unknown components can be estimated more precisely
than in a determined system. Furthermore, from (5.14) it becomes obvious that besides
increasing the number K, of antenna elements at the receiver an improvement of the data
detection quality can only result from a reduction of the noise enhancement represented
by the matrix (A*TEEIA)f1 A*"R; " in (5.14). This noise enhancement, which is typical
for JD processes [Ver98, Kle96], leads to an SNR degradation which is investigated in
Section 5.3.2 especially when considering antenna arrays.

5.3.3 SNR degradation of the ZF-BLE

In this section an important property of JD processes concerning the relationship between
the input and output SNR is discussed. This relationship can be quantitatively described
by the SNR degradation [Kle96] which is valid in the presence of intracell MAI and ISI.
An approximation of this SNR degradation is empirically determined.

According to (5.14) the JD process is transparent for the transmitted data [BPW99,
Pap00]. The only effect of the JD process is a transformation of the input intercell MAI
vector n of (3.24) with the dimension K,(NQ@Q + W — 1) into an output MAI vector
(A*Tﬂglé)flé’mﬂ;lg according to (5.14). This transformation leads to a noise en-
hancement, which is typical for JD processes [Kle96], i.e. JD always goes along with a
noise enhancement. Since JD enhances any kind of noise that affects the transmission of
the desired signals, the author does not restrict the descriptions in this Section 5.3.3 to
intercell MAT as in the previous sections. Therefore, instead of the SIR the SNR is con-
sidered in this section. To quantify these noise enhancements, in the following the ratio of
the mean SNR vy of the output signal of a filter matched to the composite spatial chan-
nel IRs b{¥**) k =1..K, k, = 1...K, of (5.5) and the symbol SNR yz¢_prg;, i = 1...K N,
of the output signal of the ZF-BLE is determined. The ratio ymr/vzr—prE:, i = 1...KN,
is termed SNR degradation ¢; of the symbols i = 1... KN by applying ZF-BLE [K1e96].

In the literature [Ver86, MH94, Ver98, Lup89] the performance degradation of a multiuser
detector due to intracell MAI is often quantified by the asymtotic efficiency introduced in
[Ver84, Ver86|. If ex(oy) is actually the energy that the user £ would require to achieve a
certain BER B, x(0y) without intracell MAT in an additive white Gaussian noise channel
with power spectral density o2,

require to achieve the same BER P, (oy) in the presence of intracell MAI, then the

and if wy is actually the energy that the user £ would
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asymtotic efficiency of user k is defined as
(5.16)

[Ver86, LV90]. In (5.16) neither intercell MAI nor ISI is considered. The asymtotic
efficiency 7, of (5.16) is a limiting measure of how well a multiuser detector performs
in the presence of intracell MAI relative to its performance in the absence of intracell
MAT [MH94]. The worst case asymtotic efficiency for the data symbol n of user k over
all possible energies of the other interfering and non-interfering data symbols [LV90] is
the near-far resistance 7 ,,, which also has been introduced in [Ver86]. The near-far
resistance 7); ,, is a measure of the robustness of the detector with respect to variations
in the received intracell MAI energies [MH94, Lup89]. It is a performance measure of
the multiuser detector, which is independent of the symbol input SNR i, , ¢ = 1... KN,
of the detector and which is especially of interest in an environment where transmission
energy changes in time. Let us establish the normalized K x K correlation matrix [Ver98|

R,=—- : e e (5.17)

of the CDMA codes c¢®), k = 1.K, of (5.2), where @ is the dimension of the CDMA
codes. In [Ver98] it is shown that with (5.17) and when assuming a single tap channel,
i.,e. W =1, see Chapter 2, and transmitting only one single data symbol N = 1 per user,
the near-far resistance 7 ; of the optimum multiuser detector takes the form

1

My = [I{f

. k=1..K, (5.18)
=X }kk

where [], . denotes the diagonal element ¢ of the matrix in brackets.

In the following the connection between the near-far resistance 7 of (5.18) and the SNR
degradation d, of user k& when applying the ZF-BLE is shown. At first only a single
element antenna is considered at the BS. Hence, instead of the K - K, composite spatial
channel IRs bék’ka), kE=1.K,k,=1..K,, of (5.5) only the K composite channel IRs b,
k =1...K, of dimension (J4+W —1 are relevant for the following description. It is assumed
that the composite channel IRs h(k), k = 1...K, are perfectly known at the receiver and
that each transmitted symbol d;, i = 1... KN, of all K users has the magnitude

|d,|=1, i=1...KN. (5.19)

In the case of spatially and temporally uncorrelated intercell MAI and taking account of
the mean output SNR yyr of the MF and the symbol output SNRs vzp_prri, ¢ = 1..KN,
of the ZF-BLE the SNR degradation takes the form

5= — M g p® %) [(A*TA)*} i=1...KN, (5.20)

YZF—BLE, iy
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according to [K1e96, Pap00]. The term E{| b® |2} in (5.20) exclusively depends on the
mean energy of the composite channel IRs. The system matrix A consists of the composite
channel IRs b®, k = 1...K, see (5.6). Therefore, the normalized system matrix [Pap00]

A= 1 A (5.21)

B{b" [}

is obtained. Then, the SNR degradation of (5.20) can be written as

5 = {(A*TA)_l} . i=1...KN. (5.22)

(5.22) shows that the SNR degradations ¢;, i = 1...KKN, of the ZF-BLE exclusively
depends on the elements of the normalized system matrix A and not on the symbol input
SNR %ins, @ = 1...KN, at the ZF-BLE. Furthermore, it can be seen from (5.22) that
the analysis of the SNR degradation of the ZF-BLE can be interpreted as the analysis
of the diagonal elements of an inverted matrix. The diagonal elements of an inverted
matrix depend on the structure of the original matrix [Zur64]. Furthermore, assuming
transmission via a single tap channel, i.e. W = 1, and transmitting only one single data
symbol N = 1, the SNR degradations 0y, k = 1...K, of (5.22) of the ZF-BLE are equal
to the reciprocals of the near-far resistances 7, ;, k = 1...K, of (5.18). This connection
between the near-far resistances 7, ;, k = 1... K, and the SNR degardations o, k = 1... K,
is not valid, when, e.g. the MMSE-BLE is applied. With o, — 0 the ZF-BLE converges
to the performance of the MMSE-BLE [Ver98, Kle96]. Therefore, the asymtotic efficiency
N of (5.16) is the same for ZF-BLE and MMSE-BLE, and, consequently, this is also true
for the near-far resistances 7, k = 1...K, of (5.18) of both detectors. In opposite to
the near-far resistances 7, ;, k = 1...K, of (5.18) of ZF-BLE and MMSE-BLE, the SNR
degradations of ZF-BLE and MMSE-BLE are different. Utilizing e.g. the MMSE-BLE,
as shown in [Kle96] the SNR degardations dyvuvsges, ¢ = 1...JXN, are not independent
from the symbol input SNR 7,4, ¢ = 1...K N, of the detector and, consequently, the SNR
degardations dyvsgi, ¢ = 1... KN, are different from the SNR degardations d;, ¢ = 1...K'N,
valid for the ZF-BLE.

The aim of the following investigations is to find an approximation of the mean SNR
degradation 0 which is as simple as possible, assuming random CDMA codes. Over and
above this, the effect of the ISI on the mean SNR degradation ¢ is investigated. The
existing approximations of SNR degradation with use of random spreading codes, as for
example in [BTB96] are based on geometric observation of vector spaces. As far as the
author knows, the expectations of the near-far resistances E{7, ;} with random selection
of the CDMA codes c¢®), k = 1...K, of (5.2) were first determined in [Ver98] by extensive
mathematical proof for

K-—1
E{f, ) =1- 7 k=1..K. (5.23)



5.3 Linear multiuser detection 99

In [Mue01] there are also corresponding observations as regards the expectation E{~ut }
of the SNR 7, at the output of a multiuser detector with use of random spreading codes.

All approximations and observations about mean SNR degradation ¢ or near-far resistance
Tk, Previously referred to in the literature share the common feature that IST was not
included in the observations. In 1998 the author attempted to create a simple simulation
concept which, on the basis of (5.22), empirically verifies the literature approximations
of mean SNR degradation ¢ without taking account of ISI. In addition, in the simulation
concept specified below the dependency of the mean SNR degradation ¢ on the number
K of users and on the dimension Q + W — 1 of the composite channel IRs b, k = 1...K,
is included in the investigations, in which case the influence of MAT and ISI are also taken
into account.

To simplify matters the real and imaginary parts of the components of the effective channel
IRs b(k), k = 1...K, are obtained by sampling zero-mean white gaussian processes and
not, as described in Section 5.2 by a convolution of the CDMA codes ¢, k = 1...K, of
(5.2) with the channel IRs hg}), of (2.3). For each user k a random composite channel IR
b®, k = 1...K, of dimension Q + W — 1 is selected, see Section 5.2. For the variance of
the components Ql(k), k=1.K,1=1.Q+W —1, of the vectors b¥), k = 1...K, the
following applies:

E{0"P} =1, k=1..K1=1.Q+W —1. (5.24)

The trivial case in which the dimension () of the CDMA codes is equal to one is excluded
from the following investigations, so that ¢ > 1 holds. The following two cases are
identified during the investigations:

e Exclusively intracell MAI and no ISI is considered. In this case it is sufficient to
assume only one single transmit symbol per user and a transmission over a channel
with only one single channel coefficient. If W =1 is the dimension of the channel
IRs h%):, k = 1..K, of (2.3) and N = 1 is the number of transmit symbols, the
matrix A of (5.8) takes the form

A =", b?, . b™)] (5.25)
with the dimension ) x K.

e Both ISI and also intracell MAI are taken into consideration. If consecutively trans-
mitted data symbols are assigned the numbers n = 1...N and if ) > W — 1, then
a particular data symbol with the number n will only be influenced by the data
symbol previously transmitted in time with the number n — 1 and by the data sym-
bol transmitted after it in time with the number n + 1. In this case it is sufficient
to assume in the simulations N equal to 3 transmitted data symbols per user. If
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1. Example:@Q =1, W =3
elements of h(k)

1. 2. 3.
datasymbolno.n—2 [ [ B4
overlap_ of 5 data symbol no. n — 1
fi?tr;srsmrt\:zils data symbol no. n gz
due toyISI data symbol no. n+1 e ]
data symbol no. n + 2 ez | ]
t
2. Example:Q =2, W =2
elements of h(k)
1. 2. 3.
overlap_ of 3 datasymbolno. n—1 [ [ B
transmitted data symbol no. n =z B
data symbols data symbol no. n + 1 zzZ 1 |

due to ISI

Fig. 5.1. Examples for different numbers N of data symbols which are required, de-
pending on () and W, to take full account of the ISI

@@ < W — 1, then more than 3 data symbols are involved in the ISI. Fig. 5.1 is
valid for the example 1 ( = 1 and W = 3) and example 2 (Q = 2 and W = 2)
to illustrate the differing number N of required symbols to take full account of the
ISI. In the case that W > 1 the number N of considered data symbols is given by

3 it Q > W —1,
N_

Q(MJ—I) AfQ<W—1. " (5.26)

Q

where | means that the quotient (/W —1)/@Q can be rounded off to a whole number.
The system matrix A of (5.21) then has the dimension (NQ + W — 1) x (KN).

An experiment for determining the mean SNR degradation § by approximation would
be identified by the fact that a matrix A of (5.21) taking into account ISI and intracell
MAT will be formed and inverted in order to obtain the SNR degradations ¢;, 7 = 1... KN,
in accordance with (5.22). By averaging the SNR degradations §;, i = 1...K N, and by
averaging over a sufficiently large number of experiments ¢;, 7 = 1...KK N, a mean SNR
degradation ¢ is determined. In Figs. 5.2 and 5.3 these mean SNR degradations are shown
as a function of the dimension ) + W — 1 of the composite channel IRs b(k), k=1..K,
of the K users considered, where W is the dimension of the assumed channel IRs h%)),
k =1...K. The curves in Fig. 5.2 show the mean SNR degradation ¢ depending on CDMA
code dimension () and the number of users K without taking account of ISI. In the case
K equal to 1 no MAI occurs and the mean degradation § is equal to 1 as expected, i.e
the ZF-BLE algorithm does not cause any degradation. For K greater than 1 the mean
SNR degradation ¢ assumes very large values, if () is less than K. If we increase (), the
mean SNR degradation ¢ approaches 1 independently of K.
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The curve for the mean SNR degradation ¢ depending on ) and K could be approximated
by the author with the simulation concept presented by the function

Q+1

For large numbers of users K (5.27) shows a good match with the approximations in
[BTB96, Ver98, Mue01] as well as with the guide value of the expected values E{7; ,},
k = 1..K, of the near-far resistances according to (5.23). The deviations between the
reciprocals of ¢ of (5.27) and E {7, ; } of (5.23) are negligibly small for large numbers of
users K. The dashed curves in Fig. 5.2 show the curve of function ¢ according to (5.27).
These curves show the good quality of the approximation.

6 10

simulated ¢

Fig. 5.2. Simulated and approximated mean SNR degradation ¢ for different numbers
K of users versus Q + W — 1 without consideration of ISI

The different curves in Fig. 5.3 are obtained by taking K = 8 users into account by
variation in the dimension W of the channel IRs hgg,, k =1...K, of (2.3), in which case
the dimension of the composite channel IRs h(k), k =1...K, also changes, see (5.24). The
striking feature of the curves shown in Fig. 5.3 is that the curves W —-1=1to W —-1=8
are just copies, displaced along the () + W — 1 axis of the curves which apply for the
case W — 1 =0, i.e. without ISI. Here the individual curves are displaced approximately
by the amount W — 1 from the curve W — 1 = 0. If for example we assume the case of
() = 15 the amount of mean SNR degradation ¢ of (5.22) for K = 8 users is equal to 2
by approximation. If one now allows ISI, for example through the existence of channel
IRs hﬁg of (2.3) of dimension W = 9, the structure of the system matrix A of (5.21)
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changes, since the dimensions of the composite channel IRs change and the arrangement
of the composite channel IRs b(k), k = 1...K, in the system matrix A changes, see (5.6).
However, for the case K =8, Q = 15and W —1 =8, i.e. for Q + W — 1 = 23, despite
the presence of ISI, the same SNR degradations figure ¢ = 2 is still obtained as would be
obtained without ISI. For the case K =8 and W —1 =1 to W — 1 = 8 therefore ISI is
negligible and the function ¢ according to (5.27) still applies.

]

Q+W-1

Fig. 5.3. Simulated mean SNR degradation ¢ versus ) + W — 1 under consideration
of MAT and IST; K =8, W > 1

In Fig. 5.3 it is clear from curve W — 1 = 16 and in Fig. 5.4 from curves W — 1 = 8 and
W — 1 = 16 that ISI is not basically negligible and that the approximation § according
(5.27) does not apply without restrictions. The results shown in the Figs. 5.3 and 5.4 allow
the following statements to be made: If the composite channel IRs h(k), k=1...K, at the
receiver are perfectly known and if data vector d in accordance with (5.12) is estimated,
the effect of the ISI on the mean SNR degradation ¢ is basically negligible when

Q>K>W—1. (5.28)

The approximation of the SNR degradation ¢ ccording to (5.27) is applicable in the case
(5.28). On the basis of the Figs. 5.3 and 5.4 is becomes clear that for the case

OK <W —-1<Q (5.29)
the IST cannot be ignored and thus (5.27) cannot be usefully employed. If however

Q<W-—1, (5.30)
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Q+W -1

Fig. 5.4. Simulated mean SNR degradation ¢ versus ) + W — 1 under consideration
of MAT and ISI; K =4; W > 1

i.e. if the channel IRs are longer than the CDMA codes and if
2K <W —1, (5.31)

then N is greater than three, see (5.26). Despite the fact that the ISI extends in this
case over a large number of symbols, ¢ is valid according to (5.27). If the system matrix
A of (5.8) is largely fully occupied, i.e. if it includes a few disappearing elements, the
mean SNR degradation ¢ largely depends on the dimension (NQ + W — 1) x (KN) of
the system matrix A. If N is now enlarged, then NQ) and KN are the significant factors
which determine the dimension of the matrix A. In this case the following applies:

_NQ+W  Q+1
TNQ+W-K T Q-K+1

(5.32)
i.e. the approximation § according to (5.27) can be used here.

With the knowledge of the mean SNR degradation § we can determine the relation of
the mean input SNR ~;, and the mean output SNR ~zr_prg of the ZF-BLE. With C the
mean power of each desired information-carrying signal at each antenna and I the mean
total noise and interference power, respectively, with respect to a single receiver antenna,
the input SNR and SIR, respectively,

¢
’Ym—l

(5.33)
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is given. With (5.19) the output SNR

E{(l40P}y 1

- = - (5.34)
B{ld —dPp}  B{d - PP}

VZF-BLE =
at the output of the detector can be obtained. Taking into account the processing gain

@, we obtain from (5.27), (5.33) and (5.34) the approximation

Q@-K+1)-Q
Q+1

YZF-BLE & * Yin- (5.35)

It has been shown in this section that the approximated SNR degradation ¢ according
to (5.27) obviously depends on the dimension of the Matrix A of (5.21). To determine
d of (5.27) a system matrix A with the dimension @ x K is sufficient, since the SNR
degradation is the same for each transmitted data symbol. If the received signals at the
K, antenna elements were to be uncorrelated, (5.27) could be extended to

K0+ 1
5 ~ @+

YRQ K1 (556)

according to the changes in the dimensions of the system matrix A when considering K,
antenna elements, see (5.6), (5.7) and (5.8). Fig. 5.5 shows the approximation ¢ of (5.36)
for the cases K, equal to 1,2,4 and 8 antennas.

101logy, (6) / dB

14

10

0 2 4 6 8 10 12 14 16

K

Fig. 5.5. Approximation (5.36) of the SNR degradation J; () = 16; parameter: K,
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5.4 Multi-Step Joint Detection (MSJD) with adap-
tive arrays

5.4.1 General

The known linear JD algorithms [Ver98, Pro89, Kle96| utilized up to now for time-slotted
CDMA can be improved by the introduction of iterative schemes [Poo00, Ree98, Moh98,
MuH97] following the so-called turbo principle [Hag97] by which detector performances
rather close to the performance of the ideal non-linear multiuser detector [Poo00] can be
reached with reasonable computational effort. In the following a turbo scheme adapted
to TD-CDMA is intoduced, which is termed Multi-Step Joint Detection (MSJD) by the
author. MSJD is a combination of JD with an iterative interference elimination scheme.
It is shown in [BJL102] that MSJD can be interpreted as a complexity reduced version of
the turbo multiuser detectors, which are known from literature [Poo00]. MSJD was devel-
oped at the Research Group for RF Communications of the University of Kaiserslautern
[WBOWO00], where the author has contributed to the development.

In Section 5.3.3 it is shown that intracell MAI besides intercell MAI is the dominant
detrimental effect in CDMA systems. The main goal of MSJD is to reduce intracell MAI,
and therefore, to enhance system performance of time-slotted CDMA for given levels of
intercell MAI. However, similar to conventional JD, see (5.12), interference correlation
matrices can be considered in data detection in order to mitigate intercell MAI In the
following we refer to the reduction of intracell MAI by MSJD. The possibility to consider
intercell MAI correlations in MSJD is demonstrated in the mathematical description of
MSJD which is given later on.

Due to the high SNR, degradation § especially in the single antenna case, see (5.36) and
Fig. 5.5, the impact of intracell MAT is extremely high especially when the number K of
simultaneously active users is equal to the dimension @ of the CDMA codes that is if the
system is fully loaded. When applying the ZF algorithm, according to (5.36) the SNR
degradation § can be reduced by utilizing more than one antenna element. However, for
otherwise fixed system parameters the transmission quality decreases with an increasing
number K of user signals to be detected by conventional linear JD, see (5.36) and Fig.
5.5. At first sight there exists no obvious possibility to increase the transmission quality
without reducing the number K of supportable users. However, a way out of this dilemma
is revealed by the following insight: Considering intracell MAI reduction, the best we can
do, if at least K’ < K of the data vectors d®), k = 1...K of (5.1) are perfectly known, is
to reconstruct the received user signals gfik), k=1..K', of (5.11) and subtract them from
the received signal e of (5.10) to get an intracell MAT reduced received signal. In general
none of the K data vectors Q(k), k = 1...K, are perfectly known. To reduce the data
detection errors we apply FEC decoding, where the reduction of detection errors depends
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on the considered coding scheme and FEC code. In the following we use a convolutional
code [ViOT79] for FEC coding. Furthermore, we consider the FEC decoded bits for the
signal reconstruction. Investigations concerning the signal reconstruction quality in the
presence of incorrectly decoded bits are given in Section 7.2.3.

The concept of MSJD, independently of the number K, of considered antenna elements,
can be briefly summarized as follows:

1. By dividing the K users into two groups, the number of signals to be simultaneously
separated by JD is divided by two compared to conventional JD, which leads to a
smaller SNR degradation 0 of (5.27) [Kle96].

2. When jointly detecting the signals of one user group, we now have to take into
account intracell MAI, which is caused by the other group.

3. The subtraction of the reconstructed signals leads to remaining signals with a sig-
nificantly reduced intracell MAT [KIH82b, KIH83|.

For single antenna receivers a detailed description of MSJD is given in [Ost01]. In the
following the mathematical description of the basic ideas of MSJD is briefly recapitulated
considering system matrices AW k= 1..K, of (5.7) valid for systems with antenna
arrays at the receiver. In [Ost01] it is shown that the division of the K users into two
groups of the same size is optimum for MSJD. The first group g = 1 comprises the users
k =1...K,, whereas the second group g = 2 comprises the users k = K, +1... K. If
for instance the total number K of users is equal to 16 and K, = 8 holds, then the first
group would contain the users £k = 1...8, and the second group would contain the users
k=9...16. Now, with d® of (5.1), the data vectors

T
4 — [QmT N d(Kg)T] (5.37)
and
a® = [atken™ g (5.38)

of dimension K, N and with the matrices A% of (5.7) the system matrices

AD = [A(” . AU%)] (5.39)
and
A — [A<Kg+1> N .A(K)} (5.40)

of dimension (K,(NQ+ W —1)) x (KyN) are introduced. Furthermore, the interference

that affect the reception of the signals of group ¢ are gg), g = 1,2, and these vectors gg),
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g = 1,2, consist of the received signals of group (3 — ¢g) and the intercell MAT vector n of
(3.24), i.e.,

ng' = AZdY +n (5.41)
and
n? = A{df +n (5.42)

of dimension K,(NQ + W — 1). With the noise vectors gg), g = 1,2, and utilizing (5.37)
and (5.38) to (5.39) and (5.40), the partial received signal originating in the users of group
g can be written as

e =AYdY +nf, g=12, (5.43)
of dimension K,(NQ + W — 1). If the covariance matrices
RY =E {gg? gg)*T} . g=1,2, (5.44)
(9)

of the noise vectors ny’, g = 1,2, of (5.41) and (5.42) are known at the receiver, we can
apply the ZF-BLE algorithm, see Section 5.3.2, to obtain the estimates

A~ * _1 *
df' = (APTRYAY) APTRY e, g=1.2 (5.45)

of the data vectors Qg), g = 1,2, of (5.37) and (5.38), respectively. The estimates dg),
g = 1,2, obtained by (5.45) are not free from intracell MAI, because not all users k =
1... K, are included in the zero forcing equalization. Both the intracell and intercell MAI
are included in the matrices Bg), g = 1,2, of (5.44). When considering antenna arrays
at the receiver the matrices Eg), g = 1,2, of (5.44) include both spatial and temporal
correlations of the intercell MAI and intracell MAIL In general, the matrices Eg), g=1,2,
of (5.44) are not known at the receiver. In this case they must be replaced by an identity
matrix in (5.45), see [Ost01]. In Section 7.2.2 it is shown how at least the intercell MAI
covariance matrix R of (3.25) can be estimated and considered in MSJD.

In the following, based on the estimates Qg), g = 1,2, of (5.45) FEC decoding and
interleaving are considered and 4PSK modulation is applied. Consequently, the data
vectors d¥), k = 1..K, of (5.1) with dimension N result from K uncoded binary data
vectors

T
u®) = [uY“) = U(XZ] U € {—1,+1}, k= 1..K,mq = 1...My, (5.46)

of dimension My by convolutional encoding with rate R. and constraint length K., inter-
leaving and mapping on 4PSK data symbols. Then,

C My+ K. -1

N
2R,

(5.47)
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holds. Now, with u®® of (5.46) the vectors

ug) = [u(l)T . u(Kg)T]T (5.48)
and
u® = [u(Kg—I—l)T_”u(K)T}T’ (5.49)

respectively, can be introduced. From the estimates dg), g = 1,2, of (5.45) estimates
ﬁg) ., g = 1,2, of the uncoded data vectors u® of (5.46) can be obtained by demapping,

deinterleaving and decoding.

The impact of intracell MAI Ag_g) Qg_g) when detecting the received signal gg), g=1,2,
of (5.43) can be reduced by an at least approximate elimination of the signals not included
in the JD process of each group [Var95]. An iterative process of groupwise JD and intracell
MALI elimination is the basic idea of MSJD. The intracell MAI elimination in MSJD can be
performed in parallel or serially. Therefore, in the following two Sections 5.4.2 and 5.4.3
parallel and serial MSJD are introduced including detailed descriptions of one iteration
in the case of parallel and serial MSJD, respectively.

5.4.2 Parallel MSJD

Fig. 5.6 shows the receiver structure in case of parallel MSJD. In the following ¢ is the
step index of the actual iteration. The signal processing of each iteration ¢ and group
g =1, 2 consists of five steps, which are indentified by the figures 1 to 5 in Fig. 5.6. These
five steps can be described as follows:

1. Approximate elimination of the user signals gfik), k=1+K,(g—1)..Kz(9 —2)+

K(g—1), of (5.11) of group (3 — g) by subtracting the reconstructed received signal

ég’*g)(i — 1) of the users of group (3 — g) from the received signal e of (5.10):

eV =e—-8"90-1), g=1,2. (5.50)

~=red

giﬁ&(i) is a received signal of group ¢ with reduced intracell MAI. For the first

iteration 7 = 1 the signals gﬁ;’)(o), g = 1, 2, may be initialized by a vector equal
to 0, because no reconstructions of the received signals from previous iterations are

available.

2. Performing simultaneously groupwise multiuser detection with the ZF equalizer.

Note that only for the first iteration i = 1, when gﬁ;’) is equal to the vector 0, the

matrix Eg) of (5.44) is the interference covariance matrix that has to be considered
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Fig. 5.6. Parallel MSJD; ZF: Zero Forcing; Rec.: Reconstruction [Ost01]

in the ZF process according to (5.45). In any other iteration i > 1 instead of
(g), g =1,2, of (5.41) and (5.42) the noise that affects the reception of the signal

g
giﬁ&(i) consists of the total intercell MAI n of (3.24) and the reconstruction errors
ggﬁg) — ngg), g = 1,2. A more detailed analysis of the reconstruction errors is

given in Chapter 7. Therefore, in the following a covariance matrix Eg)/ including

the correlation properties of the intercell MAI n of (3.24) and the correlations of the
reconstruction errors gg_g) —ég_g), ¢ = 1,2 must be considered in the data detection
process presumed that the matrix Eg)’ is known at the receiver. Consequently,
according to (5.45) we obtain the estimates

A * ! -1 * ’
ad() = (AP RYTAL) ALTRE @), g=12 (551

3. Calculating an estimate ﬁg)(i) of the uncoded data vectors ug) (i) of (5.48) and
(5.49), respectively, by demapping, deinterleaving and FEC decoding of ﬂg)(z) of
(5.51).

2(9)
4. Generating improved estimates d; (i) of the data vectors Qg)(i) of (5.37) and (5.38),
respectively, by re-encoding, re-interleaving and re-mapping of ﬁ(Gg (7).

5. Reconstructing the received signal g(Gg) of (5.43) originating in the users of group ¢:

2(9)
e (i) =AY - d; (), g=1,2 (5.52)
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In the following iteration these hopefully improved reconstructions Qg) (1),g=1, 2,
of (5.52) will be used for the elimination in the first step, see (5.50).

The signal processing efforts required for linear multiuser detection of all users with the
ZF-BLE on the one side and for MSJD on the other side are comparable, since the
efforts for FEC decoding and signal reconstruction are neglectable compared to multiuser
detection. In both cases the numbers of operations required for the matrix inversions in
the ZF equalizers are dominant and are proportional to the third power of the number of
jointly-detected user signals [PTVF92]. Consequently, a single ZF-BLE for a single group
and iteration according to the concept of MSJD needs less operations than the ZF-BLE
applied in linear multiuser detection. On the other hand two groups have to be processed
in parallel in MSJD. In subsequent iterations the inverted matrices from the first iteration
can be reused.

5.4.3 Serial MSJD

Section 5.4.2 describes how the two user groups are processed in parallel MSJD. In the
following MSJD with serial interference elimination is presented. Fig. 5.7 shows the
corresponding receiver structure similar to the one shown in Fig. 5.6. Whereas in parallel
MSJD always two processes dealing with each signal group are performed simultaneously
in one step, in serial MSJD these processes have to be performed sequentially. Hence, the
number of steps needed for one iteration in serial MSJD is 10 instead of 5 in the case of
parallel MSJD. The 10 steps of one iteration in serial MSJD are the following:

1. Approximate elimination of the user signals gflk), k=1+K,..K, of (5.11) of group
g = 2 by subtracting the reconstructed received signal Qg)(i — 1) of the users of
group g = 2 according to (5.50) from the received signal e of (5.10):

(i) =e— & (i~ 1). (5.53)

=red

9&31@) is a received signal of group g = 1 with reduced intracell MAI. For the first

iteration ¢ = 1 the signals ég)(O) may be initialized by a vector equal to 0, because

no reconstructions of the received signals from previous iterations are available.

2. Performing JD of the signals of the group g = 1 with the ZF equalizer. Note that
only for the first iteration ¢ = 1, when Qg) is equal to the vector 0, the matrix Eg)
of (5.44) is the interference covariance matrix that has to be considered in the ZF
process according to (5.45). Considering the covariance matrix 38" according to

the description given in step 2 in Section 5.4.2, we obtain the estimates
A(1) . DT (1) =1 A (1)) 8 A (1) T (1) =1 (1) -
do'() = (AYTRY TAD) ALTRY e, (5.54)

according to (5.51).
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Fig. 5.7. Serial MSJD; ZF': Zero Forcing; Rec.: Reconstruction

3. Calculating an estimate ﬁ(Gl)(i) of the uncoded data vectors ug)(i) of (5.48), by
demapping, deinterleaving and FEC decoding of ﬂg)(z) of (5.54).

2 (1)
4. Generating improved estimates d (i) of the data vectors Qg)(i) of (5.37) by re-

encoding, re-interleaving and re-mapping of ﬁg)(i).
5. Reconstructing the received signal gg) of (5.43) originating in the users of group
g =1, see (5.52):
A(1) /. 1) 3 .
&' (i) = AG - dg (). (5.55)

6. Subtracting the reconstructed received signal ég)(i) of (5.55) of the users of group

g = 1 from the received signal e of (5.10):

W), (5.56)

|

e?)(i) =e—

7. Performing JD of the signals of the group ¢ = 2 with the ZF equalizer. According
to (5.51) and (5.54) we obtain the estimates

~(2) . DT (2 =1 2 (2)\ ! x (2T (2) =1 _(2) /.
4% = (ADTREA) APTRE 0. (57

8. Calculating an estimate ﬁg) (1) of the uncoded data vectors u(G2) (1) of (5.49) by
demapping, deinterleaving and FEC decoding of Qg) (i) of (5.57).
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2(2)
9. Generating improved estimates d; (i) of the data vectors Qg)(i) of (5.38) by re-

encoding, re-interleaving and re-mapping of ﬁg)(i).

10. Reconstructing the received signal gg) of (5.43) originating in the users of group
g=2:

e?(i) =AY - d; (). (5.58)

In the following iteration these hopefully improved reconstructions Qg) (1) of (5.58)
will be used for the elimination in the first step, see (5.53).

Parallel MSJD offers the advantage over serial MSJD of lower signal processing time.
However, the signal processing effort is the same. If, of the K user signals in the first
group the K, signals which show the lowest BER on detection are grouped together, these
K, user signals can be well reconstructed. With serial MSJD the total receive signal
vector e of (5.10) can then be cleaned up from the signals of the first group after the first
detection step. Right after detection of the second user group a better BER performance
of the signals of the second group is to be expected than if parallel MSJD is used. In
general however it is not known before detection which signals have the lowest BER.
Considerations in other possible strategies to assign users to user groups are presented in
Section 5.4.4.

5.4.4 Strategies to assign users to user groups

For the description of parallel and serial MSJD in Sections 5.4.2 and 5.4.3 it was merely
said that all K simultaneously active users are divided up into two user groups of equal
size. A criterion in which each user k is assigned to one of the two groups was not taken
into account in Sections 5.4.2 and 5.4.3. In the following three possible assignment criteria
are presented of which the last two are compared by simulation results in Chapter 8. As
well as an arbitrary assignment of the individual users to the two groups, the following
assignment strategies are conceivable:

1. Assignment depending on the receive power of the user signals. This assignment
principle is suitable for serial MSJD. In compliance with the normal procedure for
serial intracell MAI elimination [KIHP90], the K, user signals that were received
with the highest power are assigned to the first group. All other users are assigned
to the second group. With serial MSJD the advantage of this assignment criterion is
that the user group with the strongest user signals will be detected first. Strong user
signals can be well detected. In addition the intracell MAI in the first detection step
is minimal for this assignment principle since only the weakest signals contribute
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to intracell MAI. Because of the good detection result after the first detection step
the user signals of the first group can be well reconstructed. The receive signal can
thus be freed very well from the signals of the first group, which makes the second
detection step easier. With parallel MSJD this assignment criteria plays no role.

2. All users who have the greatest physical distance from each other are assembled
into a group. This assignment criterion only makes sense if array antennas are
used on the receiver. If for example all users are arranged equidistantly on a circle
around the BS, the assignment of the users to the two groups is as in Fig. 5.8 a.
In [Pap00, PWBB9S] it was shown that by using adaptive antennas on the BS the
potential for separation of user signals is particularly great if the individual users
are as far apart from each other as possible. By separating the user signals the MAI
is reduced within the user group. If each detection process is considered for MSJD
in itself and if the intracell MAI caused by the other group in each case is ignored,
it is true that when array antennas and the assignment strategy described here are
used, the BER performance of each individual JD step for MSJD will be improved
in contrast to the case of arbitrary assignment of users to the two groups.

3. All users who are the closest to each other are collected into a group. This as-
signment criterion too only makes sense if array antennas are used on the receiver.
Fig. 5.8 b shows the possible assignment of users to a group depending on their
geographical position, if again an azimuthal equidistant user distribution on a circle
around the BS is assumed. If the intercell MAT caused by the second group in each
case is not taken into account, when the assignment strategy presented here is used
the BER performance of each individual JD step is worse for MSJD than the assign-
ment strategy presented under Point 2. Viewed overall, the following applies: The
geographical proximity of the individual users of a group means that if adaptive
antennas are used, no separation or hardly any separation of the individual user
signals can be achieved, i.e the MAI of the user signals of a group is only reduced
insignificantly. This means that joint detection of the user signals of a group is not
improved to the extent that it is in the strategy mentioned in Point 2. For this
the two groups are now geographically optimally spaced from each other. The MAI
which is caused by the signals of the other group in each case is significantly reduced
for the JD process of the signals of a group.

Using simulation results, an investigation is undertaken in Chapter 8 as to which of the
last two strategies leads to a better BER behavior when using MSJD with array antennas.
The assignment strategy mentioned in the first paragraph is not considered since in the
simulations in Chapter 8 it is always assumed that all user signals are received at the BS
with the same average power.
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Fig. 5.8. Different strategies to assign users to user groups dependent on the user
locations; a) Maximum distance strategy; b) Minimum distance strategy
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6 Channel estimation

6.1 Introduction

The procedures used in the TD—-CDMA system concept considered for data detection
in accordance with the JD principle [Kle96, BKNS94b| are based on a coherent receiver
[Pro89, Liik79] and require knowledge of the channel IRs of the K users at the K, antenna
elements contained in vector h, of (2.11) with dimension K,KW, see Chapter 5. For
systems with joint assessment of the data signals of the individual K users it is appropriate
to jointly estimate the K spatial channel IRs hgk’ka), k=1.K, ky,=1..K,, of (2.4) with
dimension W of the K user signals at the K, antenna elements. Mutual interference
by simultaneous transmitting of midambles of the K users within the observed cell is
therefore eliminated in a comparable way to the principle of JD.

The conventional joint channel estimation (JCE) for TD-CDMA in accordance with
Steiner [Ste95], which was originally designed for single antenna receivers, only takes ac-
count of knowledge of the K transmitted midambles for obtaining the information about
the channel IRs hg}),, k= 1...K, of (2.3) of the K users. For receivers with K, antenna ele-
ments a joint channel estimation of the spatial channel IRs hék’ka), k=1.K,ky,=1...K,,
of (2.4) of the K users is performed for the signals received at each of the K, antenna
elements, so that overall all relevant K - K, channel IRs are estimated in the uplink. To
make matters less complex here no information about directional inhomogeneities of the
K- K, channel IRs to be estimated is taken into account. Taking account of the directional
inhomogeneities of the intercell MAI is also, as will be shown in the following sections,
not possible for the given system parameters [ETSI97] that are shown in Table 8.1 and
for which the system simulation presented in Chapter 8 is relevant. Channel estimation
in accordance with Steiner for a TD-CDMA system is summarized in Section 6.2.

To be able to take account of information about directional characteristics of both the
K - K, channel IRs and of the intercell MAI with JCE, a channel estimation process was
presented and investigated in [Pap00], which, with knowledge of the relevant K4 DOAs
of the K user signals, allows a reduction of the number of unknown channel taps and
consideration of the covariance matrix R, of the intercell MAI. By reducing the number
of unknowns in the equation system to be resolved for the channel estimation and by
taking account of the matrix R,, of (3.25), the channel estimation is significantly improved
[Pap00]. In [Pap00] the primary investigation concerns the achievable improvement of
channel estimation as a result of the reduction of the number of unknowns in the equation
system to be resolved. Here although the option of taking account of the matrix R, in
channel estimation is mentioned, it is not looked at in more detail. In Chapter 8 the
possible performance improvements are determined by taking additional account of the
estimated matrix R, which is not considered in [Pap00]. The corresponding procedure
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for estimating the matrix R, is described in Chapter 7. After the channel estimation
principle fully described in [Pap00] has been addressed again in the following chapters
of this thesis, this channel estimation procedure will be explained once more in brief in
Section 6.3.

The channel estimation procedure presented in [Pap00] requires a DOA estimation. In
numerous publications [HN95, RK89, PN97, PFB97a| the performance of the DOA es-
timation procedures such as MUSIC, ESPRIT or Unitary ESPRIT [RK89, HN95| has
been demonstrated in outdoor scenarios. In indoor scenarios, it is not generally possible
to assume discrete DOAs because of azimuthal wide dispersal of the signals impinging
at the BS. DOA estimation procedures such as ESPRIT tend in this case to estimate
the DOAs incorrectly, resulting in massive performance problems. Therefore, Section 6.4
describes a channel estimation process which takes account of the correlation matrix R,
of (2.13) of the channel IRs to be estimated and also the covariance matrix R, of the
intercell MAI. DOA estimation algorithms can be dispensed with completely here. The
information about the directional inhomogeneities of the user signals is contained here in
the matrix R, ¢ and that of the intercell MAI signals in matrix R,,.

Finally, in Section 6.5 two different channel estimation errors are introduced, to be used
in Chapter 7 to assess the quality of the channel estimation with conventional ZF channel
estimation and for the channel estimation described in Section 6.4.

6.2 Conventional channel estimation

The state of the art channel estimation technique in TD—CDMA was proposed by Steiner
in [Ste95]. Steiner developed a technique for jointly estimating the channel IRs of each
active user in the considered cell at a single antenna at the receiver. The estimation is
performed by taking advantage of the midamble section inserted between the two data
sections of the burst transmitted by each user k, k = 1...K, see Fig. 1.7. The novelty of
the Steiner estimator consists in the design of the midamble training sequences known at
the receiver. The midamble codes of all K users are derived from a single periodic basic
code.

The received signal e, at the BS, which is exclusively given by the midamble section and
not by the data sections of the transmitted burst of each user, has dimension [SK93, Ste95]
L="L,—-W+1, (6.1)

where L, is the total length of the midamble in chips, see Fig. 1.7, and W is the dimension
of each channel IR vector h%)), kE=1...K, see (2.3). By a cyclically shifted arrangement
of the basic periodic code

mp = [m, .. -mL]T (6.2)



6.2 Conventional channel estimation 117

of dimension L, from which the midamble of the user k is derived, the L x W Toeplitz
matrix of the midamble training sequence for the user k [Ste95]

(k) (k) (k)

My, My -0 1Y
N B (R )
Gk = | 7L W o (6.3)
A k *
miy . miy, . om

is obtained. For JCE [Ste95] the matrix
G=|cgW.. . g" (6.4)

of all K user specific midamble training sequences is used. G of (6.4) has the dimension
L x (KW) and is known at the receiver. If the vector hyp of dimension KW is obtained
by the concatenation of the vectors hg?, of (2.3), and if we further admit an additive
intercell MAI vector n,, of dimension L disturbing channel estimation, the received signal
becomes [SK93, Ste95]

€, = g hRP + n,. (65)

In the case of K, antenna elements at the receiver, the total spatial channel IR vector
h, of (2.11) has the dimension K, KW, which includes the K - K, channel IRs received
at the K, antenna elements. Hence, the portion e, of the total received signal from all
antennas is given by

e, = (I") ® G) h, +n,, (6.6)

where n_ now has the dimension K,L and I(¥)

is the K, x K, identity matrix. Conse-
quently, e, of (6.6) has the dimension K,L. In the following, to simplify the notation,

the Kronecker product of I¥2) and G will be represented by the matrix

G=1Ifgqg (6.7)

with the dimension (K,L) x (K,KW). Taking account of the intercell MAI vector n,,
that affects the channel estimation, the (K,L) x (K,L) covariance matrix of the intercell
MAI

R, = E{n, n;’ (6.8)

is specified according to (3.25). Here both the spatial and the temporal correlation char-
acteristics of the intercell MAI represented by the vector n are equal to the intercell
MAT that affects the data detection and is represented by the vector n (3.24). The two
interference signals n and n, originate from the same sources and are merely received
with a slight time offset. Since the dimensioning of vectors n, and n are different, the
dimensions of the associated covariance matrices R, or R, are also different. This is the
reason for the different notations of the two covariance matrices of the intercell MAI.
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If the ZF algorithm is now used for JCE, the estimated total spatial channel IR vector is
obtained

h, = (G" R;' G) TG R, (6.9)

In conventional TD—-CDMA systems no information is obtained about covariance matrix
R._. As a result, matrix R, cannot be taken into consideration in (6.9). Starting from
(6.9) the estimated spatial channel IR vector ﬁs, taking account of the channel estimation
expanded to K, receive antennas in accordance with Steiner is produced for

-1 ~ xT

h=(G"G) G"e, (6.10)

If all K user channel IRs h®, k = 1...K, are estimated jointly, the midamble length can
be chosen so that the matrix G is square. For an additional corresponding choice of the
midamble basic code [Ste95] the matrix G of (6.4) can be inverted. This also applies for
matrix G of (6.7). Thus for (6.10) the following is obtained

A~

h, =G

e (6.11)

The channel estimation process described by (6.11) is equivalent to K, independent chan-
nel estimation processes at each of the K, antenna elements at the receiver. The decisive
benefit of the channel estimation process is its simplicity and the associated low level
of complexity. The disadvantage is that despite using K, receive antenna elements, no
information about directional inhomogeneities, either of the spatial channel IRs hgk’ka),
k=1..K, K, =1..K,, to be estimated, or of the intercell MAI n, is taken into account.

6.3 Exploitation of the knowledge of the directions
of arrival (DOA)

The following section shows a channel estimation process which, in contrast to the con-
ventional channel estimation process shown in Section 6.2, allows utilization of directional
inhomogeneities of both the user signals and the intercell MAI signals. As already men-
tioned in Section 6.1, a detailed description of this channel estimation process is to be
found in [Pap00]. The investigations in [Pap00] are however restricted to taking account
of the estimated DOAs of the user signals in channel estimation. Taking account of the
estimated spatial correlation properties of the intercell MAI signals which this channel
estimation process allows, is investigated in Chapter 8. For this reason this Section 6.3
only includes a brief description of the channel estimation process.

The basis of this channel estimation approach is a DOA estimation, which, e.g. can be
realized by the ESPRIT or Unitary ESPRIT algorithm [RK89, HN95] or any other DOA
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estimation algorithm. In this section, a description of the ESPRIT algorithm is not given,
since it is well known from literature [RK89, HN95, Haa97a]. Therefore, in the following
the problem of DOA estimation is not considered, but it is assumed that the DOAs g-a),
k=1..K, kq = 1...Kg, see Section 2.4, of each channel IR of the K users are perfectly
known at the receiver. With the knowledge of the DOAs g*+*d) k= 1. K, kg = 1...Kq,
one can establish the (K,KW) x (K4KW) matrix A, of (2.21). The matrix A4, of (2.21)
gives the relation between the directional channel IR vector hy of (2.15) and the total
spatial channel IR vector hy of length K, KW given in (2.11). Then, the total received
signal e,, from (6.6) becomes

e, = (I ® G) Ashy +n,,. (6.12)
It
K,KW < K,KW (6.13)

is valid, the number of unknown directional channel impulse response components con-
tained in h, of (2.15) of dimension Kq KW is reduced compared to the number of unknown
spatial channel IR components contained in h, of (2.11) of dimension K,KW. Since the
number of the unknown channel IR components in both (6.6) and (6.12) is the same, this
reduction of the number of the unknown channel IR components leads to an improved
quality of the channel estimate, see also [PHFB97, Pap00]. According to the maximum-
likelihood principle we obtain from (6.12) the estimate

Ed — (A;kiT (I(Ka) ® Q*T) EI:II (I(Ka) ® g) Ad)fl A:IT (I(Ka) ® Q*T) E;]lgm (614)

of the directional channel IR h,. With the matrix G of (6.7) (6.14) can be written as

A ~ ~ -1 ~
b= (4T GR, GA) ATGR]e, (6.15)

(6.15) shows that the knowledge of the covariance matrix R,, of (6.8) is required for an
maximum-likelihood channel estimation, which is the optimum estimation.

In this section only 1-dimensional (1D) information concerning the DOAs is considered,
i.e. only information concerning the azimuth angle ¢, which can be obtained from 1D
DOA estimation techniques [RK89, Sch86]. In [Pap00] this enhanced channel estimation
technique is further improved by utilizing the 2D Unitary ESPRIT algorithm [Haa97a]
for 2D DOA estimation. The 2D DOA estimation algorithms allow the information of
the DOAs of each component ﬁiﬁl’w, w = 1...W, of the spatial channel IR vectors hg,
k = 1..K, of (2.3) to be obtained. If each component ﬁg?,’w of a channel IR vector
can be assigned to one single DOA %) a matrix A, of (2.21) with the dimension
(K,KW) x (KW), which includes all the spatial information, and a directional channel
IR vector hy of (2.15) with the dimension KW would be sufficient to describe the total
spatial channel IR vector h, according to (2.11). In this case, the number of unknown
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parameters in h, of (2.15) is always reduced compared to the unknown parameters in h,
of (2.11), since

KW < K,KW (6.16)

is always valid for K, greater than one. This further enhanced channel estimation tech-
nique is not considered in this thesis. For more detailed information concerning this
combined 2D DOA channel estimation concept, the reader is referred to [Pap00].

6.4 MMSE based channel estimation

The channel estimation process shown in Chapter 6.3 requires knowledge of the discrete
K4 DOASs of the channel IR of K users. These must thus be determined before the actual
channel estimation by using DOA estimation algorithms. In the following paragraphs a
channel estimation process is presented that, instead of taking account of the discrete
DOAs, allows account to be taken of the correlation characteristics of both the signals to
be estimated, i.e. spatial channel IRs hgk’ka), k=1.K, ky,=1..K,, of (2.1) and also the
intercell MAI n, . For this, as already employed in Section 6.1 the principle of JCE of all
channel IRs hgg,, k= 1..K, of (2.3) of the K users is followed, through which intracell
MALI is eliminated. A linear estimator which fulfills these requirements is the MMSE—
BLE (Minimum Mean Square Error Block Linear Equalizer) [Wha71]. The MMSE-BLE
in addition to the advantage of taking account of the correlation matrix R, ¢ of the total
spatial channel IR vector h to be estimated and the covariance matrix R, see (6.8), of
the total intercell MAI vector n,,, also offers the benefit of a smaller SNR degradation
d compared to conventional channel estimation [Wha71, Kle96], whereby the MMSE is
also of interest for single antenna receivers. Applied to channel estimation, the MMSE
supplies as its answer the estimated total spatial channel IR vector

A~

by \ysp =arg  min  E{|[h —h*}
h, € ¢FKW (6.17)

[WhaT71] that has the smallest mean quadratic distance to the actual total spatial channel
IR vector h, of (2.11). When h, and n, are both Gaussian and independent, then,
with channel estimation matrix G of (6.7), the covariance matrix R, of (6.8) and the
matrix R of (2.13), which can be estimated with the process described in Chapter 7,

=T,S

the MMSE-BLE for channel estimation is given by [WhaT71]

-1

ES,MMSEI = (ET,Sil + Q*T R, Q) Q*T R, e, = Mywse €m: (6.18)

where

(6.19)
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Since hg is non-Gaussian the problem is to find the linear estimate

~

hy = Mk €m + buuse (6.20)

that minimizes the MSE [MMS80]. In the following bypsg in (6.20) is neglected in order
to reduce computational complexity. However, (6.18) still can be interpreted as a MMSE
based scheme. Since the inverse matrices 3775—1 and R' are included in (6.19), this
option of MMSE based channel estimation is referred to below as MMSE based channel
estimation taking account of ET,S_l and R.' or as MMSE-JCE I (MMSE-Joint Channel
Estimation I). In the case of MMSE-JCE the set of equations

~

(Ef,s_l +G" R, Q) b, \vise = G R, e (6.21)

of (6.18) can most easily be resolved by the Cholesky decomposition [K1e96, Na95, Zur64|
of the matrix (ET,S_I + Q*T Er_nl Q) and subsequent resolution of two trivial equation

systems [Zur64]. The requirement for using (6.18) is that either the correlation matrix of
the channel IRs R, ¢ nor the matrix (ET’;I + Q*T E;nl Q) are singular. Even with a

S

. . . . . = *T 1 AN - .
singular covariance matrix of intercell MAI R, the matrix (g Eml Q) is not singular,

so that the problem of the singularity of the matrix (ET’S_l + Q*T B;ll Q) does not arise,
provided R, ¢ is not singular. Since on the diagonals of the matrix R, ¢ the expectation
values E{|h§ﬁl’)ka)|}, w=1.W,k=1.K, k, = 1...K,, of the squares of the magnitudes
|ﬁ§fu’)ka)|, w=1.W,k=1.K, k, = 1...K,, of the channel IRs are to be found, these
values can differ widely. The components ﬁgfu’)ka), w=1.W,k=1.K, k, =1..K,, of
the channel IR vectors, which are to be assigned short delay times, which are e.g. valid for
w = 1, have in general larger magnitudes than the components, which are e.g. valid for
w = W. The latter can even be zero. In this case the matrix R,  is singular, since R,
then has zeros on its diagonal. The joint MMSE based channel estimation in accordance
with (6.18) (MMSE-JCE I) cannot then be executed. These problems are rectified by
transformations in accordance with the following equations, which contain the matrices
R, ., R, and G [WhaT7l]:

—7,87

¢'R, (R,+GR,G")
= G +G ' R,GR, G
- R,'R,,G +R,'R,G R;GR, G
- (R,'+G " R,'G) R, G (6.22)
Where matrix (Em +G R, Q*T) in (6.22) is moved to the right hand side, giving

G*T

=T, —

Q*T B;ll — (R —1+g E_l G

i
*
|
i
N——
=)

(R.+GR, G") T (6.23)
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- A\l
Multiplying the matrix (ET’;1 +G" R, Q) from the left in the equation (6.23)
produces the matrix My ysg of (6.19) jointly with (6.23) for

Mynse = (ET,S_I +G" Ry é)_l G" Ry
- R,G (R,+GR,G") - (6.24)

With My se according to (6.24) MMSE based channel estimation according to (6.18)
can now be written as

~ - % ~ =T\ —1
byyuse =R, G (R, +GR,,G") e (6.25)

A minimal-effort resolution of the equation system, as is possible with (6.18) cannot be
undertaken here. For this the possible singularity of the matrix R, ; no longer prevents
the estimation of the channel IRs with the MMSE-BLE. Below, in contrast to (6.18) this
variant of the channel estimation is designated MMSE based channel estimation taking
account of R, ¢ and R, or as MMSE-JCE II.

6.5 Channel estimation error

> (kaka)

To assess the estimation quality of the spatial channel IRs hg

Jk=1.K, k, =1.K,,
which can be achieved with the channel estimation processes shown in Sections 6.3 and
6.4, two channel estimation errors are introduced below. Starting from the definition of
the MMSE in accordance with (6.17), the most obvious assessment value of the quality
of MMSE based channel estimation is the mean square error (MSE)

1 K. K w |h(k,ka) _ B(k’ka)|2
2 —=s,w —=s,w

The diagrams in Chapter 8 show the Root Mean Square Error (RMSE)

€n = \/% (6.27)

After the MMSE determines an estimation result which has the smallest mean square
estimation error, the MSE or RMSE applied to the estimation result of the MMSE channel
estimation is always less that or equal to the MSE applied to the estimation result for
conventional channel estimation. It therefore makes sense to adapt the measured value for
assessing the quality of channel estimation more to the characteristics of the mobile radio
channel. The different delay spread of mobile radio channel IRs as a result of different
propagation characteristics in different countries means that the channel energy is more or

less distributed over all components Eéi;ka), w=1.W,k=1.K, k, =1...K,. In Indoor
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- (kyka)

environments many of the W components of the spatial channel IRs h, ", £ = 1...K|

k, = 1...K,, can be approximately zero.

To obtain an accurate comparison between the quality of different channel estimation
processes a quality measurement variable must be introduced that explicitly includes the
energy of each individual components hgﬁ;)ka), w=1.W,k=1.K, k, =1...K, of the
estimated channel IR vectors in quality assessment. The assessment of the quality of
channel estimation should thus be independent of the channel energy. A measured value
which fulfills the above requirements is shown in [Pap00] and below.

Since the sampled values of the channel IRs in the equivalent lowpass domain can be

kka), w=1..W,k=1...K, k, .. K,, a separate
(7a)

specified as complex values A

and the imaginary parts h( ’ ") is posmble Ahrkwka

(k ka) and the estimated values h(k k"").

(k.ka)

consideration of the real parts hy

is used below to indicate the differences between h;.,

a

Equally, the differences between the actual values hi’ and the estimated values h

are designated with Ah (k k"‘ , so that

Ah(k,ka) — h(k,ka) . h(k,ka)

r,w T, W raw

w=1...W, k=1...K, ky=1...K,, (6.28)

A = kel k) oy = W, k=10 K, ka= 1. K, (6.29)

i,w i,w

(6.28) and (6.29) allow a channel estimation error to be specified for the real part h{tke)

and the imaginary part hi(k’k") of the spatial channel IRs h (hfe) ,k=1.K, k, =1.. K,,
as follows

w )
rZ|Ahkkahkka) |2
k) — Bl },k:y..K,ka:L..Ka, (6.30)
£ (i)
L o )
w )\
(Z|Ahkkahkka) |2
NI op = k=1 Kk =1 K (6.31)
£ ()
L w= Vs
Starting from (6.30) and (6.31) the mean channel estimation over all K K, channel IRs
| K K
(e = D) elika) (6.32)
KK, k=1 ka=1
| K K
LI - PP L (6.33)
& k=1 ka=1

can be determined. In the following sections in Chapter 8 the values €, of (6.27), €
of (6.33) and €, of (6.33) are used to compare the quality of the MMSE based channel
estimation with the quality of the conventional channel estimation.
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7 Receiver concepts for estimating and ex-
ploiting correlation matrices

7.1 Introduction

In Section 5.3.2 it is shown that by applying the ZF algorithm for data detection know-
ledge of the intercell MAT covariance matrix R, of (3.25) is required in order to get an
optimum estimate d of (5.12) of the unknown total data vector d of (5.9). Moreover, the
intercell MAI covariance matrix R, of (6.8) can also be considered in channel estimation,
see Sections 6.2 and 6.3. For the MMSE based JCE presented in Section 6.4 both the
correlation matrix R, ¢ of (2.12) of the spatial channel IRs hy of (2.11) and the intercell
MAI covariance matrix R, of (6.8) are even required. The state of the art receiver
concepts for TD-CDMA consider neither the matrix R, of (3.25) in data detection nor
the matrices R,, of (6.8) and R, ; of (2.12) in channel estimation [MSW97b]. The following
sections present modified receiver concepts for TD-CDMA, incorporating the estimation
and the utilization of these correlation and covariance matrices, respectively.

Prior to the description of the receiver concepts, three general remarks concerning the
estimation of the intercell MAI covariance matrices R, R, and R, respectively, and the
relations between these matrices are presented below:

e It is assumed that the intercell MAI signals are directionally uncorrelated. In Chap-
ter 3 it is shown that in this case the intercell MAI covariance matrix R of (3.25)
can be represented by the Kronecker product of the spatial covariance matrix R, of
(3.36) and the temporal covariance matrix R, of (3.19), see (3.37). The matrix R,
is a priori known at the receiver, since the spectral form of the interference given
by the GMSK chip impulse filter [ETSI97] is known, see Section 3.2. Consequently,
in scenarios with directionally uncorrelated intercell MAI it is sufficient to estimate
only the spatial covariance matrix Ry of (3.36). With the a priori knowledge of
R, being a hermitian matrix, see Section 3.2, only the off-diagonal elements of the
upper or lower triangular part of the matrix R, must be estimated. Mainly we
benefit in data detection from reduced computational effort, if estimating R, only
is sufficient. In data detection the inverted matrix R, ' is needed. In the case of
directionally uncorrelated intercell MAT scenarios [Gra81]

_ _ ~ —1
R,'=R,'®R, (7.1)

holds. Therefore, prior to considering in data detection only R, has to be inverted,
. = —1. . . .. R .

since R, is always available, if the a priori known matrix R, once has been inverted.

Furthermore, independently of which of the two matrices R, and R, is needed in
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data detection and channel estimation, only the spatial covariance matrix Ry of
(3.36) must be determined. The spatial covariance matrix Ry is the same in both

cases, i.e. according to (3.37)

R,=R,®R,, (7.2)

holds, where the matrix Et’m of dimension L x L is equal to the the matrix R, of
(3.19) of dimension (NQ +W — 1) x (NQ + W — 1), except for their dimensions.

e If the preliminaries of directionally uncorrelated intercell MAI are not fulfilled at
the BS site, then the temporal correlations of the intercell MAI signals received
at the K, antenna elements are not necessarily the same, see Section 3.2. In this

3.25) is required. The

elements of the covariance matrix R, of (6.8) can be obtained from the elements of

the covariance matrix R, of (3.25) according to

case an estimation of the total covariance matrix R, of

—~

[Em](u—l)L+i,(v—1)L+j = [En](u—l)(NQ—I—W—1)+i,(v—1)(NQ+W—1)+j ’
i=1.Lj=1.Lu=1.K,v=1.K, (7.3)

Fig. 7.1 illustrates the relation between the elements of the matrices R, of (3.25) and
R, of (6.8) given by (7.3), if K, = 2 antenna elements are utilized at the BS site. If,

R
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m
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K,(NQ+W —1) K,

NQ+W —1

_
_
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1

™~

Fig. 7.1. Connection between the elements of the matrix R and the matrix R, with
K, = 2 antenna elements

in the reverse case, a receiver structure only allows the matrix R, , to be estimated,
no connection can be made to the matrix R,. Therefore receiver concepts which
only allow estimation of R, should only be used in scenarios in which directional
uncorrelated intercell MAI can be expected and thus must only estimate matrix R..
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e Regardless of the spatial correlation characteristics of the intercell MAI only the
matrix R, can ever be estimated. Basically the matrix R, of (3.19) valid in the
case of directional uncorrelated intercell MAI is used as the temporal covariance
matrix. Estimating the spatial covariance matrix Ry is significantly less effort than
estimating the intercell MAI covariance matrix R, , since matrix R  contains fewer
elements. Matrices R, and R, thus formed by (3.37) and (7.2) each lead to subop-
timum solutions when considered in data detection or channel estimation if intercell
MALI is directionally correlated. The corresponding performance results are shown
in Chapter 8.

Three different concepts are presented below for the estimation of the intercell MAI co-
variance matrices R, R, and the spatial intercell MAI covariance matrix R,. The three
concepts are described in detail in the Sections 7.2, 7.3 and 7.4:

e Based on the detected data vector d of (5.12) we reconstruct the received signal
e of (5.10), which depends exclusively on the transmitted data vector d of (5.9)
and subtract the reconstructed signal from the actual received signal e in order to
get an estimate of the intercell MAI vector n of (3.24). From the estimate of the
vector n estimates of the spatial intercell MAI covariance matrix Ry of (3.36) and
the intercell MAT covariance matrix R of (3.25) can be obtained.

of (6.10) we reconstruct the
received signal e, of (6.6), which results exclusively on the transmitted midambles

e Based on the estimated total channel IR vector ﬁs
m® k= 1..K, see Section 5.2, and subtract the reconstructed signal from the
actual received signal e, in order to get an estimate of the intercell MAI vector n,,,
see (6.6). From the estimate of the vector n,, estimates of the spatial intercell MAI
covariance matrix Ry of (3.36) and the intercell MAI covariance matrix R, of (6.8)
can be obtained.

e The estimated correlation matrix R, of the received signal e of (5.10) and the
A~ " kyka
correlation matrices Bik), k = 1...K, of the estimated spatial channel IRs h( )

h, -,
k=1.K, ky,=1..K,, of (2.1) are considered in order to obtain an estimate of the
spatial covariance matrix R, of (3.36). In contrast to the first two concepts, which
allow the estimation of the total intercell MAI covariance matrix R, of (3.25) or
R, of (6.8), this concept only allows the estimation of the spatial covariance matrix

R, of (3.36).

According to (3.25), e.g. the determination of the matrix R, requires the determination
of the expectation E {g Q*T}. Hence, in a real mobile radio system the following two
problems arise:
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e To determine the elements of the matrices R, R, R, and Eﬂs averaging can
be only performed over a finite time period in order to obtain an estimate of the
expectation.

e To be able to obtain and to exploit the correlations correctly, it is required that the
directional and temporal correlations of the intercell MAI remain the same at least
for the time period of the estimation of the covariance matrix.

These two problems lead right from the outset to estimation errors of matrices R, R,
R, and R . For short time periods it can be assumed that the directional correlations
of the intercell MAI remain the same, if the constellation of interfering sources does not
change during these time periods and if the spatial correlations do not change very much
with time due to the movement of the interfering sources. It is assumed below that this
directional stationarity of the intercell MAI is valid for at least one burst so that for
each received burst that is affected with the intercell MAI vector n the corresponding
covariance matrix R, can be estimated. There are various approaches to the various
procedures for estimating the matrices R, R, Ry and R, ¢ as to how the problems
mentioned above can be combatted. These approaches are each discussed in the sections
in which the associated estimation procedure is also described.

For the estimation of the matrix R, ¢ of (2.12) no signal reconstruction and no other cor-
relation matrix besides R, ¢ is involved in the estimation of process. A receiver structure
that incorporates estimation of matrix R, ¢ of (2.12) is shown in Section 7.5. The consid-
erations concerning stationarity of the directional correlations and the consequences for
the estimation of the intercell MAI covariance matrix R, are also true for estimation of
the correlation matrix R, ; of (2.12) of the channel IRs.

7.2 Utilizing data signal reconstructions for estimat-
ing R,

7.2.1 ZF-BLE based structure

The receiver structure that incorporates estimation of R, is shown in Fig. 7.2 [WPH99].
This receiver structure allows estimation of the total covariance matrix R, as well as
only estimation of the spatial covariance matrix R of the intercell MAI by an iterative
approach. In the following 7 denotes the number of the considered iteration.

First, let us assume that the total spatial channel IRs h, of (2.11) are perfectly known at
the receiver. The system matrix A of (5.8) is then also perfectly known. One iteration,
including the estimation process of the covariance matrix R, and the data detection
applying the ZF-BLE, consists of the following steps, which also can be seen in Fig. 7.2:
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Fig. 7.2. Receiver structure incorporating the estimation of the covariance matrix R

of the intercell MAI and considering forward error correction (FEC) coding
[WPH99]

1. Joint data detection is performed by applying the ZF-BLE in order to obtain the

estimated total data vector

1 o
£ A*T En 1(2 - 1) e (74)

d(i)= (AR, (i-1) A)
of iteration 7 according to (5.12). Notice that in the first iteration ¢ = 1 the estimated

covariance matrix R, (0) is equal to the identity matrix IN@+W-1),

. After having performed FEC decoding by using a convolutional decoder which uses

d(i) of (7.4) as soft inputs the uncoded data vectors a*(i), k = 1...K, according
to (5.46) are obtained.

. The uncoded data vectors a* (1), k = 1..K, are FEC encoded again which leads

to the vector d(7).
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4. With the system matrix A of (5.8) and the vector d(i) the signal reconstruction

|e>>

&4(i) = A d(i) (7.5)

is obtained.

5. By subtracting the reconstructed signal €,(i) of (7.5) from the received signal e of
(5.10) an estimate

(1) = e — &4(i) (7.6)

of the total intercell MAT vector n of (3.24) is obtained.

=3
J:(:m

6. With the estimates fi(i) of (7.6) we can obtain an estimation

R, (i) =

of the intercell MAI covariance matrix R, of (3.25). This estimate R, (i) will be
considered in the data detection of the next iteration i = 2, see (7.4).

OF W0 (7.7)

=%

It is expected that the estimation quality, i.e. the accuracy of the estimate R, (i) of (7.7),
is improved by increasing the number I; of iterations as long as this iterative process con-
verges. However, when estimating the covariance matrix R, of (3.25) according to (7.7)
only the instantaneously estimated samples of the total intercell MATI vector n of (3.24)
contribute to determination of R, (i), although the expectation E {a(i) 2*" (1)} would be
required. To more or less overcome this problem, a second possibility of improving the
estimation of R, and consequently data detection by the receiver structure of Fig. 7.2
is described below. So far, each transmitted burst has been treated separately, i.e. data
detection is the same for each transmitted burst, independently of previously or subse-
quently transmitted bursts. Now, let us denote the received signal that depends on the
transmitted burst of number ny, by the burst-specific vector e, instead of e of (5.10).
Accordingly, the system matrix A of (5.8) valid for burst number ny, is denoted by A, .
Hence, according to (7.4) the detected data vector d,, (i), which includes the detected

data symbols glAnb’i, t = 1...KK N, which where transmitted in burst number ny, is given by
T TR L s “bor gl
an (Z) - <Anb Bn,nb (Z - 1) Anb> Anb En,nb (Z - 1) gnb' (78)

Now, depending on the considered intercell MAI scenario, i.e. depending on the movement
of the mobile terminals in the adjacent cells, we can consider one of the following three
concepts to improve the estimate R, ,, :

e Covariance matrix R, is estimated based on a fixed number N}, of received bursts.
It is assumed that, based on the reception of burst number n, and after I; equal to
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one iteration, an estimate En,nb is obtained. Then, an improved estimate Enwhich
can be considered in the detection of the last IV}, received bursts is given by

L
R, = — R,, . 7.9
R-y YR, (7.9)

If it is known that the scenario does not change significantly vx:ith time due to
movement of the interfering sources, then the covariance matrix Bn,an considered
in the detection of the previously received burst number n, — 1 can be considered
together with the covariance matrix En’nb estimated in the actual burst number 7y,
to obtain the average

1 1 N N
an"b = 5 <En,nb + En,nb—l) * (710)

In item 1 and 2 it is always assumed that covariance matrix R, is estimated by
taking the detected data of the actual burst with the number ny, into account. The
covariance matrix R, , ~estimated in this way is considered to improve the data
detection of this actual burst number ny,. If the directional and temporal correlations
of the intercell MAT do not vary, e.g. if the interfering sources are spatially fixed,
then the covariance matrix estimated in burst n;, — 1 can be directly considered in
the data detection without any iteration, i.e. for 2 = 1 we obtain

A oT o1 L |

d,, (1) = (A1 Rupor Ay ) ARy, (7.11)
Although the interfering sources are assumed to be fixed, the system can be con-
sidered as adaptive, since it once, after an initial state, adapts itself to the given
propagation environment.

In Section 7.1 it is mentioned that in the case of directionally uncorrelated intercell MAI

it is sufficient to estimate the spatial covariance matrix R, of (3.36), since the normalized
temporal covariance matrix R, of (3.19) is a priori known at the receiver. In the case
of directionally uncorrelated intercell MAI the estimation procedure of the total intercell
MAT vector n of (3.24) described by (7.4), (7.5) and (7.6) remains the same. The partial
vectors ﬁ(ka)(i), k, = 1...K,, can be obtained from the estimated total intercell MAI
vector (i) of (7.6), since the vector n is formed by the concatenation of the vectors n*s),
k, = 1...K,. Then, the estimates ﬁ(ka)(i), k., = 1...K,, are arranged in a matrix

AT (i)
N(i) = : : (7.12)

A" (i)
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according to (3.41). With (7.12) we can obtain the estimate

. 1 .

R, (1) = NO+ W —1 N(7) E*T(Z) (7.13)

of the spatial intercell MAI covariance matrix. The estimation of Ry according to (7.13)
implies already an averaging over the NQ+W —1 samples of each signal ﬁ(ka), k,=1...K,,
in the time domain. Hence, the estimation quality of the matrix R,(7) of (7.13) in iteration
1 is expected to be better than the estimation quality of the total covariance matrix En(z)
of (7.7).

So far, we assumed that the total spatial channel IRs h, of (2.11) are perfectly known
at the receiver, i.e. h, is known in the system matrix A of (5.8) used for data detection
and signal reconstruction. In the following channel estimation is also considered in the
receiver structure of Fig. 7.2. The channel estimation can be performed either by applying
the Steiner estimator, see Section 6.2, or by applying a channel estimation scheme, which
allows consideration of the intercell MAI covariance matrix R, or R, , see, e.g. Section 6.3.
When applying the Steiner estimator for channel estimation only the system matrix A in
(7.4), (7.8) and (7.11) has to be replaced by the matrix A in which the estimated total
spatial channel IR vector ﬁs of (6.10) is considered. When the utilized channel estimation
scheme allows the consideration of the covariance matrix R, of (6.8), first R, of (3.25)
is estimated following one of the possibilities for the estimation of R, described above.
Then, R, is obtained by extracting the relevant elements from the matrix R, according

to (7.3).

Advantages of the receiver concept presented in this section are:

e The signal reconstruction quality can be improved by considering FEC decoding
and encoding.

e The knowledge of the symbol alphabet V4, see 5.2, can be exploited, since signal
reconstruction is based on quantized and not on continuous valued data symbols.

e All considered intercell MAI covariance matrices R, R, , R, can be estimated.
The disadvantages of this concept are:

e Data detection has to be performed at least once without considering covariance
matrix R, in order to obtain uncoded data vectors 2k = 1...K, which are re-
quired for the signal reconstruction that forms the basis for estimation of covariance
matrix R, .
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e Both the channel estimation errors and the detection errors affect the signal recon-
struction being the basis of the estimation of R, .

In the following Section 7.2.2 the principles of estimating the matrix R, are considered
in MSJD. The effects of bit errors on the signal reconstruction quality are analyzed in
Section 7.2.3.

7.2.2 MSJD based receiver structure

The principles of estimating and considering the intercell MAI covariance matrix R, of
(3.25) in MSJD are similar to those used for the estimation of R, described in Sec-
tion 7.2.1. Therefore, only brief descriptions of the parallel and serial MSJD concepts,
see Section 5.4, which incorporate the estimation and utilization of the intercell MAI
covariance matrix R, are presented in the following.

Fig. 7.3 shows a parallel MSJD structure similar to Fig. 5.6 but extended to the estimation
and consideration of R,. The estimation of the matices Bg), g = 1,2, of (5.44) is not
considered. From Fig. 7.3 and taking account of the intracell MAI reduced signal éﬁg&(i)
of (5.50) of iteration ¢, the reconstructed signals of ég)(i) of (5.52) and the total received
signal e of (5.10) it can be seen that an estimate

(i) = E; %z)—@%’)(z)

n e —
2 2 2
= Y AP a0 - AP &) +n
g9=1 g=1
= &9 -&9i-1), g=12 (7.14)

of the total intercell MAI vector n in the iteration i can be obtained.

Besides intercell MAI, the estimates fi(i) of (7.14) include the reconstruction errors of both
signal groups g = 1,2. From the estimates f(i) of (7.14) the intercell MAI covariance
matrix R, can be estimated according to (7.7). Then, the estimate R, (i) of (7.7) can be
considered in the detection. Based on the estimate fi(i) also an estimate of the spatial
covariance matrix R, of (3.36) can be obtained. The comments given in Section 7.2.1 on
the possibility of improving the estimation quality of both the spatial covariance matrix
R, of (3.36) and the total covariance matrix R, of (3.25) by averaging techniques also
hold, if MSJD is considered. The main difference concerning estimation of R, in MSJD
compared to the estimation procedure described in Section 7.2.1 is as follows: Each of the
signal reconstructions Qg’) (i), g = 1,2, of (5.52) is based on data vectors ﬂg)(i), g=1,2,
of (5.51) detected in the presence of intracell MAI, which is produced by the user group
(3—g) with g = 1,2. The uncoded detected data vectors a*)(i) of (5.46) are expected to
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Fig. 7.3. Parallel MSJD receiver incorporating the estimation and consideration of
the intercell MAI covariance matrix R

include fewer bit errors, due to the absence of intracell MAI, than vectors ﬁg) (1), 9=1,2,
of (5.46). Consequently, the estimate fi() of (7.6) in the iteration i = 1 is more precise
than in (7.14). Therefore, it is recommended that an estimation of R, or R, should not
be performed after the first detection step in MSJD, i.e. in the first iteration ¢ = 1, but
rather in subsequent iterations ¢ > 1.

The possibility of estimating and considering R, in serial MSJD is illustrated in Fig. 7.4.
The main differences of parallel and serial MSJD were described in Section 5.4. Concerning
estimation of matrix R, in serial MSJD compared to parallel MSJD the difference is the
following: In opposite to (7.14) the intracell MAI reduced signal éi()i(i) of (5.56) and the
reconstructed signal Qg)(i) of (5.55) valid for the same iteration i are taken to obtain the
estimate

(i) = &2 (i) — &5 (i) (7.15)

of the intercell MAL (i) of (7.15) can be utilized to estimate R, of (3.25) according to
(7.7) or to estimate R, according to (7.13). Then, these estimated matrices R or R, can
be utilized in the next iteration ¢ + 1 in data detection.

In opposite to parallel MSJD the detection of the second user group g = 2 in serial MSJD
is already done by considering an intracell MAI reduced signal Qi()i(i), see (5.50), in the
first iteration ¢ = 1. Therefore, in serial MSJD it is expected that the estimation of the
intercell MAT covariance matrix R, of (3.25) is more accurate after the first data detection
of both user groups g = 1,2, i.e. after the first iteration ¢ = 1, than in parallel MSJD.
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Fig. 7.4. Serial MSJD receiver incorporating the estimation and consideration of the
intercell MAI matrix R,

In general, independently of using serial or parallel MSJD, the advantage of estimating
and considering R, in MSJD is that MSJD has an iterative structure which means that the
additional effort of estimating R, based on reconstructed signals is negligible compared to
the approach shown in Section 7.2.1. The disadvantage when using MSJD is the expected
lower estimation accuracy of the matrix R, , since the signal reconstructions, which form
the basis of the estimation procedure of R,, are finally based on data detection results
obtained in previous iterations, where the JD process is affected by intracell MAI

The investigations of MSJD are performed without considering the errors of channel esti-
mation. Therefore, there is no need to consider the estimated matrix R, see Section 7.1,
in the channel estimation.

7.2.3 Signal reconstruction quality

With the receiver structures presented in Sections 7.2.1 and 7.2.2 a reconstruction of
the received signal based on the detected and decoded data vectors ﬁ(k), k= 1.K,
of (5.46) is performed for estimating the intercell MAI covariance matrix R, of (3.25).
The accuracy of the estimate En is thus decisively determined by the quality of the signal
reconstruction, see Section 7.2.1. This quality is effected both by estimation errors in data
detection and also imperfection in channel estimation. The sections below investigate the
effects of estimation errors in data detection on the quality of the signal reconstruction,
incorporating FEC coding. The observations are made under the following assumptions:

e Only K, =1 antenna element is assumed at the BS,
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e the channel IRs hg}),, k =1...K, of (2.3) are perfectly known at the receiver and

e the intercell MAI vector n of (3.24) is not taken into account.

The user-specific estimates ﬂ(k), k = 1..K, of the data vectors d¥) of (5.1) are, as (5.9)
shows contained in the data vectors d estimated in (5.12). If channel IRs hg}),, k=1.K,
of (2.3) are perfectly known at the receiver, user-specific system matrices A(k), k=1...K,

a(k
of (5.7) and the data vectors Q( ), k =1...K, can be used to determine the reconstructed
receive signals

e =A®a"  p=1.K, (7.16)

of the K users. Starting from the actual receive signals gék), k=1..K, of (5.11) without
intercell MAT and the reconstructed signals éfik), k=1...K, of (7.16) it is possible, instead
of the quality of the signal reconstruction, to specify the reconstruction errors of the signal
of user k for

k ~(k
o _ Eflel” — &P}
e k
E{le{"?}

k=1.K. (7.17)

Fig. 7.5 shows the steps to be performed for signal reconstruction. If FEC coding is
taken into account, the uncoded estimated data vectors 4*, k = 1..K, of (5.46) are
again FEC coded during signal reconstruction. The code used is a 23, 35 non-systematic
convolutional code (NSC-Code) [ViO79]. The encoder has a constrained length of K

p® B

A A
! |

a®) o FEC. o interleaving 4 PSK — CDMA- — f?hip
re-encoding Code impuls

channel

o

Fig. 7.5. Principle of signal reconstruction, starting from the uncoded, detected data
0,k =1..K, of (5.46)

equal to 5 and a code rate R, equal to 0.5, see Fig. 7.6. In the following isolated bit
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errors are assumed, i.e. an errored bit at the input of the FEC encoder surrounded by
correctly detected bits in succession assumes each of the five possible positions in the
shift register of the encoder, see Fig. 7.6. With the number N, of connections at the shift
register and by the exclusive OR operations we obtain seven bit errors at the output of
the encoder, if an isolated bit error is present at the input of the encoder. As Fig. 7.6
shows, of the 10 bits output in this case, the first two and the last two bits are incorrect
and of the bit pairs output inbetween, one of each of the two bits is incorrect. With an

A

R

...00110101101100 ...

Fig. 7.6. Re-encoding in the case of a single bit error; N, = 7 connections at the shift
register [WBOWOO)]
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FEC encoder of rate R. with N, connections, isolated bit errors with a coded BER Pkgk),
k = 1..K, of the uncoded estimated data vectors a®), k = 1...K, of (5.46) at the input
of the encoder produce a BER amounting to

pb)

bu,r

=N,-R.-P¥, k=1.K, (7.18)

at the output of the encoder. With N, = 7 connections and a code rate R, = 0.5 the
BER P" k= 1...K, at the output of the FEC encoder is greater than at the input of

bu,r’

the encoder by a factor of 3.5.

After FEC coding the same interleaving structure must be used for signal reconstruction
as in the transmitter of the observed system. The magnitude of the deviations of the
actual received signal gfjk) of (5.11) from reconstructed signal ng) of (7.16) depends on
the selected modulation scheme. Multiplying the modulated signal by the CDMA code
c®) of (5.2) of user k as well as the convolution with the GMSK chip impulse [ETSI97]
and the channel IR h%)) of (2.3) of user k have no role to play in the reconstruction error
e of (7.17) provided the channel IR hﬁg of user k is assumed to be perfectly known.

The assumption made below is that only isolated data errors occur in the uncoded esti-
mated data vectors 0¥, k = 1...K, of (5.46), i.e. that the gap between two subsequent
bit errors is so large that for signal reconstruction the errors are not in the shift register
of the FEC encoder at the same time. This thus excludes a mutual cancelation of two bit
errors by the exclusive OR operations. As already explained above, each of these isolated
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errors at the input of the FEC encoder in signal reconstruction causes seven bit errors
at the output of the FEC encoder or K. = 5 data symbol errors. In this case in two
data symbols both bits are incorrect and in the remaining three data symbols one bit is
incorrect in each case. According to (7.17) with 4 PSK modulation a deviation of 2 of
reconstructed signal ng) of (7.16) of user k from actual signal gék) of (5.11) is obtained
when a data symbol error is present as a result of one incorrect bit in the data symbol.
Furthermore, a deviation of 4 is obtained when both bits of a data symbol are incorrect.
Taking account of the parameters from Chapter 8, for reconstruction error cgk) of signal
of user k the result is that, when N is the number of data symbols, My the number of
uncoded bits, i.e. the dimensions of vectors 4*, k = 1...K, of (5.46), M the size of the

data symbol alphabet and Pék) the coded BER of the signal of user k,

k k
e(k)Z§'4'Kc'Pé)'Md+§'2'Kc'Pé)'Md:14p<k> (7.19)
© N - R, -log, (M) b ‘

7.19) shows a direct proportionality between the coded BER P(k) and the reconstruction
( prop y b

error e of the signal of user k.

There now follows an investigation into the effects of bundle errors on the reconstruction
of the relevant user signals. For this only the reconstruction errors el of (7.17) and
the coded BER P and the uncoded BER P

oy Valid for signal reconstruction of the

signal of an individual user K = 1 are considered. For the following considerations no
system simulation is required since specific BERs Pél) and bit error patterns are explicitly
assumed, and the BER Pél) is not obtained by transmission over a living channel. This
means that the initial assumption is that the signals of the observed user are detected
without errors. Before signal reconstruction, in a sequence of four bursts in each case
X consecutive bit errors are inserted into the bits detected as error free and then signal
reconstruction in accordance with Fig. 7.5 is undertaken.

In accordance with the underlaying parameters from Chapter 8 a burst contains two data
blocks each with N = 28 data symbols. According to (5.47) and taking into consideration
a code rate R, of 0.5 a sequence of 192 uncoded bits is produced with the transmission of 4
bursts. The X bit errors thus represent an individual error bundle in a sequence of 192— X
error-free detected bits. Fig. 7.7 shows BERs Pél) and PbEE,E and also the reconstruction
error ") of (7.17) of the signal of the observed user, depending on X. In addition the
relationships e." /Pél) and P, /Pél) are shown. For X = 1 the curve e." /Pél) confirms
the factor 14 by which the reconstruction error ei” of (7.17) with isolated single errors
is greater than Pél), see (7.19). Also confirmed is the factor 3.5, by which according to
(7.18) P is greater than Pél) if it is assumed that only isolated errors occur. With X
equals five consecutive incorrect bits the uncoded BER bell,z for reconstruction is equal to
the coded BER Pél). The reconstruction error €5 in this case is only greater by a factor
of 4.2 than Pél). Although the reconstruction error etV relative to the coded BER Pél)
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Fig. 7.7. BERs Pél) and Péi?r as well as reconstruction error ei” for individual bundle
errors with X consecutive incorrect bits

is smaller when bundle errors occur and the bit error rate Pél) rises, in absolute terms a
lower reconstruction error e.(gl) is obtained for a lower coded BER Pél).

Instead of individual error bundles, the effects of signal reconstruction are investigated
below when each Y-th bit in the uncoded detected data vectors a®), k = 1...K, of (5.46)
is incorrect. The results are shown in Fig. 7.8. If each Y equals 5 bit is incorrect this
ensures that at any point only a single incorrect bit is in the shift register of the encoder,
there are again individual isolated errors. For Y = 5 the figure obtained for M /Pél)
according to (7.19) is therefore again 14, see Fig. 7.8, and for Pélll?r/Pél) according to
(7.18) the figure is 3.5. If we look at the unrealistic case in which each bit is incorrect, i.e.
Y =1, this result for egl)/PtEI) is the figure 2, see Fiig. 7.8. In this case the reconstruction

error egl) in contrast to the factor 14 for isolated single errors, is only greater by a factor

of 2 than the coded BER Pél). The uncoded BER before signal reconstruction Péi?r at

the output of the encoder is in this case even smaller than Pél), see Fig. 7.8.

With decreasing coded BERs Pél) the difference between Pél) and PV

buyx Will increase,

as Fig. 7.7 in particular shows. Taking account of FEC coding in signal reconstruction
thus increases the uncoded BER Péi?r underlying signal reconstruction. On the other
hand FEC decoding has the effect that the coded BER Pék) of uncoded data vectors ),
k=1..K, of (5.46) of each user k is smaller than the uncoded BER Péﬁ) of the detected
~ (k)
data d
results to see whether it is possible to dispense with FEC coding for signal reconstruction

, k=1..K, of (5.1). In Chapter 8 an investigation is thus made using simulation
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Fig. 7.8. BERs Pél) and Pélll?r as well as reconstruction error €. for bit sequences in

which each Y-th bit is incorrect

or whether it is indispensable for signal reconstruction.

7.3 Exploiting channel IRs for estimating R,

Section 7.2 looks at two receiver concepts for estimating and considering the total intercell
MALI covariance matrix R, of (3.25) or the spatial intercell MAI covariance matrix R,
of (3.36). Both concepts rely on signal reconstruction based on exploiting detected data
symbols. In the worst case, if the interferer constellations are changing permanently, then
in the estimation concepts for R, at least two data detection processes are required. One
to obtain the data symbols, based on which the signal reconstruction is performed and
the matrix R,, is estimated. Then, the estimated matrix R, of (7.7) can be considered
soonest in a second data detection of the user signals.

In this section a concept for estimating the matrix R, of (6.8) without the need for
iterative detection structures is described. Such approaches were already mentioned in
[AMF99]. The concept is based on reconstructing the portion of the received signal which
depends exclusively on the transmitted midambles. The reconstructed signal is subtracted
from the actual received signal e, of (6.5). Fig. 7.9 shows the structure of the receiver
concept described in this section.

First, a channel estimation is performed, see Fig. 7.9. In this channel estimation we can
utilize
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Fig. 7.9. Receiver concept incorporating the estimation of R and R,

e the Steiner estimator, see Section 6.2, or

e the DOA based channel estimation approach described in Section 6.3, if the DOAs
plkka) | =1..K, kg = 1...Ky, of the user signals are known at the receiver, or

e the MMSE-JCE approach described in Section 6.4, if the correlation matrix R, ¢ of
(2.12) of the spatial channel IR vector h, of (2.11) is available.

In any of these three channel estimation schemes according to (6.11), (6.15) and (6.25)
first a channel estimation has to be performed, where R is replaced by the identity
matrix I¥)| since no knowledge of R, is available. With the matrix G of (6.7) and with
the estimated channel IR vectors by, e.g. of (6.11) or (6.9), the reconstructions

é,=Gh, (7.20)
of the signal e, of (6.6) without intercell MAI can be determined. Similar to (7.6) an
estimate

ﬁm =€m— ém (721)
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of the intercell MAI vector is obtained.

As already mentioned in Section 6.4 the vector n,, holds for the same correlation properties
as n of (3.24). Moreover, n, and n have the same spatial correlations. As already
mentioned in Section 7.2.1 the vector n of (3.24) is established by a concatenation of the
partial vectors n=), k, = 1...K,. Likewise, the intercell MAI vector n ., ky,=1.K,, of
(7.21) is a concatenation of the vectors al*) k, = 1...K,, which represent the estimated
intercell MAT received at the K, antenna elements. Consequently, the vectors gf{fa),
ka = 1...K,, can be extracted from f . With the estimates gﬂfa), ky, = 1...K,, the spatial

covariance matrix Ry of (3.36) can be estimated similar to (7.13) by establishing a matrix

gt
N,=| (7.22)
At
of dimension K, x L and by calculating
~ 1. ~ *T
R, - N, K. (7.23)
L
According to (7.7) the estimate
R, =n, n}f (7.24)

of the covariance matrix R, based on the reception of the actual burst is obtained. The
matrix R, of (7.23) can be directly considered in the data detection of the actual received
burst with the number ny, e.g. by applying the ZF-BLE according to (5.12). For the
consideration of the matrix R, of (7.24) in the channel estimation by applying for instance
(6.9), (6.15) or (6.25), there are two possibilities:

e For the actual received burst with the number n, once more an channel estimation
can be performed, now under consideration of R, of (7.24).

e The matrix R, of (7.24) can be considered in the channel estimation of the subse-
quent received burst with the number ny, + 1.

The improvements of the estimation quality of the matrices R, of (7.23) and/or R, of
(7.23) by taking more than a single burst into account in the estimation process, as it is
described in Section 7.2.1 for the matrices R, (i) of (7.13) and R, (i) of (7.7), can also be

considered here.

The advantage of the receiver concept described in this section is its simplicity, since no
iterative data detection is required. The disadvantages are:
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e No exploitation of the knowledge of the chip alphabet V,, of the midambles,

e no consideration of FEC decoding for improving the quality of the reconstructed
signal €, is possible, and,

e 10 estimation of the total intercell MAI covariance matrix R of (3.25) is possible.

With the TD-CDMA system parameters considered in this thesis, see Chapter 8, there is
another important disadvantage. The matrix G of (6.7) is a square and invertible matrix,
if all spatial channel IRs hék’ka), k=1.K, k, =1..K,, at all K, antenna elements are
jointly estimated. In this case, and considering (6.6) and (6.11), the estimate @, takes

the form
n, = e, —¢,
Gh,+n, - Gh,
— Gh,+n,-GG e,
= Gh+n,-GG ' (Gh +n)
— 0 (7.25)

From (7.25) it becomes obvious that an estimation of the intercell MAI n,, and, conse-
quently, an estimation of the intercell MAI covariance matrix R, is not possible with
the considered system parameters. Hence, this receiver concept is not considered in this
thesis.

7.4 Estimation of R, based on spatial correlations of
the received and reconstructed signals

After Sections 7.2 and 7.3 have presented receiver concepts which allow estimation of
the intercell MAI covariance matrices R, of (3.25) or R,, of (6.8) on the basis of signal
reconstructions, the sections below describe a receiver concept based only on spatial cor-
relations of the received signal e of (5.10) and the spatial correlations of the user signals
which allows estimation of the spatial intercell MAT covariance matrix R, of (3.36). The
matrix RS estimated in this way can then, like in the receiver structures already described
in Sections 7.2 and 7.3 be taken into consideration in data detection and/or in channel
estimation. The structure of the receiver concept presented in this section is shown in
Fig. 7.10. A concept of this type has already be presented in [HMV00]. For this reason
only the main basic features of the concept are repeated here.

At the receiver the received signal vector e of (5.10) is first broken down into the K,
antenna-specific received signal vectors e*2), k, = 1...K,, see Table 5.2. The received
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Fig. 7.10. Estimating and considering the spatial intercell MAI covariance matrix R,
starting from the estimated spatial correlation matrix Ee of the received
signal and the estimated spatial correlation matrices R%® of the k = 1..K
user signals

signal vectors e*»), k, = 1...K,, at the K, antenna elements can then be arranged in the

received signal matrix
(mT

E= : (7.26)

o(Ka)T

of the dimension K, x (NQ + W —1). (7.26) obtains an estimate

> 1 «T

R, = WE E (7.27)
with dimension K, x K, of the current spatial correlation matrix of the received signal.
As already described in Section 7.2.1, the estimation quality of matrix R, of (7.27) can
be improved by averages of further matrices Ee estimated when receiving previous bursts,
provided the user constellations and the spatial positions of the K users does not change or
changes only marginally. The basic idea of estimating the spatial intercell MAI covariance
matrix R, of (3.36) with the receiver structure shown in Fig. 7.10 is that the spatial
correlations of the received signal e of (5.10) are precisely the total from the spatial
correlations of the user signals and the spatial correlations of the intercell MAI, provided
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the user signals and the intercell MAI are uncorrelated. The required uncorrelatedness
between the user signals and the intercell MAT is assumed below. In addition, the initial
assumption is also made that the spatial correlation characteristics of the user signals will
largely be determined by the spatial channel IRs hg of (2.11). By using a conventional

channel estimation in accordance with (6.11) the antenna specific channel IR h®*+) k, =
N (kaka)

1...K,, of (2.1) of the K users can be estimated. If the estimated vectors hy =, k, =
1...K,, are arranged in the user-specific K, x W channel IR matrices
Eik,l)T
(k) .
H" = : . k=1.K, (7.28)
EikJ(a)T
using (7.28), estimates
~ (k) 1 o sT
R, =—HH k=1.K 7.29
R - an” , (7.29)

of the user-specific spatial correlation matrices are obtained with dimensions K, x K,.
Just as already used for the estimate R, of (7.27) the estimated quality of the user-specific

. (k
spatial correlation matrices ES( ), k =1...K, can be improved by averaging over a number
of correlation matrices determined in different bursts if the above-mentioned conditions

relating to user movement and constellations are fulfilled. With the estimates Ee of (7.27)
and Bs(k), k=1..K, of (7.29) an estimate

K
R =R, ->R" (7.30)

of the spatial intercell MAI covariance matrix Ry of (3.36) is obtained.

Compared with the receiver concept presented in Section 7.2.1, the procedure shown in
this section for estimating the spatial intercell MAI covariance matrix Ry of (3.36) is
much less effort. It is not possible to use the receiver structure presented here to estimate
the total intercell MAI matrix R,, of (3.25). In Chapter 8 the BER performances of the
receiver structures presented in this Section and in Section 7.2.1 will be compared by
simulation results.

7.5 Receiver concept considering R, and R

The previous sections showed how data estimation could be improved by taking account
of spatial and temporal correlation characteristics of the intercell MAI in the form of cor-
relation and covariance matrices. One of the decisive benefits, in particular when making
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use of spatial covariance matrices is that the spatial covariance matrices include the in-
formation about the direction sensitivity of the intercell MAI, without the precondition
of direction-discrete channel IRs and the use of DOA estimation algorithms being neces-
sary. Since not only the intercell MAI n of (3.24) but also desired signals of the users
are generally not directionally discrete, see Chapter 2, it would seem sensible to have
explicit utilization of the covariance matrices, not only of the intercell MAI, but also of
the correlation matrices of the desired signals.

If the ZF-BLE is used for data estimation, when the covariance matrix R, of (3.25) is
already taken into account, a further improvement of data estimation can only be achieved
by an improvement in the quality of the channel estimation. Accordingly the utilization of
the correlation matrices of the desired signals has as its aim the improvement in channel
estimation. In Section 6.4 MMSE based channel estimation has already been presented,
which, in addition to taking account of the intercell MATI covariance matrix R, of (6.8)
also allows the consideration of the matrix R, of (2.12) of the spatial channel IRs hy of
(2.11). As was shown in Chapter 2 the desired spatial correlations of the desired signals
of the K users are included in matrix R, ¢ of (2.12).

Therefore, in the following sections, the receiver concept presented in Section 7.2.1 which
allows the intercell covariance matrix R, to be estimated and taken into account in data
detection, is expanded by the option of estimating and taking account of matrix R, ¢ of
(2.12) in the MMSE-JCE, see Section 6.4. Fig. 7.11 shows the receiver structure which
belongs to the expanded concept. As well as matrix R, ¢ of (2.12) it is also possible to
take account of R, of (6.8) for MMSE-JCE. An estimation of matrix R, can be obtained
in accordance with (7.3) from estimated matrix R,, of (7.7). Since estimation of matrices
R and R, using the receiver structure shown in Fig. 7.11 was described in detail in
Section 7.2.1, the following paragraphs only deal with estimation of matrix R, ; of (2.12).

Estimation of matrix R,  of (2.12) can be undertaken in a similar way to the description
given in Section 7.2.1 for estimating matrix R, of (3.25) as an iterative implementation.
The necessary iterations can be conducted in parallel to the estimation of matrix R,. An
iteration to estimate R, ¢ can be described in the following steps:

e In iteration 7 as per (6.25) the estimated channel IR vector

- ~ T ~ *T

Bsisea(i) = Ry~ 1) @7 (R (i~ )+ G R, (1-1) G7) e, (731)

is obtained. In the first iteration, i.e. for i = 1, matrix R, ((0) = I*+*") and matrix
R,,(0) = 0 are used. If you use R, ((0) = I%*X"W) and R, (0) = 0 in (7.31), channel
estimation in accordance with (7.31) implements conventional channel estimation
in accordance with (6.11).
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Fig. 7.11. Receiver structure which allows estimation and consideration of matrices

R, in channel estimation and R, or R, in channel estimation and data

detection, respectively

e Based on the estimated channel IR vector E&MMSEQ(Z') estimated in accordance with
(7.31) the estimate

~ . ~ N T .
Er,s(’ﬁ) = hs,MMSEQ(Z) 'hs,MMSEZ(Z) (7.32)

can be determined in iteration 7. The estimate ET’S(Z') of (7.32) can then be consid-
ered again in the next step in channel estimation according to (7.31).

In general a channel estimation is undertaken in each burst and only one iteration z = 1 is
taken into account for estimating R, ;. For reasons of clarity the matrix estimated after
the first iteration 3775(1) will be designated ET’S in the following. Where the K users are
moving slowly the changing of the DOAs of the user signals and thereby the changing of
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the spatial correlations of the channel IRs are only marginal. In this case channel IRs
b, that were estimated in previous bursts can also be included in the determining of the
estimate ET’S, provided the composition of the user groups in the individual time slots
does not change. As was already explained in Section 7.2.1 it is to be expected that
estimation result ET’S will improve as the number of vectors ﬁs from previous bursts used
to determine matrix Eﬂs increases if users are not moving or moving only marginally. The
options described in detail in Section 7.2.1 for improving the estimation quality of R, of
(3.25), such as for example averaging over several matrices En determined in different
bursts, can be applied in the same way to estimated matrix Rﬂs.
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8 Performance analysis of adaptive array pro-
cessing for the TD-CDMA uplink

8.1 General

In this chapter, the performance of the receiver concepts presented in Chapter 7 is demon-
strated by simulations in the uplink of a TD-CDMA mobile radio system. These receiver
concepts utilize the data detection schemes shown in Chapter 5 and the channel estima-
tion concepts of Chapter 6. In the simulations the channel models and intercell MAI
models introduced in the Chapters 2 and 3 are considered. To measure and evaluate the
performance of the different receiver concepts the achievable coded BER B, under consid-
eration of FEC coding and the uncoded BER B, without consideration of FEC coding,
respectively, is determined. The coded BER B, and uncoded BER P, respectively, is
one of the most important performance measures for digital receiver concepts [Pro89].
The average SIR, which is the relationship between the average power of a desired in-

2 see Section 3.2,

formation carrying signal and the average total interference power o
with respect to a single receiver antenna, is denoted by C/I. The average coded and
uncoded BER P, and P, respectively, versus the average C/I is determined by a simu-
lation model of data transmission, which includes the statistical and dynamic properties
of the communications system to be investigated [Pap00]. When stochastic quantities
are used in the simulation model, then the simulation model is termed Monte Carlo
[BSS84, Edr94, Naf95, Blad8, Pap00]. The results produced by Monte Carlo simulations
depend generally on the number of experiments conducted. As the number of experiments
increase, the precision of the results increases [BSS84, JBS92]. There is certainly always
a trade-off between simulation precision and simulation time. Relying on the analysis of
[NaB95], if 107# denotes the coded BER P, to be estimated by simulations, at least the
transmission of 10#*3 bits must be simulated producing an estimate P, which is, with
a probability greater than 95%, within the confidence interval [0.9-107#, 1.1 -10~#] and
therefore can be considered as reliable.

The simulation tool used is mainly based on the simulation program ADAMO (Antenna
Diversity And MOre), which is described in detail in [Bla98]. In the simulations the
antenna configurations described in Section 4.2 are utilized at the receivers with different
numbers K, of antenna elements. The simulations consider the cases of up to K equal to
8 users in the case of data detection by applying the ZF-BLE and up to K equal to 16
users in the case of data detection by applying MSJD.
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8.2 Simulation concept

To determine the average coded and uncoded BER P, and B, using Monte-Carlo simula-
tion, data transmission within a reference cell embedded into a cell network is considered.
Determination of the average BER P, and P, is based on a large number of repeatedly
conducted experiments. Each experiment comprises three stages:

1. In a first stage the channel model presented in Chapter 2 for modelling the propaga-
tion conditions is selected. For each of the K users in the reference cell considered,
a directional channel IR hﬁk’kd), k=1..K, kg =1...Kq, of (2.2) in accordance with
the channel model selected, is generated. From the directional channel IRs hfik’kd),
k= 1.K, kg = 1..Kq4, of (2.2), taking account of directions g% k = 1. K,
kq = 1...K4, of the K users and of the antenna geometry, the K, channel IRs hgk’ka),
k=1..K, ky, =1...K,, of (2.1) of the transmission channels between specific user
k and the antenna element k, at the BS of the reference cell are determined. The
channel IRs hék’ka), ka = 1...K,, of (2.1) of user k at the K, antenna elements are
not statistically independent of each other, but include the statistical linkages ap-
plicable for the underlying antenna configuration as a result of user-specific DOA,
i.e. they are correlated in general. The K users are located either equidistant or
random in the range [0...27[ on a circle around the BS of the reference cell. One can
thus assume that all K user signals are received at the RP with the same average
power.

2. In a second stage the intercell MAI is generated in accordance with an interference
model described in Section 3.3 and the intercell MAI covariance matrix R, of (3.25)
is determined. R, is taken as known in the receiver for the investigations in Section
8.5.1 in order to determine the minimum average BER B, or Py, to be expected for
a prespecified C/I for the receiver structure considered. The subsequent sections
8.5.2 to 8.7.3 additionally consider the estimated matrix ES of (7.13) in each case,
regardless of whether the intercell MAI is directionally correlated or not. In the case
of directionally correlated MAT this approach will not be optimum. It is obvious
that a performance degradation is to be expected when not estimating the whole
matrix R,. The corresponding simulation results can be found in Section 8.5.5.
If the intercell MAT scenario 2 described in Section 3.3 is used, only K; = 1 single
directional interferer is active, which causes 80% of the total interference power. The
remaining 20% of the interference power is distributed directionally homogeneously
in the azimuth.

3. In a third stage the transmission of the data symbols is simulated for a short pe-
riod. The CDMA codes defined in [ETSI97] are used as user-specific CDMA codes
c® k=1..K, of (5.2). The user-specific BERs occurring during the short period
required for the above-mentioned transmission of the data symbols are implemen-
tations of random variables P, or P,.
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As a result of an experiment the values of the current BER P, or P, and of the current
C/I are stored. After frequent repetition of the experiments the average BERs B, and
Py, and the average C/I can be determined.

8.3 Simulation parameters

The parameters of the TD-CDMA system considered in this thesis are shown in Table
8.1. The parameters in Table 8.1 differ from those considered by 3GPP [3GPP] for TD-
CDMA. The parameters correspond to the parameters defined by ESTI in 1997 [ETSI9T7].
To enable the comparability of the simulation results obtained in the period between
1997 and 2001 to be guaranteed, the TD-CDMA parameters defined by ESTI in 1997 are
retained, i.e. the parameters were not permanently updated as part of standardization

activities.
carrier frequency fe | 1815 MHz
user bandwidth B 1.6 MHz
number of users K 8/ 16
burst duration Tiu DTT s
data symbols per data block | N 28
symbol duration Ty | 7.376 us
chips per symbol Q 16
chip duration T. | 0.461 ps
midamble chips L 296
modulation scheme 4PSK
chip impulse filter [ETSI97] GMSK
convolutional encoder (FEC)
23,35 NSC-Code [ViOT79]
constraint length K. 5t
rate R, 1/2
interleaving depth 14 | 4 bursts

Table 8.1. Parameters used in the simulations

8.4 BER performance dependent on different chan-
nel models and interference scenarios

8.4.1 Channel models

In this Chapter 8 simulation results which take account of the channel models presented
in Chapter 2 are obtained. The selection of a channel model affects the BER performance
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of the receiver, i.e. the BER B, determined for a given C/I depends decisively on the
selected channel model. All results aimed at comparing the performance of different
receiver structures, as described in Chapter 7, are obtained on the basis of the same
channel model. This means that the comparability of results is always guaranteed. To
get an impression of the influence of the choice of channel model, Fig. 8.1 shows a typical
example of coded BER P, of a TD-CDMA receiver with the parameters specified in Table
8.1 taking account of the following channel models with the parameters specified in each:

I : Channel model based on measurements, see Section 2.3,

— single direction channel, i.e. K4 =1,

— DOAs g%V k = 1...K, are randomly changing in the range [0...27[ every 4"
bursts.

IT : ITU 1O B single direction channels, see Section 2.4,

— DOAs g1, k = 1...K, are randomly changing in the range [0...27[ every 4
bursts.

[T : TTU IO B, multipath propagation, i.e. K4 = 4, see Section 2.4,

— DOAs pka) | = 1..K, kg = 1...Kq, are randomly changing in the range
[0...27[ every 4 bursts.

IV : Indoor channel model, see Section 2.5,

— K users and K interferers are distributed randomly within the considered cell
and the adjacent cell and

— positions of all users and interferers are kept fixed.

For all channel models the speed v*)=0 km/h, k& = 1...K, is assumed for all K users.
Furthermore, it is assumed that the channel IRs at the receiver are perfectly known.
Except for the simulations considering channel model IV, the interference scenario un-
derlying the simulations is the intercell MAI scenario 1 shown in Fig. 3.5 a, which is
based on uncorrelated interference and azimuthal homogeneously distributed interference
power o2. The assumed antenna arrangement is configuration URA, see Section 4.2, with
K, = 4 antenna elements. In data detection according to (5.12) the covariance matrix
R, of (3.36) is not taken into account and is thus replaced by the identity matrix I+ of
dimension K, x K,.

The curves in Fig. 8.1 show that the channel model with the largest delay spread which
is based on measured channel IRs, leads, as expected, to the worst BER results. Curves
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Fig. 8.1. Coded BER P, performance for different channel models according to cases
I-1V; K, = 4; URA

II-IV, which are valid for the indoor channel models, show that the best BER performance
is achieved in the case of single direction channels. In the case of single direction channels
signal processing of the receiver signals at the K, antenna elements means that the in-
dividual K user signals are best spatially separated from each other before detection. In

the case of multipath propagation, the BER curves are flatter and the BER performance
is generally worse.

8.4.2 Interference scenarios

Just as the choice of the channel model affects the BER behavior of the receiver, see
Section 8.4.1, the choice of interference scenarios also affects the BER performance. Fig.

8.2 is a typical example of the coded BER P, versus C/I for the following interference
scenarios:

I : intercell MAT scenario 1 illustrated in Fig. 3.5 a,
IT : intercell MAI scenario according to Fig. 3.8 considering a cluster size » = 3 and

IIT : intercell MAI scenario 2 illustrated in Fig. 3.5 b. The direction %(1) of the strong
interferer, which causes 80% of the total interference power o2, is changing randomly
in the range [0...27[ every 4'® bursts.
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The underlying channel model is the model described in Section 2.3 based on measured
channel IRs, i.e. the model designated in Section 8.4.1. As already described in the
previous section, the antenna configuration URA with K, = 4 antenna elements is used
for the simulations and in data detection in accordance with (5.12) the covariance matrix
R, of (3.36) is replaced by the identity matrix I%=) of dimension K, x K,.

B,

10°

10—_25 —2‘0 —1‘5 —1‘0 ‘ —é 0 5
101ogy, (C/1) / dB

Fig. 8.2. Coded BER P, performance considering different interference models ac-
cording to cases I-11I; K, = 4; URA

The curves in Fig. 8.2 show that the spatial correlations of the interference signals, which
result from directionally discrete intercell MAI signals at the K, receive antenna elements,
lead to a BER performance degradation.

8.5 Simulation results applying ZF-BLE and consid-
ering known channel IRs

8.5.1 Perfect knowledge of the intercell interference covariance
matrix R

In this section, the performance improvements by using antenna arrays at the uplink
receiver and by considering the spatial intercell MAI covariance matrix Ry, see (3.36), in
the JD process, see (5.12), are demonstrated. Two square array configurations (URA)
with K, equal to 4 and 16 antenna elements are used, see Fig. 4.1. The K users are
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assumed to be randomly distributed in the azimuth. The single direction channel model
described in Section 2.3 based on measured channel IRs is considered. For each burst,
the channel IRs of the K users are chosen randomly from the set of measured channel
IRs. The channel IRs are kept fixed during the transmission of one burst. The DOAs
8Dk =1..K, of the K users and, considering the intercell MAI scenario 2, the DOA
71(1) of the single interfering signal are changing burst by burst during the simulations.
The curves in Figs. 8.3 and 8.4 show the average coded and uncoded BER B, and B,
respectively, versus the C'/I for the below listed conditions concerning the spatial intercell

MAT covariance matrix R, of (3.36):

e Condition I: R, is assumed to be perfectly known at the BS receiver and considered
in the JD process according to (5.12).

e Condition II: R, is not known at the BS receiver and is substituted by the identity

matrix I52) in the JD process according to (5.12).

From Fig. 8.3 and 8.4 the benefits of considering the intercell MAT covariance matrix in the
JD process become obvious. Taking into account the matrix R, of (3.36), and — since R,
of (3.19) is a priori known — the total intercell MAI covariance matrix R,, of (3.25) offers
a gain which varies between 1 dB and 5.5 dB at a coded BER P, = 1073, see Figs. 8.3
and 8.4, compared to the receiver which does not use this information. This variation of
the achieved gain depends on the number K, of antenna elements and on the considered
interference scenario. Fig. 8.3 shows the BER curves with and without consideration of
R, assuming intercell MAI scenario 1. The performance improvement achieved by taking
R, into consideration increases as the number K, of antenna elements increases, see Fig.
8.3. By assuming intercell MAI scenario 2, where most of the interference power impinges
at the BS from a single discrete DOA 71(1), the difference in BER performance with and
without considering R, see Fig. 8.4, compared to the intercell MAI scenario 1, see Fig.
8.3, obviously increases and it becomes more important to consider the matrix R, in data
detection.

In each of the results presented, consideration of the intercell MAI covariance matrix R
in the JD process leads to an improved performance of TD-CDMA mobile radio systems
with adaptive antennas.

Another important result, which can be seen from Figs. 8.3 and 8.4 is as follows: De-
pending on the chosen intercell MAI scenario, the ZF-BLE exhibits worse performance
in the case of directional intercell MAI than it does in the case of omnidirectional MAI.
The spatial correlations of the intercell MAI have an impact on the performance of the
detector which can be mitigated by considering the intercell MAI covariance matrix R
of (3.36) in data detection according to (5.12).
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Fig. 8.3. Coded and uncoded BER P, and P, versus C/I, when considering and

not considering the intercell MAI covariance matrix R, in the JD process;
intercell MAI scenario 1; URA with

a) K, = 4 antenna elements and
b)K, = 16 antenna elements [WP99c]
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Fig. 8.4. Coded and uncoded BER P, and P, versus C/I, when considering and

not considering the intercell MAI covariance matrix R, in the JD process;
intercell MAI scenario 2; URA with

a) K, = 4 antenna elements and
b) K, = 16 antenna elements [WP99c]

An example shows that by taking account of the spatial covariance matrix R, in data
detection according to (5.12) strong directional interference can be completely suppressed
to the same extent as with beam forming concepts. It is assumed that K = 1 user is
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active and that the DOA B of the user signal amounts to 30°. The strong interferers
have the DOA fyi(l) = 70°. With receiver structures which have beam forming capabilities,
beam forming can be described for each of the K user signals by K beam forming vectors

w) | k= 1..K, with K, complex components [MM80], see also Section 4.3. If based on
the channel IRs h{f*) [

=S 7

=1..K, k, = 1...K, of (2.1) a spatial correlation matrix Bék),
k = 1...K, according to (7.29) but valid for perfectly known channel IRs, is determined,

the K beam forming vectors w'*), k = 1...(, are given by maximizing ratio

() = wlT R . k) .
T = W@ LR w (8.1)

[MMS80]. Fig. 8.5 shows the beam forming diagrams for the scenario described above if
antenna configuration URA with K, equal to 4 antennas is used. The solid line shows the

beam forming diagram when R, in the receiver is assumed to be perfectly known. The

: ; - & , ]
\ ' E perfectly known |

0.4 ' ,
0.3 :
0.2 4
0.1 \
o ‘
(o 50 400
B/o
1,1) (1) v/o
ﬁ( ) Y

Fig. 8.5. Beam forming diagrams taking account and not taking account of R ; K =
1; B0 = 307 K = 1; 4"

.~/ = 70° antenna configuration URA; K, = 4;
99% purely directional intercell MAI

dashed beam forming diagram is produced if no information about matrix R, is taken into
consideration and R, in (8.1) is replaced by the K, x K, identity matrix I*=), With regard
to comparison with spatial and temporal signal processing in accordance with (5.12), for

which the inverse of matrix R is required, it is assumed that, instead of purely directional
interference, 99% of the interference power impinges at the BS at an angle fyi(l) = 70° and
1% of the impinging interference power is homogeneously distributed in the azimuth, see
Section 3.3.1. This ensures that matrix R, will not be singular. Fig. 8.5 shows that the
chosen arrangement of user signal DOA (Y and DOA fyi(l) of the intercell MAI signal
already suppresses 73% of the purely directional interference power without taking into

account matrix R, only 27% of the 99% of the total interference power arrives at the
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receiver. In comparison to omnidirectional receiving the C/I is increased by 5.57 dB in
this case. This case, like the case below, ignores the fact that directionally homogeneous
intercell MAI will be suppressed by the beam forming. In addition, by now taking account
of matrix R, in (8.1) the purely directional intercell MAI and thereby a total of 99% of
the interference power can be suppressed. If one now assumes as an approximation that
99% of the entire interference power will be suppressed, this corresponds, when compared
to omnidirectional receiving, to an increase in the C/I of 20 dB. If one compares the two
cases, taking account of matrix R, in (8.1), an increase in the C/I of 14.43 dB is to be
expected compared to the case which does not take account of matrix Ry in (8.1), if the
suppression of any directionally homogeneous intercell MAI component partly generated
by the beam forming is ignored. The curves in Fig. 8.6 show the average uncoded BER
B, which is produced with simulation of the behavior demonstrated in Section 7.2.1 with
and without taking account of matrix R, in data detection as a function of C'//I, when the
scenario described above and the same antenna configuration are taken into account. The

P
bu 1 0o ?
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Fig. 8.6. Uncoded BER P, with and without taking account of matrix R; K = 1;
ALY = 30°% K; = 1; 1Y) = 70°; URA with K, = 4; 99% purely directional
intercell MAI

same uncoded BER P, can be achieved by taking account of matrix R, at a C'/I which
is 13 dB less than it would be without taking account of matrix R,. The deviation of the
simulated result of 13 dB from the calculated 14.43 dB is attributable on the one hand
to the factors ignored in the calculation as well as to possible simulation inaccuracies.
The result tends to confirm however the suppression of the purely directional interference
when matrix R, is taken into consideration in (5.12).
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8.5.2 Signal reconstruction quality

Section 8.5.1 showed that with perfect knowledge of matrix R, of (3.25) or in the case
of uncorrelated intercell MAI, with perfect knowledge of matrix R, of (3.36) in data
detection in accordance with (5.12) the uncoded and coded BER P, or P, at a given
C'/I can be significantly reduced. This reduction is very much dependent on the selected
intercell MAI scenario. Since matrix R, is not generally known in the receiver, procedures
for estimating the matrix R, have already been described in Chapter 7. The estimation
procedure described in Section 7.2.1 is based on the reconstruction of receive signal e
of (5.10) on the basis of the detected data vectors d of (5.12) or (7.4). Theoretical
considerations about the quality of signal reconstruction, in particular considering or not
considering the FEC coding, are also discussed in Section 7.2.2. In the following the goal
of the investigations is to determine whether it is possible to dispense with FEC coding
in signal reconstruction. Fig. 8.7 shows an extract of the receiver structure presented in
Fig. 7.2, with the dashed line showing the possibility of reconstructing the signal without
taking account of FEC coding. If for example with single isolated errors the uncoded
BER Py, see Fig. 8.7, is reduced by a factor of less than 3.5 by the FEC decoding in
the receiver, see (7.18), and the coded BER B, at the output of the receiver for signal
reconstruction by FEC coding becomes a 3.5 times larger uncoded BER P, see (7.18),
the considerations of the FEC encoding have a detrimental effect on the quality of the
signal reconstruction. It would also be possible for the reduction of bit errors by FEC
decoding to be increased again by FEC encoding. The effort that FEC decoding and
coding require for signal reconstruction could then be saved.

R bu B b
€ 1 receiver ’ FEC i

‘ decoder
FEC
encoder

7777777777777777777777777777777777777777 7 P bu,r

signal
€4 reconstruction

Fig. 8.7. Signal reconstruction without and with FEC coding



8.5 Simulation results applying ZF-BLE and considering known channel TRs 159

To determine the reconstruction error et while taking account of FEC coding and to

determine the reconstruction error €& without considering FEC coding for signal re-
construction, simulations are conducted, starting from a receiver with K, = 1 antenna
element and K = 8 users that are active simultaneously. For the signal of the first user
k =1 in each case, the curves in Fig. 8.8 show the uncoded BER Pélll), the coded BER
Pél) and the reconstruction errors ef” and et with and without considering FEC coding,

as a function of the average C'/I. If FEC coding is considered for signal reconstruction,

b
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1
e
-1
(1) 10 "¢ E
€eu
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Fig. 8.8. Uncoded BER Pélll) and coded BER Pél); reconstruction error eél) with

and reconstruction error o without account taken of FEC coding versus

average C'/I; K =8, K, =1

reconstruction error €5’ reduces significantly on reduction of the coded BER Pél). For

coded BER Pél) below 0.2 it can be expected that individual errors will occur since then,
with an appropriate interleaving scheme, there is the opportunity of only single isolated
bit errors occurring at any one point in the shift register of the coder. According to the
theoretical considerations, see (7.19), a factor 14 between coded BER Pél) and recon-
struction error et is to be expected. The curves in Fig. 8.8 however only show a factor
of 3.5 between the coded BER Pél) and the reconstruction error egl). Such a factor is
obtained, as the curves in Fig. 7.7 show, if bundle errors occur. This means that despite

of interleaving there are still bundle errors in the detected data.

Furthermore, the curves in Fig. 8.8 show that the reconstruction error e&t) for a small C/I

is less than the reconstruction error e.(gl), since e&) is oriented to the lower uncoded BER
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Pélll) for small C'/I values compared to Pél). If the C'/I value is increased, so improvement

thus obtained in the reconstruction error eE;R is marginal although the uncoded BER Pélll)
reduces markedly. For the C'/I values under consideration the reconstruction error elt) s
not less than 0.5. This leads one to assume that for signal reconstruction it is not possible
to dispense with FEC coding to reduce the effort involved. In Section 8.5.3 simulation
results show the effects of bad signal reconstruction on BER P, and B, if FEC coding is
dispensed with, if, based on the badly reconstructed signal, the covariance matrix R, is

estimated and is used in data detection in accordance with (5.12).

As well as signal reconstruction error egl), the errors of estimated intercell MAT n(1)
according to (7.6) compared to actual intercell MAI n of (3.24)

o E{ln—a()P}
" E{nP)

(8.2)

and

Efln — a(1)[*}
BE{|A -d|*}

o3 = (8.3)
are considered below. In (8.2) the deviation E{|n — fi(1)|?} is related to the noise power
E{|n|?} and in (8.3) to the user signal power E{|A - d|?}. The difference lies in the fact
that when 0% is determined according to (8.3) for different C'/I values, the denominator
E{|A - d|?} is always the same since the different C'/I values are set by varying the

interference power. For o2 according to (8.2) denominator E{|n|?} thus changes when the

2

2 and o3 it is further assumed below that the receiver

C/I is changed. To determine o
has just one single antenna element, i.e. K, = 1. Let K = 8 users simultaneously active
and arranged at random on a circle around the BS. The K users move at a speed v*) = 3
km/h, £ = 1...K. For the simulation the ITU IO B channel model with single directions
is used, see Section 2.4. For signal reconstruction FEC coding is taken into account.
The curves in Fig. 8.9 show o2 according to (8.2) and 0} according to (8.3) for the
estimated intercell MAI vector fi(1) of (7.6) as a function of C'/I. o3 of (8.3) becomes
smaller when the C'/I is increased, see Fig. 8.9. As the C'/I becomes greater, the coded
BER B, becomes smaller. Since the channel IRs in the receiver are perfectly known,
only coded BER B, effects reconstruction error eV, The user signals of the K = 8 users
can thus be well reconstructed with a large C//I and the quality of the estimate fi(1) of
(7.6) is correspondingly good. If the C/I is reduced, the coded BER P, increases. The
number of deviations of the individual components of the actual intercell MAI vector n
of (3.24) from the components of the estimate fi(1) of (7.6) become larger and so does
0%. 03 defined in accordance with (8.3) suggests however that the estimation of the
intercell MAI for reduction of the C/I is less accurate. If the deviation E{|n — a(1)[*}
in accordance with (8.2) is related to the intercell MAI power E{|n|?}, the estimated
error thus defined becomes smaller with decreasing C/I. Although the coded BER B,

and thereby the number of different components in the vectors n and fi(1) increases as
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Fig. 8.9. 02 of (8.2) and 0% of (8.3) versus C/I; K = 8; K, = 1; ITU 10 B; K4 = 1;
v*) =3 km/h, k=1..K

the C/I becomes smaller, each individual error is in the order of magnitude of the user
signal power E{|A -d|?}, which is comparably small compared to the intercell MAI power
E{|n|?}. The o2 defined in accordance with (8.2) shows this type of behavior in Fig. 8.9.
With a small C'/I almost interference alone is received so that a good estimate of the
interference can be made. With a very large C/I the number of different components
in the vectors n and f(1) is very small as a result of the low coded BER P, so that o2
and also 0% is very small. The maximum value of o2 in Fig. 8.9 identifies the transition
between the two effects described for large and small C'/I values.

8.5.3 Consideration of the estimated intercell interference co-
variance matrix R,

In this section, first the accuracy of the estimation of the spatial covariance matrix R,
see (3.36), with the receiver structure proposed in Section 7.2.1 is determined. Then, in
order to demonstrate the performance improvement by considering the estimated spatial
covariance matrix ES in the JD process, the average coded and uncoded BER B, and B,
respectively, are determined as a function of the average C/I.

The K users are assumed to be randomly distributed along the azimuth. In this section,
intercell MAT scenario 2 with the fixed DOA fyi(l) = 90° is considered, see Section 3.3.1.
According to (7.9) the estimate R, (1) is determined by taking Ny, = 4 bursts into account.



162 Chapter 8: Performance analysis of adaptive array processing for the TD-CDMA uplink

To quantify the accuracy of the estimate R,(1) of (7.5) an estimation error of the matrix
R, is defined by

=E {K 2 Zza; Jza; |—sz,] )i, } (8'4)

which is the expectation of the sum of all differences of the components of the matrices
R, and R (1) devided by the number K,? of elements in the matrix R,. The curves in
Fig. 8.10 show the estimation error eg_ of the matrix R, and the coded BER P, without
considering R, in the JD process for a URA configuration with K, equal to 4 antennas.
In Fig. 8.10, the comparison of these two different types of curves demonstrates that the
impact of a high coded BER P, on the estimation of R, described in Section 7.2.1, can be
neglected. When assuming a high C'/I, which causes a low coded BER P, see Fig. 8.10,
the reconstruction &,4(1), see (7.5), is equal to the interference-free received signal except
for some deviations from the interference-free received signal due to bit errors in the
detected signal that forms the basis of the signal reconstruction.

The fact that there only exit a few deviations of the reconstruction €4(1) of (7.5) from
the interference-free received signal lead to a good estimation of the total vector (1)
from (7.6) and finally to a good estimation of R,. When decreasing the C'/I, the number
of bit errors increases and the estimation error eg, also slightly increases. By further
increasing the intercell MAT power o2 the estimation error eg_, see (8.4), decreases similar
to 02 in Fig. 8.9. In the case of increasing o? the number of bit errors also increases but
each bit error causes only an estimation error in the size of the carrier power, which is
small compared to the total intercell MAI power o2. The curve in Fig. 8.10 that shows
the estimation error eg, versus C'/I never reaches zero. The estimated spatial covariance
matrix ES will never be equal to the real spatial covariance matrix R because of the finite
number N, of bursts considered in the estimation process described in Section 7.2.1.

To determine the dependence of eg, on the number Ny, see (7.9), of considered bursts in
the estimation process, besides perfect channel estimation perfect data estimation is also
assumed. The received signal can now be reconstructed perfectly interference-free. The
curve in Fig. 8.11 shows eg_ versus the number NV}, of bursts considered in the estimation
process. With an infinite number N, of bursts the estimated matrix BS will be equal to
the true matrix R,. To obtain the results shown in Fig. 8.11, the ULA configuration with
K, = 8 antenna elements is used at the receiver. Only K = 1 user is active with a fixed
DOA of (D) = 135° and the strongest interferer has a fixed DOA of fyi(l) = 75°.

In the following the performance improvements by considering the estimated matrix Ry (1)
determined by the estimation process described by (7.9) is shown. The curves in Fig. 8.12
show examples of the average coded BER P, versus C/I for the conditions listed below
concerning the spatial covariance matrix Ry:
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Fig. 8.10. P,, when considering the intercell MAI covariance matrix Ry in the JD
process, and eg_ from (8.4) versus C'/I; URA with K, = 4; N, = 4; inter-
cell MAI scenario 2 with fixed DOA fyi(l) = 90° of the strongest interferer
[WPH99]
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1

I : R, is perfectly known at the BS receiver and considered in the JD process according
to (5.12)

II : R, is unknown at the BS receiver and is replaced by the identity matrix I%2) in
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the JD process according to (5.12).

IIT : R, is estimated according to (7.9) and considered after the first iteration i = 1 in
the data detection according to (7.8).

IV : R, is estimated according to (7.10) and is considered without any iteration in the
data detection according to (7.11).

For determining the BER curves of Fig. 8.12, for each burst the channel IRs of the K
users are chosen randomly from the set of measured channel IRs, see Section 2.3. Also the
positions of the K users are randomly changing burst by burst during the simulation. The
DOA 71(1) of the strongest interferer is kept fixed at fyi(l) = 90°. From Fig. 8.12 the benefits
of considering the intercell MAI covariance matrix in the JD process become obvious. The

_5 I I I I I
10—30 -25 -20 -15 -10 -5 0]

10logo (C/T) / dB

Fig. 8.12. Coded BER P, versus C/I for an URA configuration under consideration

0{ ’ghe cases I-1V; K, = 4; Ny, = 4; intercell MAI scenario 2 with fixed DOA
1

v = 90° of the strongest interferer
consideration of the spatial covariance matrix R, and, since Et is a priori known, of the
total intercell MAI covariance matrix R, offers a C'/I gain which varies between 1 dB and
3 dB at a coded BER B, = 103, see curves I, III, and IV of Fig. 8.12, compared to the
performance of a receiver which does not use this information, see curve I1. This variation
of the achieved gain depends on the estimation quality of the spatial covariance matrix
R.. As the curves I and IV of Fig. 8.12 show, the performance remains approximately
the same, if Ry is estimated and permanently averaged according to (7.10), but already
considered without any iteration in the data detection according to (7.11) with i = 1,
compare the curves I and IV. If R, is estimated and averaged according to (7.9) by taking
into account the last Ny estimated matrices R, but only considered after the first iteration
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i =1 in the data detection according to (7.8), see curve III of Fig. 8.12, a performance
degradation of about 1dB at a coded BER P, = 1072 is observed compared to curve IV.

Fig. 8.12 is valid for the intercell MAI scenario 2. The results shown in Fig. 8.13 illustrate
that the achievable gains under consideration of matrix R, in JD are smaller in the case of
omnidirectional intercell MAI, i.e. in the case of intercell MAT scenario 1, than in the case
of directional intercell MAI. However, the curves in Fig. 8.13 demonstrate that even in the
case of omnidirectional intercell MALI it is possible to estimate matrix R, and benefit from
its consideration in JD. Only in the case of very high C'/I, where the intercell MAT is low
compared to the power of the desired signals, the estimation quality of the estimate BS
is not sufficiently accurate to have any beneficial influence when being considered in JD.
In the case of a very high C'/I only less interference is present compared to the desired
signal power, which makes it difficult to estimate the interference exactly. Consequently,
in this case the estimate ES should not be considered in JD.

B
b 100

~20 -15 -10 -5
10log, (C/I) / dB

Fig. 8.13. Coded BER P, versus C/I for an URA configuration under consideration
of the cases I-111; K, = 4; N,, = 4; intercell MAI scenario 1

In section 8.5.2 the reconstruction quality of the received signal has already been in-
vestigated. These investigations show that the signal reconstruction error " without
considering FEC coding is much greater than it would be if FEC coding is considered.
Simulation will therefore be used below to check whether, despite dispensing with FEC
coding in signal reconstruction, matrix R, can still be estimated just as well with per-
fectly known channel IRs, so that by taking account of Es in data estimation according

to (5.12) an improvement in system performance can be achieved.

The curves in Figs. 8.14 a and b show the uncoded BER B, and the coded BER P, as
a function of the C'/I with and without taking account of the estimated matrix Ry (1) of
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(7.13) for data detection in accordance with (7.4). The estimate R, is obtained without
considering FEC coding in signal reconstruction. The selected antenna configuration is
URA with K, = 4 antenna elements. The user signal and intercell MAI scenario is kept
constant over N, = 4 bursts, and N, = 4 bursts will be used for estimation of BS. For the
user signal model the ITU IO B model with single direction channels is assumed which
is described in Section 2.4. For the arrangement of the intercell MAI signals, intercell

0 o 5 0 o 0 =5 20 -15 -10 -5 0

a) 10log, (C/1) / dB b) 10log,o (C/1) / dB

~

Fig. 8.14. BER with and without R, where BS is estimated without FEC in signal
reconstruction; URA; K, = 4; K = 2; intercell MAI scenario 2; I'TU 10 B;
K4 =1; K; = 1; 20% directionally homogenous interference
a) uncoded BER Py,

b) coded BER P,

MAT scenario 2 according to Section 3.3.1 with K; = 1 strong interferer is used as a basis,
with the strong interferer causing 80% of the interference power. Direction fyi(l) of the
strong interferer changes at random in the range [0...27[ in all 4 bursts and is constant
over 4 bursts. The curves in Figs. 8.14 a and b show that for a low C//I matrix R, is
estimated well enough to effect a performance improvement when taken into account in
data estimation. To achieve the coded and uncoded BER P, or Py, of 10~2 however, in
the cases considered with Es taken into account in data estimation according to (5.12)
a higher C/I is required than with replacing R, by uniform matrix I*=). The necessary
quality of the estimate Es to enable ES to be used to good effect in data detection will

obviously not be achieved without FEC coding for signal reconstruction.
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8.5.4 Estimation of R, based on spatial correlations of the re-
ceived and reconstructed signals

In the previous section matrix R, was estimated according to the procedure described in
Section 7.2.1. By comparison, the receiver structure described in Section 7.4 will now be
investigated. With this receiver structure, estimation of matrix Ry is based on previously
determining the covariance matrices R, of received signal and of the spatial correlation
matrix of the channel IRs Es(k), k =1...K, of the K user signals. The simulations make
the following assumptions:

e K = 8 users are equidistantly spaced on a circle around the BS,

e the antenna configuration URA with K, = 4 antenna elements is used, channel
model is the ITU IO B model with K4 = 1, v*) = 0 km/h, k = 1...K, and

e Intercell MAI scenario 2 according to Section 3.3.1 with K; = 1, fy.(l) = 75° is

1

assumed.
Figs. 8.15 a and b show the uncoded BER P, and coded BER P, for the following cases:

I: R, is perfectly known at the receiver.

II: R, is estimated according to (7.7) with ¢ = 1, averaged according to (7.10) to obtain
R, , . which is finally considered in data detection according to (7.11).

_S”I’Lb b

III: R, is estimated according to (7.30), averaged according to (7.10) to obtain Es,nb,
which is finally considered in data detection according to (7.11).

IV: R, is unknown at the receiver and is replaced by the identity matrix I%=) in the JD
process.

As is already the case for the curves in Fig. 8.12, the comparison of curves I and II in
Figs. 8.15 a and b show an almost identical BER performance if the estimated matrix Rs’nb
is averaged with estimation results from previously received bursts according to (7.10) and
matrix Es,nb_l determined in burst n, — 1 is considered for detection of the data of burst
np. The shape of curve III in Fig. 8.15 a makes it clear that use of the receiver structure
presented in Section 7.4 results in a worse BER performance than when the receiver used
in Section 7.2.1 is used. Curves III and IV in Fig. 8.15 a even intersect at a C'/I of -1 dB,
i.e. with a larger C'/I it would be better to use a conventional receiver than to use the
receiver structure described in Section 7.4. If curves II and III of the coded BER B, in
Fig. 8.15 b are looked at, the difference of the BER performance is much smaller than



168 Chapter 8: Performance analysis of adaptive array processing for the TD-CDMA uplink

Pbu 0 Pb 0

10 ? ‘ ‘ ‘ ‘ 10
10 107
107 1072t
10° 10°
107t 10
10° 10°F
25 -20 -15 -10 -5 o -5 20 -15 -10 -5 0
2 10log,, (C/1) / dB b) 10log,o (C/1) / dB

Fig. 8.15. BER versus C'/I under consideration of the cases I-I1V;
a) uncoded BER P, and
b) coded BER B,

in the uncoded case. Estimation of matrix R, obviously works particularly well with the
two procedures if there is a relatively large amount of interference present, i.e. with a
small C/I. With a large C'/I the BER performance of the two procedures differs. If one
looks at the receiver structure in accordance with Section 7.4, the estimation quality of
R, is significantly affected by the estimation qualities of matrices R, of (7.27) and Es(k),

k=1..K, of (7.29). These estimation qualities of R, and Es(k)

(k), k =1...K, and by averaging

, k =1...K, can only be

improved by taking account of several matrices Re and BS
them since both the received signal and the channel IRs are perfectly known. Therefore,
the C'/I and the BER have no effect on the quality of estimations Ee and Es(k), kE=1.K.
If the intercell MAI is small, the magnitudes of the components of the matrices Ee and
Es(k), k = 1...K, are comparatively large values in comparison to the intercell MAI. Even
if these large values are only subject to relatively small estimation errors, matrix R, can

no longer be recorded correctly according to (7.30).

If the receiver structure described in Section 7.2.1 is used, fewer bit errors occur with
high C'/I, which results in good signal reconstruction. In this case the intercell MAI can
be determined exactly over most of the time of the burst under consideration. This thus
leads to a good estimation BS This avoids additional sources of errors such as inclusion
of estimations Ee and Es(k), k = 1...K, in the estimation of R,. If however we consider
the coded BER P, in Fig. 8.15 b, it is still evident that the procedure described in Sec-
tion 7.4, allows an entirely acceptable improvement in the BER performance. However the

investigations below will continue to be based on the procedure described in Section 7.2.1.
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8.5.5 Directionally correlated intercell MAI

In the investigations performed in the previous sections it was assumed that the intercell
MAI is directionally uncorrelated. With this proviso the effort of estimating the total
covariance matrix R,, is reduced since the temporal covariance matrix R, can be assumed
to be known a priori and in addition is the same at any of the K, receive antennas, see
(3.37). In the outdoor area this type of simplification is acceptable as a first approx-
imation. In this case the intercell MAI sources are frequently very far away from the
disturbed BS. As measurements show [Mar97], the angular spread decreases as the dis-
tance between MS and BS increases. Intercell MAI signals from very distant MSs of the
neighboring cell thereby arrive with a small angular spread at the disturbed BS. With
multipath propagation of the intercell MAT signals, it can be assumed that the delay time
difference of a signal on two different propagation paths is so large that the signals on the
two paths can be assumed to be temporally uncorrelated when they arrive at the BS. In
small cells or in the indoor area it must be assumed that the angular spread of the intercell
MAT signals is larger than in the outdoor area [FL96, DZ94] and delay time differences
of the same intercell MAI signal on different propagation paths can be so small that the
intercell MAI signals can overlay each other constructively or destructively. The depen-
dencies of the intercell MAT signals described above with different DOAs fyi(ki), ki = 1...Kj,
cause significant changes in the temporal correlation of the intercell MAI signals at the
K, antenna elements. Hence, the a priori assumption of the temporal covariance ma-
trix Et for all K, received intercell MAI signals at the K, antenna elements is no longer
valid, see Section 3.2. In this case, there are two options with regard to estimation of
the total covariance matrix R,. Either the entire covariance matrix R, is determined

on the basis of the estimates ﬁ(ka)

, k, = 1...K,, which is possible using the procedure
presented in Section 7.2.1, but represents considerable effort, or we dispense with exact
knowledge of the total covariance matrix R, and start from temporal uncorrelation of
the intercell MAI signals, although the interference scenario does not correspond to it. In
the latter case the effort of estimating matrix R, is significantly reduced compared to the
previously described estimation of the total matrix R, , since only the spatial covariance
matrix R, must be estimated. However performance degradation is to be expected here.

This expected performance degradation is investigated below.

The investigations dispense with estimation and consideration of the spatial covariance
matrix R, and only investigates the effects on data detection when using the non correct
temporal covariance matrix Et. These investigations are undertaken in accordance with
the intercell MAI scenario 2 with K; = 2 intercell MAI signals with the DOAs %(ki),
ki = 1,2 described in Section 3.3.2. The two interference signals might origin from the
same source or from different sources. In the latter case we have K; — 1 interference
source with transmitting an intercell MAI signal with K4 = 2 DOAs. The two interferer
signals are purely directional and each have the same power. Together these two interferer
signals cause 80% of the total interference power. The remaining 20% of the interference
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Fig. 8.16. Interference scenario
a) two independent interfering signals
b) two dependent interfering signals with the DOAs %(1) and %(2)

power is directionally homogeneously distributed in the azimuth. In the data estimation
in accordance with (5.12) the temporal covariance matrix R, which is correct for the case
of uncorrelated interference signals with various DOAs is assumed. Spatial covariance
matrix R, is replaced by uniform matrix I(¥2) in data estimation in accordance with
(5.12). As regards the interfering signals, a distinction is made between the following two
cases shown in Fig. 8.16:

e The two interfering signals come from different sources and are independent.

e The two interfering signals come from the same source and are dependent.

For the two dependent interferer signals the fixed pairs of angles (’yi(l),fyi@)) equal to

(0°,5°), (0°,15°), (0°,90°) and (90°,105°) are assumed. The user signals are modelled on
the basis of the following assumptions:

e K = 8 users are distributed equidistantly on a circle around the BS,

e the channel model is the ITU 10 B model with Kq = 1, v®) =0 km/h, k = 1..K,
see Section 2.4.

If antenna configuration ULA is used, with K, = 4 antenna elements, it is assumed below
that the intercell MAI signals are the same from the point of view of time at the location
of the 4'" antenna element and only differ spatially in their DOAs %(1) and fy-(Q). This

1
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intercell MAI signal 1

intercell MAI signal 2

antenna element 1

planar wave fronts

Fig. 8.17. Illustration of dependency of delays #; and ¢5 and DOAs fyi(l) and %(2) in the
case of constructive superposition at the 4" antenna element

means that the two intercell MAI signals constructively overlap at the location of the 4™
antenna element. Consequently, the versions of the two interference signals 1 or 2 delayed
by t; and t5 overlap at the RP, see Fig. 8.17.

A special case for antenna configuration ULA is given if only for DOAs %(1) and fyi(2) of
the interfering signals the pair of angles %(1) is equal to 90° and ,yi(2) is equal to 0°. In
accordance with Fig. 8.17 the delay of the first interfering signal typically ¢; is equal to
zero and the delay of the second interfering signal ¢, is equal to 3/(4f.), where f. is the
carrier frequency. This means that the same wave fronts arrive at antennas two and four,
as shown in Fig. 8.18. At these points this leads to a constructive overlaying of the two
interfering signals. Accordingly the interfering signals mutually extinguish each other at

antennas one and three.

The curves in Figs. 8.19 to 8.21 show the coded and uncoded BERs P, or P, as a function
of the average C'/I for the chosen pairs of angles for K; = 2 strong interferers when using
antenna configuration ULA and RING. The following three cases are investigated here:

[ : K; = 2 strong interferer signals with different DOAs are independent.

Il : K; = 2 strong interferer signals with different DOAs are temporally the same when
impinging at the RP.

IIT : K; = 2 strong interfering signals are temporally the same with different DOAs,
but are shifted by ¢; and ¢, in time in the RP in accordance with in Fig. 8.17.

For the antenna configuration ULA with K, = 4 antenna elements, it can be seen from
Figs. 8.19 a and b that with slight differences between DOAs fyi(l) and fy.(g) around 0°,

1
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Fig. 8.18. Special case of antenna configuration ULA for K; = 2 identical interfering
signals with different DOAs fyi(l) = 90° and fyi(Z) = 0° delays ¢t;, = 0 and
ty = 3/(4f,) as in Fig. 8.17

ie. fyi(l), 1(2) << 90°, there are no difference of the BERs P, and P, to be observed

in the three cases considered. In opposite to the curves shown in Figs. 8.19 a and b a
slight deterioration of the coded BER P, for a given C'/I is to be detected in Fig. 8.20
a for angles around 90°. For fyi(l) = 90° and fyi(Z) = 105° there is a deterioration in C'/I
performance of 1.71 dB for a coded BER P, equal to 10~? when considering case III, i.e.
when the two interfering signals are not only dependent but are also shifted in time by
t; and t9 according to Fig. 8.17. Even without the delay, i.e. when considering case II,
C'/I performance degradations of 0.57 dB are to be detected compared to the case 1, if a
coded BER P, of 1073 is to be achieved. The uncoded BER P, however does not show
any deterioration of the coded BER P, between the curves valid for cases I and II. Hence,
the C'/I deviations of 0.57 dB might be attributed to simulation inaccuracy. The special
case shown for Fig. 8.20 b with %(1) = 90° and %(2) = 0° and the delays t; equal to zero
and t9 equal to 3/(4f.), i.e. case III, reveals the greatest C'/I performance degradation of
4.28 dB with a coded BER B, of 1073.

The Figs. 8.21 a and b show the simulation results for antenna configuration RING
with K, = 8 antenna elements. Case III with delays ¢; and ¢, according to Fig. 8.17
is not considered in Figs. 8.21 a and b. For a small difference in angle between the
DOAs of the intercell MAI signals fyi(l) and 752) of 5°, see Fig. 8.21 a, there are no
effects on uncoded BER P,,, if dependent interferers rather than independent ones are
assumed. The deviations for the coded BER P, can have arisen, as in Fig. 8.21 a,
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Fig. 8.19. Coded and uncoded BER P, and P,,with independent interfering signals
and with dependent interfering signals with and without delays t; and %
according to Fig. 8.17; ULA; K, = 4; directionally homogeneous interfer-
ence component 20%;

a) 1) = 0%, 4 = 5%

b) 1 =07, 7 = 15¢
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Fig. 8.20. Coded and uncoded BER B, and P, for correlated and uncorrelated in-
terfering signals with and without delays ¢; and ¢, according to Fig. 8.17;
ULA; K, = 4; directionally homogeneous interference component 20%:;
a) 7 =90°, ¥ = 105°;
b) % = 0% ¥ = 90°

from simulation inaccuracies. Solely at 15° angle difference, see Fig. 8.21 b, can C/I
performance degradations of 1.14 dB be detected for both uncoded BER P, as well as
coded BER P, of 1073.
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Fig. 8.21. Coded and uncoded BER P, and P, for correlated and uncorrelated in-
terfering signals; RING; K, = 8; directionally homogeneous interference
component 20%:

a) 1) = 0% 4 = 5%
b) 1" = 90°, ¥ = 105°

1

All results in Figures 8.19 through 8.21 show that, though the same matrix Et is always
considered, obvious performance degradations only occur in special unrealistic cases. In
all other cases the performance degradations are negligibly small.

8.6 Simulation results applying MSJD and consider-
ing known channel IRs

8.6.1 Parallel MSJD

In this section the parallel MSJD receiver structure shown in Fig. 7.3 is considered. In
contrast to the simulation conditions valid in previous sections, in the following Section
K = 16 users instead of 8 are considered. The K users are equidistantly distributed on
a circle around the BS and their positions are kept fixed during the simulations. The
ITU IO B channel model with single direction channels described in Section 2.4 is used in
the simulations. Moreover, the directionally uncorrelated intercell MAI scenarios 1 and 2
described in Section 3.3.1 are considered.

The combination of MSJD with adaptive antennas opens up the opportunity for includ-
ing spatial criteria when forming the user groups ¢ = 1,2 . In Section 5.4.4 there are
already described three strategies for assigning users to the two user groups g = 1, 2.
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The first assignment criterion described in Section 5.4.4 depends on the powers of the
user signals. For parallel MSJD this assignment strategy does not have any significance,
see Section 5.4.4, and is therefore not considered below. In addition all user signals are
received with the same average power so that even with investigations of serial MSJD
this strategy is not taken into account. This section only investigates the second strategy
presented in Section 5.4.4 making the initial assumption that the users which have the
greatest spatial distance from each other in each case are combined into the same group.
With the assumed spatial distribution of users, that means that each second user signal
will be assigned to group g = 1 and all others to group g = 2. This assignment strategy
thus has the advantage that by using adaptive antennas, the individual user signals within
a group can be better spatially separated [PWBB98, PW99] and thereby the detection
of the individual signals of a group can be improved. The third assignment strategy
described in Section 5.4.4 is considered in conjunction with the investigations for serial
MSJD in Section 8.6.2.

The simulation results presented in Figs. 8.22 to 8.24, show the coded BER B, as a
function of the average C'/I for use of conventional JD and parallel MSJD taking account
of K, equal to 2, 4 and 8 antenna elements. MSJD is initially executed in two iterations.
Also shown is the coded BER B, of group g = 1 after the first iteration 7« = 1 and the
coded BER P, of group g = 1 after the second iteration ¢ = 2. In addition the achievable
coded BERs B, of group g = 1 are specified if, in the second iteration 7 = 2, the covariance
matrix R, (1) of the intercell MAT estimated in accordance with Fig. 7.3 is taken into
account. On the basis of the assumed intercell MAI scenarios 1 and 2, presented in Section
3.3.1, according to (3.37) the estimation of matrix R, can be reduced to the estimation
of the spatial covariance matrix R,. Therefore, as described in Section 7.2.1 only matrix
R, is estimated below and then the estimation result R, (1) of (3.37) is obtained, which
is then taken into account in the relevant detection processes. To simplify matters, the
covariance matrix R, (1) and R, (1) which is estimated in the first iteration i = 1, is
designated R,, and ES.

Figs. 8.22 through 8.24 show simulation results assuming intercell MAI scenario 2 with

K; = 1 strong intercell MAI signal. Direction fyi(l)

of the strong intercell interferer, which
makes up 80% of the total interference power, is equal to 255°. From the curves shown

in Figs. 8.22 to 8.24 the following conclusions can be drawn:

e The coded BER P, of the signals of group ¢ = 1 is in most cases higher after the
first iteration than the coded BER P, that can be achieved when using conventional
JD with the same C/I. The reason for this is the additional intracell interference
that is caused by the signals of group ¢ = 2 and has an effect on the detection of
the signals of group ¢ = 1 in the first iteration ¢ = 1.

e With all results it is apparent that already in the second iteration i = 2 for the same
C/I a lower coded BER B, can be reached than with conventional JD.
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Fig. 8.22. Coded BER P, with use of conventional JD, parallel MSJD in 7 = 2 it-
erations, and with consideration of R, in MSJD; intercell MAI scenario 2;
ULA; K, =2; K =16
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Fig. 8.23. Coded BER P, with use of conventional JD, parallel MSJD in ¢ = 2 it-
erations, and with consideration of R, in MSJD; intercell MAI scenario 2;
URA; K,=4; K =16

e With an increase in the number of antenna elements K, the reduction in the coded
BER P, that can be achieved using MSJD with a given C/I is less than with
conventional JD. This result confirms the theoretical considerations given in Section
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Fig. 8.24. Coded BER P, with use of conventional JD, parallel MSJD in i = 2 it-

erations, and with consideration of Es in MSJD; intercell MAI scenario 2;
RING; K, =8; K =16

5.3.3 with regard to reducing the SNR degradation on increasing the number of
antenna elements K.

An increase in the number of antenna elements K, leads to a better spatial separa-
bility of the user signals within a group [PWBB98| and thereby to a reduction in
intracell MAT for MSJD. This means that the coded BER P, of the signals of group
g = 1 after the first iteration ¢ = 1 for e.g. K, = 4 antenna elements is only insignif-
icantly higher than the coded BER P, for all K = 16 signals with conventional JD,
see for example Fig. 8.23.

When K, = 8 antenna elements are used an improvement over conventional JD is
only to be achieved by taking into consideration matrix R,. With MSJD no further
significant improvement of the BER behavior can be obtained.

If one takes into consideration the estimate BS in the second iteration ¢ = 2 with
MSJD, the effects on system performance cannot be assessed in overall terms. For
low C/I values the interference level is much higher than the level of the desired
signal, and reconstruction errors due to detection errors in the first iteration i = 1
only have a negligible influence on the estimation of n according to (7.6). Hence,
R, can be estimated with an sufficient accuracy to improve the BER behavior when
Es is considered in the second iteration 7 = 2. The curves in Fig. 8.23 show that
with K, = 4 antenna elements the required C'/I to achieve P, equal to 1072 is
e.g. reduced by 2.6 dB. By increasing the C/I the estimation error of ES increases.
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The reconstruction errors of both groups ¢ = 1 and g = 2 have an impact on the
estimation quality of the matrix. Due to the additional intracell MAI in MSJD
the signal reconstruction errors are higher than in conventional JD. Therefore, the
quality of the estimate BS is worse. Consequently, the consideration of an inaccurate
estimate ES in the second detection iteration ¢ = 2 leads to a system performance
inferior to that obtained in the case where ES is not considered.

The receiver structure presented in Fig. 7.3 shows that in parallel MSJD any number
of iterations 7 is possible. For example the estimation ES(Q) could also be taken into
account in the third iteration ¢ = 3. For K, = 1 antenna element the investigations in
[Ost01] have shown that each MSJD step brings a further performance improvement. In
[Ost01] it is also shown that the first step causes the greatest improvement in the receiver’s
BER behavior. However, as has already been explained in Section 5.3.3, when MSJD is
combined with adaptive antennas with an increasing number K, of antenna elements, the
improvement in performance by using MSJD as opposed to JD is less, so that for example,
with K, equal to eight antenna elements, even in the first stage of MSJD only a slight
improvement of the BER behavior can be achieved by MSJD. If the improvement in the
BER behavior is already small in a first iteration and if all further steps now make even
less of an improvement to the BER behavior, it can be assumed that for example a third
iteration ¢ = 3 will make hardly any difference in BER behavior compared to a second
iteration ¢ = 2. For this reason this section will not be investigating any MSJD receivers
with ¢ > 2 iteration.

It is assumed below that intercell MAI scenario 1 described in Section 3.3.1 is used for the
simulations. The curves in Fig. 8.25 show a typical examples for the simulations results
determined when using K, = 2 antenna elements. In Section 8.5.3 it has already been
shown that with conventional JD, taking account of the perfectly known matrix R, in data
detection and assuming intercell MAI scenario 1 does not allow such great improvements
as with the intercell MAI scenario 2. Errors in estimating matrix Ry can then lead that the
performance improvement obtained by using ES is simply negated again, if the incorrect
estimate BS is taken into account in data detection. As the simulation results in Fig. 8.25
show, this applies not only for the use of conventional JD, but in particular for MSJD.

The curves in Fig. 8.25 show especially for large values C'/I that by considering the inaccu-
rate estimate ES the system performance is inferior compared to the system performance
achievable without consideration of Es, if the interference is modelled according to the
intercell MAI scenario 1.
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Fig. 8.25. Coded BER B, with use of conventional JD, parallel MSJD in ¢ = 2 iteration
and with consideration of R, in MSJD; intercell MAI scenario 1; ULA;
K,=2 K =16

8.6.2 Serial MSJD

Now that parallel MSJD has been considered in the previous section, this section will
investigate serial MSJD. This involved comparing not only serial MSJD with parallel
MSJD but also comparing two strategies for assigning signals to the two groups g =
1,2 as described in Section 5.3.3. First of all, with other parameters being equal as in
Section 8.6.1, and taking into consideration the same assignment strategy of the user
signals in accordance with Fig. 5.8 a, the coded BER P, versus C/I is looked at. The
curves in Fig. 8.26 show the simulation results for K, = 4 antenna elements assuming
intercell MAI scenario 2. This means that the results are comparable with those results
presented in Fig. 8.23 in Section 8.6.1. Figs. 8.23 and 8.26 tend to show the same results.
It is thus of no consequence for the detection quality whether parallel or serial MSJD is
used. Below, with other parameters remaining the same, the criterion for assigning the
user signals to the two user groups g = 1,2 shown in Fig. 5.8 b are considered. Spatially
adjacent users are combined into a group here. In contrast to the assignment strategy
described in the previous Section 8.6.1 no spatial pre-separation of the individual user
signals of a group is undertaken, but a separation of the two groups themselves.

The spatial separation of the user groups is obviously better for using MSJD than an
improved spatial separation of each individual user signal, as the curves in Fig. 8.27 show.
The suppression of the intracell MAI obtained by the spatial preliminary separation of
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Fig. 8.26. Coded BER P, with use of conventional JD, serial MSJD in ¢ = 2 iterations
and taking account of R in MSJD; users spatially pre-separated; intercell
MALI scenario 2; URA; K, =4; K =16
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Fig. 8.27. Coded BER P, with use of conventional JD, serial MSJD in i = 2 iteration
and taking account of R, in MSJD; groups spatially pre-separated; intercell
MAT scenario 2; URA; K, =4; K =16

the user groups results in a slightly improved BER behavior when MSJD is used that
can be achieved by the spatial separation of the user signals within the individual groups.
The massive intracell MAI that occurs for MSJD in a first iteration is reduced before
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detection of the first group ¢ = 1, conditional on the use of an antenna array with the
corresponding signal processing which causes a certain directional characteristic of the
antenna array.

Selecting intercell MAI scenario 2 and the assumption that the DOA fyi(l) = 255° of the
strong interferer is unchangeable, also makes the detection of the signals of group g =1
especially easier as the curves in Fig. 8.27 show. The DOAs of the signals of group
g = 1 do not lie in the range of fyi(l), see Fig. 5.8 b. The directional characteristic of the
antenna obtained by the signal processing of the receive signals at the K, antenna elements
suppresses in this special case not only the intracell MAI, but also the intercell MAI. The
good detection result that this achieves makes it easier to estimate the interference n of
(3.24), see Chapter 7 and thereby also facilitates estimation of the spatial intercell MAT
covariance matrix R,. Taking account of the comparatively well estimated matrix R
in the case considered in Fig. 8.27 leads, particularly with large C'/I to a better BER
behavior than is to be detected in the corresponding curves in Fig. 8.26.

8.7 Simulation results for the case of estimated chan-
nel IRs

8.7.1 Introduction

In the previous sections the channel IRs hgk’ka), kE=1.K, k, = 1..K,, of (2.1) at the
receiver were assumed to be perfectly known.

In this section channel estimation is included in the investigations. Chapter 6 showed that
even with channel estimation the intercell MAI covariance matrix R, or R, of (7.3) can
be considered as beneficial. In Section 8.7.2 the channel estimation procedure presented in
Section 6.3 is investigated using simulations. Here the necessary knowledge of the DOAs of
the user signals is assumed to be known. Section 8.7.3 shows the simulation results of the
MMSE based channel estimation procedure described in Section 6.4. MMSE-JCE allows
account to be taken of both intercell MAI covariance matrix R, and of the correlation
matrix of the channel IRs R, of (2.13).

8.7.2 Exploiting the knowledge of the DOAs

As has already been mentioned in Section 8.7.1, in the following simulation results are
presented by considering the channel estimation scheme of Section 6.3 incorporating the
exploitation of the knowledge of the DOAs of the desired user signals and the knowledge
of the estimate Em.
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The following situation is assumed in the simulations:

e Antenna configuration: URA with K, = 4 antenna elements.

e Channel model: ITU IO B; single direction K4 = 1; the DOAs Y, k = 1...K, of
each user signal is changing randomly within [0...27[ every N}, = 4 bursts; velocity
of each user v = 3 km/h during the transmission of N}, = 4 bursts.

e Number of users K = 8.

e Intercell MAI scenario 2, see Section 3.3.1; K; = 1; the main interference direction

%(1) is changing randomly within [0...27[ every N}, = 4 bursts.

e The number NV, over which an averaging is performed to determine the estimate Es
according to (7.9) is equal to 4.

Channel estimation is executed in accordance with (6.15). This assumes that matrix A,
of (2.20), which contains the DOA information, is perfectly known. Instead of matrix R,
only matrix R, is estimated, since the interference scenario considered is a directionally
uncorrelated scenario.

For the sake of comparison the following section also generates and discusses results
assuming perfectly known channel IRs. Additionally the estimated matrix R, is taken
into consideration in data detection. The following seven cases are distinguished:

e The channel IRs are assumed to be perfectly known

— I: The matrix R, is considered in data detection
— II: The estimated matrix Es is considered in data detection

— TII: The matrix R, is replaced by R, = If) in data detection
e The channel IRs are estimated

— IV: The matrix R, is considered in data detection and channel estimation

— V: The estimated matrix ES is considered in data detection and channel esti-
mation

— VI: The estimated matrix Es is considered in data detection and Ry is replaced
by R, = I'¥2) in channel estimation

— VII: The matrix R, is replaced by R, = I%2) in data detection and channel
estimation
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Fig. 8.28. Coded BER P, for the cases I-VII; URA; K, =4; K =8

The curves in Fig. 8.28 shows the simulation results. Curves I to III again show, as
already demonstrated in Section 8.5.3, the BER performance in the case of perfectly
known channel IRs. Cases IV through VII reflect the results taking into consideration
channel estimation. The performance degradation is clearly evident when the channel IRs
at the receiver are no longer perfectly known. Curve VII shows the worst performance. In
this case solely the DOA information is utilized for channel estimation. If account is also
taken of estimate BS in channel estimation, a significant BER performance improvement
with small C/I, but only a minimum BER performance improvement with higher C'/I
values can be achieved. Only additional consideration of the estimated matrix Es in
data detection leads to a considerable BER reduction with a given C'/I. If matrix R, is
perfectly known and if it is considered in both the channel estimation and data detection,
the required C/I for a coded BER B, of 1073 can be reduced by 2 dB and, when using
the estimate ES by 1 dB.

8.7.3 MMSE based channel estimation

The following section contains simulation results which are generated under consideration
of the MMSE based channel estimation presented in Section 6.4. This uses the same ITU
IO B channel model as in the previous section.
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If we want to determine the maximum performance improvement in channel estimation by
MMSE, both matrices R, ; of (2.13) and R,,, of (6.8) must be perfectly known. Depending
on the structure of the channel IRs, zeros can occur on the diagonals of the matrix R g,
see (2.13). Matrix R, ¢ is singular in this case. As explained in Section 6.4, this means
that the use of the perfectly known matrix R, cannot be considered in MMSE based
channel estimation according to (6.18) (MMSE-JCE I). An assessment regarding the max-
imum improvement of channel estimation by using MMSE-BLE taking into consideration
perfectly known matrix R, ¢ versus the ZF-BLE is thus not possible with MMSE based

channel estimation according to (6.18).

Section 6.4 showed that MMSE based channel estimation (6.18) can also be represented by
(6.25). MMSE-JCE according to (6.25) (MMSE-JCE II) has the advantage that matrix
R, does not have to be directly inverted. The effects of this benefit on the quality of
channel estimation are investigated below.

Fig. 8.29 shows the magnitudes |E7',s,i,j|i 1,7 = 1.K,KW, of the components of an
estimate R, ; for K = 2 users and K, = 1 antenna element at the receiver with a C/I
of 0 dB. The zeros on the diagonals of estimate ET’S can be seen, which provide an
indication of the singularity of the matrix Bﬂs. By comparison, Fig. 8.30 shows matrix

~

(Bm +Q R Q*T) which is to be inverted when MMSE-BLE is used in accordance

L]

with (6.25), in which case estimated matrix ET’S is identical to the matrix depicted in
Fig. 8.29. The fact that all diagonal elements are not equal to zero and the off-diagonal
elements are smaller than the diagonal elements, leads to the conclusion that matrix

(Em + Q Eﬂs Q*T) is not singular and can thus be inverted.
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Fig. 8.30. Magnitudes | Bm +GR Q*T |,4,j = 1...L=W+1, of the components
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The initial assumption is made that the total spatial channel IR vector h, of (2.11) needed
to form matrix ET’S in burst ny, is perfectly known. With singular matrix ET’S, generated
according to (7.32) using the perfectly known total spatial channel IR vector hg, the
investigation is to discover whether ET’S despite its singularity can be used, taking into
consideration MMSE-JCE II according to (6.25) and which optimum channel estimation
quality can be achieved with MMSE-JCE II. Fig. 8.31 shows the channel estimation
matrix e, according to (6.27) for ZF channel estimation and MMSE-JCE II according to
(6.25). In this case K, = 2 antenna elements, K = 8 users and intercell MAI scenario 1
described in Section 3.3.1 are taken into account. Spatial covariance matrix Ry of intercell
MATI is replaced for MMSE-JCE II by the K, x K, identity matrix I(*=) and thereby not
taken into account. As the curves in Fig. 8.31 show, taking into consideration the current
nearly perfectly known matrix ET’S, an almost perfect channel estimation can be achieved
with MMSE-JCE II. Channel estimation error €, according to (6.33) in Fig. 8.32 shows
the same tendency.

With its diagonal values, matrix R, ; perfectly demonstrates the average of the sample
values _gil’)ka), w=1..W, k=1.K, k, = 1...K,, of the channel IRs to be estimated.
Utilizing a priori knowledge of the average energy of the sample values to be estimated
with MMSE-JCE II leads, as the curves in Figs. 8.31 and 8.32 show, to a markedly better
channel estimation result than by using ZF-JCE. Consideration of the almost perfectly
known matrix BT’S already produces an almost optimum result, so that additionally con-
sidering matrix R, in the MMSE-JCE can no longer bring any significant improvement
in the channel estimation quality.

Below the estimate ET’ is obtained according to (7.32) considering the estimated total

S
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Fig. 8.31. RMSE ¢, with consideration of ZF-JCE and MMSE-JCE II with ET’S de-
termined by taking account of perfectly known vector h, and without con-
sideration of the matrix R; intercell MAI scenario 1; ULA; K, = 2; K =8
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Fig. 8.32. Channel estimation error €. with consideration of ZF-JCE and MMSE—-
JCE II with R, ; determined by taking account of perfectly known vector

h, and without consideration of the matrix BS; intercell MAI scenario 1;
ULA; K, =2 K=38

spatial channel IR vector ﬁs, whereas ﬁs is obtained by conventional channel estimation
according to (6.11). Having determined ET’S that way, it is considered in MMSE based
channel estimation according to (6.25) (MMSE-JCE II). The influence of the improve-
ments to channel estimation on data detection is demonstrated by simulations. A URA
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configuration with K, = 4 antenna elements is used. A maximum number of K = 8 users
are simultaneously active. The K users are equidistantly distributed on a circle around
the BS, and their positions are kept fixed during the simulations. The once determined
estimates Rﬂs and BS are continuously updated according to (7.10) by the estimation of
R, and R, based on the currently received midamble section and data block, respec-
tively. The curves in Fig. 8.33 show ¢, of (6.27) versus C'/I for ZF-JCE and MMSE-JCE,
respectively, with and without consideration of ES. In all cases the channel estimation
error €y, is reduced by increasing C'/I, and it is always lower when performing MMSE-JCE
instead of ZF-JCE. For low values C'/I, where much interference is present, consideration
of the estimate Es in the MMSE-JCE further improves the channel estimation quality
and reduces the channel estimation error e;,. With increasing C'/1, i.e. by reducing the in-
terference, the consideration of the estimated spatial interference covariance matrix Es in
the MMSE-JCE does not lead to any significant improvements of the channel estimation
error €, compared to the case where the estimated spatial interference covariance matrix

N

R, is not considered in MMSE-JCE.
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Fig. 8.33. Channel estimation error €, when using ZF-JCE and MMSE-JCE II with
and without consideration of R, in JCE, respectively; K = 8; K, = 4; URA

In the following, the influence of the channel estimation quality improvements shown by
the curves in Fig. 8.33 on the data detection is investigated. Therefore, the uncoded BERs
Py, for the following cases are shown in the Figs. 8.34 and 8.35:

A

e R is not considered in data detection according to (5.12).

I. ZF-JCE.
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II: MMSE-JCE without consideration of Es in the channel estimation.
III: MMSE-JCE under consideration of RS in the channel estimation.

IV: The channel IRs are perfectly known at the receiver.

N

e R, is considered in the data detection according to (5.12).

V: MMSE-JCE under consideration of R, in the channel estimation.

VI: The channel IRs are perfectly known at the receiver.

With regard to BER, a channel estimate improvement at low values C'/I has no effect
since the high interference still has an impact on data detection, see (5.12). Fig. 8.33
shows that the great advantage of MMSE-JCE compared to ZF-JCE is based on the
fact that, for achieving the same channel estimation quality, much lower values C/I
are required when utilizing MMSE-JCE instead of ZF-JCE. The consequences for data
detection become obvious from Fig. 8.34. The required C/I for an uncoded BER P, of
1073 is reduced by 2.7 dB when applying MMSE-JCE instead of ZF-JCE, see the curves I
and I1T in Fig. 8.34. Curves I and IV in Fig. 8.34 show that with perfect knowledge of the

I1

[1I
IV
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Fig. 8.34. Uncoded BER P, for the cases I-IV when applying ZF-JCE and MMSE-
JCE 11, respectively; K = 8; K, = 4; URA

channel IRs one can improve the system performance by 4.5 dB at an uncoded BER P,
of 1073, Comparing curves II and III in Fig. 8.34, the channel estimation improvement
at low C/I shown by ¢, in Fig. 8.33 which is obtained under consideration of R, in
MMSE-JCE, shows hardly any beneficial influence on data detection. For high values
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C/I BER curves II and III show no differences. As already mentioned, the estimate Bﬂs
has on its diagonal the estimated values of the average energy of the components @g{“u’,’“a),
w=1.W,k=1.K, k, = 1...K, of the channel IRs vectors ﬁs. Consideration of the
channel information regarding the average energy of the components @g{“u’,’“a), w=1.W,
k=1..K, k, = 1...K,, in channel estimation suppresses a part of the interference. For

example, for small components ﬁgfja), w=1.W,k=1.K, k, = 1...K,, with strong

o (kyka
interference, large estimated values hi’w ), w=1.W,k=1.K, k, = 1...K, can be
assumed with conventional channel estimation. If knowledge of the expected average

energies of the components ﬁéi;)ka), w=1.W,k=1..K, k, =1...K,, are also considered
k,ka

B =1 W, k=1..K,
k, = 1...K,, assume values which lie within the order of magnitude of the amounts of
the actual components Q(k’ka), w=1..W, k=1.K, k, = 1...K,, this coincidentally

S,w

for MMSE-JCE and if components with strong interference h

suppresses a part of the interference. Additional consideration of estimation BS then does
not lead to any further significant improvement in channel estimation. This is shown
particularly in Fig. 8.33 and in Fig. 8.34 for large C/I.

The curves in Fig. 8.35 shows the uncoded BERs P, valid for ZF-JCE and MMSE-
JCE under consideration of R, in data detection according to (5.12). From the curves
in Fig. 8.35 it becomes obvious that consideration of ES in data detection significantly
improves the system performance. To reach an average uncoded BER Py, of 1073 a

20 -15 -10 -5 0 5
10log (C/1) / dB

Fig. 8.35. Uncoded BER PB,, for the cases I, III, V and VI when applying ZF-JCE
and MMSE-JCE II, respectively; K = 8; K, = 4; URA

specific C'/I vzp_jcr Or YmMsE—Jck 1S necessary in each case when using ZF-JCE and
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~

MMSE-JCE II without considering matrix R, or R, in channel and data estimation.

In the same way a minimum C'/I 4, can be specified that with consideration of perfectly
known channel IRs in data detection must be set to achieve P, equal to 1073. The
differences

A7y = Yzr_JCE — YMMSE—JCE (8-5)

or

AYmax = YZF—JCE — Ymin (8.6)

are shown in Fig. 8.36 depending on number of users K. In Fig. 8.36 this illustrates how
the difference of the required C'/I increases to achieve an uncoded BER P, of 10~% with
an increase in number of users K. As the number of users K increases, the rise in the SNR

A~y / dB
AYmax / dB

5

Fig. 8.36. Difference Ay according to (8.5) and Avp.x according to (8.6) depending
the number of users K; K, = 4; URA

degradation of channel estimation with MMSE is less than with channel estimation with
the ZF algorithm and is therefore responsible for the increasing difference of the required
C/I as the number of users K increases.
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9 Summary

9.1 English

It is well known that the performance of mobile radio systems can be significantly en-
hanced by the application of adaptive antennas which consist of multi-element antenna
arrays plus signal processing circuitry. In the thesis the utilization of such antennas as
receive antennas in the uplink of mobile radio air interfaces of the type TD-CDMA is
studied. Especially, the incorporation of covariance matrices of the received interference
signals into the signal processing algorithms is investigated with a view to improve the
system performance as compared to state of the art adaptive antenna technology. These
covariance matrices implicitly contain information on the directions of incidence of the
interference signals, and this information may be exploited to reduce the effective interfer-
ence power when processing the signals received by the array elements. As a basis for the
investigations, first directional models of the mobile radio channels and of the interference
impinging at the receiver are developed, which can be implemented on the computer at
low cost. These channel models cover both outdoor and indoor environments. They are
partly based on measured channel impulse responses and, therefore, allow a description
of the mobile radio channels which comes sufficiently close to reality. Concerning the
interference models, two cases are considered. In the one case, the interference signals
arriving from different directions are correlated, and in the other case these signals are
uncorrelated. After a visualization of the potential of adaptive receive antennas, data de-
tection and channel estimation schemes for the TD-CDMA uplink are presented, which
rely on such antennas under the consideration of interference covariance matrices. Of
special interest is the detection scheme MSJD (Multi Step Joint Detection), which is
a novel iterative approach to multi-user detection. Concerning channel estimation, the
incorporation of the knowledge of the interference covariance matrix and of the correla-
tion matrix of the channel impulse responses is enabled by an MMSE (Minimum Mean
Square Error) based channel estimator. The presented signal processing concepts using
covariance matrices for channel estimation and data detection are merged in order to form
entire receiver structures. Important tasks to be fulfilled in such receivers are the estima-
tion of the interference covariance matrices and the reconstruction of the received desired
signals. These reconstructions are required when applying MSJD in data detection. The
considered receiver structures are implemented on the computer in order to enable system
simulations. The obtained simulation results show that the developed schemes are very
promising in cases, where the impinging interference is highly directional, whereas in cases
with the interference directions being more homogeneously distributed over the azimuth
the consideration of the interference covariance matrices is of only limited benefit. The
thesis can serve as a basis for practical system implementations.
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9.2 German

Das Verwenden adaptiver Antennen an den Basisstationen in der Aufwértstrecke eines
Mobilfunksystems eroffnet die Moglichkeit, die Richtungsinhomogenitat des Mobilfunk-
kanals auszunutzen und eine signifkante Verbesserung der Performanz des Mobilfunk-
systems zu erreichen. Die adaptiven Antennen setzen sich dabei aus mehreren An-
tennenelementen zusammen, die eine Array-Antenne bilden, wobei die an jedem einzel-
nen Antennenelement empfangenen Signale einer gemeinsamen Signalverarbeitungseinheit
zugefithrt werden. Der richtungsselektive Einfall der von den einzelnen mobilen Teil-
nehmern kommenden Wellen an den Basisstationen des betrachteten zellularen Mobil-
funksystems hat bestimmte raumliche und zeitliche Korrelationen der Empfangssignale
an den einzelnen Antennenelementen zur Folge. In der vorliegenden Arbeit werden
Moglichkeiten des Ausnutzens raumlicher und zeitlicher Korrelationseigenschaften sowohl
der Nutz- als auch der Interferenzsignale in Form von Korrelations- bzw. Kovarianzma-
trizen betrachtet, die im Rahmen einer gemeinsamen raumlichen und zeitlichen Signalver-
arbeitung Verbesserungen der Systemperformanz hervorrufen. Das Beriicksichtigen dieser
Korrelations- bzw. Kovarianzmatrizen impliziert ein Ausnutzen der Kenntnis der Einfalls-
richtungen der Nutz- und der Interferenzsignale in der Signalverarbeitung, so daf} die effek-
tiv empfangene Interferenz reduziert und der Empfang der Nutzsignale begiinstigt wird.
Im allgemeinen sind insbesondere die raumlichen Korrelationseigenschaften der empfan-
genen Nutz- und Interferenzsignale a-priori bei der Signalverarbeitung nicht bekannt.
Das Beschaffen dieser Information, d.h. das Schatzen der ensprechenden Korrelations-
und Kovarianzmatrizen, ist somit auch ein zentrales Thema dieser Arbeit.

Die in der vorliegenden Arbeit betrachteten adaptiven Antennenkonzepte werden in der
Aufwartsstrecke eines Mobilfunksystems der dritten Generation untersucht, das auf dem
Luftschnittstellenkonzept TD-CDMA (Time Division CDMA) basiert. TD-CDMA ist
Bestandteil des von ETSI (European Telecommunications Standards Institute) gewéhlten
Standards fiir das Luftschnittstellenkonzept von Mobilfunksystemen der dritten Genera-
tion in Europa, und TD-CDMA ist bei den Standardisierungsarbeiten von ITU (Inter-
national Telecommunications Union) und 3GPP (3rd Generation Partnership Project)
in den internationalen Standard der Luftschnittstellenkonzepte fiir Mobilfunksysteme der
dritten Generation eingebracht worden.

Zur simulativen Bewertung der erzielbaren Performanzverbesserungen durch adaptive An-
tennen sind Modelle erforderlich, die neben der Zeitdispersion und Frequenzselektivitat
des Mobilfunkkanals auch die Richtungsinhomogenitiat des Mobilfunkkanals beriicksichti-
gen, welche im wesentlichen von der Topologie des Ausbreitungsgebiets abhangigt. Solche
Modelle sind gleichermafien fiir Kanalimpulsantworten der Nutzsignale als auch fiir In-
terferenzsignale erforderlich. Unter Beriicksichtigung des betrachteten zellularen TD-
CDMA-Systems lassen sich Nutzsignale als Signale beschreiben, die von gleichzeitig im
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selben Frequenzband aktiven Teilnehmern einer Zelle ausgehen und an der Basisstation
der betrachteten Zelle empfangen werden. Das gleichzeitige Senden der Nutzsignale der
Teilnehmer einer Zelle fiihrt zu Intrazellinterferenz an der Basisstation. Im Gegensatz
dazu werden Interferenzsignale, die von Teilnehmern benachbarter Zellen stammen, als
Interzellinterferenzsignale bezeichnet. Als Basis fiir die Systemuntersuchungen in der vor-
liegenden Arbeit werden einfache und leicht zu implementierende direktionale Kanalmo-
delle fiir die Nutzsignale entwickelt. In einer urbanen Umgebung gemessene Kanalimpuls-
antworten werden zur Kanalmodellierung herangezogen, wodurch eine ausreichende Nahe
zur Realitat gegeben ist. Nicht-richtungsselektiv gemessene Kanalimpulsantworten wer-
den dabei diskreten Einfallsrichtungen am Empfinger zugeordnet. Fiir Simulationen in
Innenraum-Bereichen wird ein direktionales Kanalmodell auf der Basis nicht-direktionaler
ITU-Kanalmodelle erstellt. Dabei kénnen unterschiedliche Kanalkoeffizienten einer nach
dem ITU-Modell generierten Kanalimpulsantwort unterschiedlichen Einfallsrichtungen
am Ort der Basisstation zugeordnet werden. Bei Verwenden der ITU-Modelle wird
angenommen, daf} alle Kanalimpulsantworten der Nutzsignale das gleiche Verzogerungs-
Leistungsdichte-Spektrum besitzen. Fiir Untersuchungen von Mobilfunksystemen mit
gemeinsamer Detektion der Teilnehmersignale, wie sie bei TD-CDMA vorzugsweise ver-
wendet wird, kann diese Figenschaft zu Ergebnissen fiihren, die zu optimistisch sind.
Als Losung dieses Problems wird ein einfaches Ray-Tracing-Modell zum Generieren von
Kanalimpulsantworten vorgestellt, wobei ein rechteckiger Raum als Ausbreitungsgebiet
angenommen wird. Dabei resultieren aufgrund der unterschiedlichen Positionen der Teil-
nehmer im Raum unterschiedliche Verzogerungs-Leitungsdichte-Spektren der Kanalim-
pulsantworten der einzelnen Teilnehmer. Durch die Modellierung von zwei Zellen in einem
Raum konnen sowohl Nutz- als auch Interzellinterferenzsignale die gleichen Ausbreitungs-
eigenschaften haben und gleichermafien modelliert werden.

Bei Beriicksichtigen von Interzellinterferenzsignalen, die aus benachbarten Zellen stam-
men, ist in zellularen Systemen die Anzahl der an einer Basisstation des betrachteten
TD-CDMA-Systems zur empfangenen Interferenz beitragenden Interzellinterferezsignale
im allgemeinen grofler als die Anzahl der empfangenen Nutzsignale. Betrachtet man
die Gesamtheit der sich an der Basisstation iiberlagernden Interzellinterferenzsignale, so
mufl demnach die Interferenzsignalmodellierung nicht zwingend in gleicher Weise wie die
Kanalmodellierung erfolgen. Die Uberlagerung einer Vielzahl von Interferenzsignalen er-
laubt eine Modellierung der Interzellinterferenz als Musterfunktionen eines stationéren
mittelwertfreien Gauf3-Prozesses, wobei die Interzellinterferenzsignale die gleiche spek-
trale Form wie die Nutzsignale aufweisen. Die zeitlichen Korrelationen eines einzelnen
Interzellinterferenzsignals sind somit durch das Festlegen der spektralen Form gegeben.
Raumliche Korrelationen der Interzellinterferenzsignale, d.h. Korrelationen von Inter-
ferenzsignalen, die an unterschiedlichen Antennenelementen empfangen werden, hingen
von der Geometrie der Array-Antenne sowie von den Einfallsrichtungen der Interferenz-
signale ab. In der vorliegenden Arbeit geht man bei der Interzellinterferenzmodellierung
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davon aus, daf} Interzellinterferenzsignale, die aus unterschiedlichen Richtungen am Emp-
fangsort eintreffen, entweder unkorreliert oder korreliert sind. Dariiberhinaus werden
unterschiedliche Interzellinterferenzszenarien betrachtet, die auf den Annahmen beruhen,
daf} die Interzellinterferenz aus einigen wenigen diskreten Richtungen, d.h. stark direk-
tional, oder azimutal kontinuierlich an der Basisstation eintrifft. Im Rahmen dieser Be-
trachtungen wird mathematisch veranschaulicht, dafy die rdumlichen und zeitlichen Kor-

relationen der Interferenzsignale durch Kovarianzmatrizen dargestellt werden kénnen.

In den simulativen Untersuchungen des TD-CDMA-Systems werden sowohl 1-dimensionale,
d.h. lineare, als auch unterschiedliche 2-dimensionale, d.h. rechteckige, kreuzformige
und kreisformige, Array-Antennenkonfigurationen betrachtet. Um einen Eindruck vom
Verbesserungspotential der Systemperformanz durch den Einsatz adaptiver Antennen der
oben genannten Konfigurationen zu vermitteln, wird fir jede dieser Antennenkonfigu-
rationen der richtungsabhingige Gewinn der Array-Antenne gegeniiber einer einzelnen
omnidirektionalen Antenne an der Basisstation unter Annahme eines einfachen Ubertra-
gungsmodells mit und ohne Beriicksichtigen von Interferenzkovarianzmatrizen ermittelt

und in Diagrammen veranschaulicht.

Ziel dieser Arbeit ist es, wie eingangs erwahnt wurde, die Signalverarbeitung, d.h. ins-
besondere die Datendetektion und die Kanalschatzung an den Basisstationen eines TD-
CDMA-Systems mit adaptiven Antennen, durch Beriicksichtigen von Korrelations- bzw.
Kovarianzmatrizen zu verbessern. Das bevorzugte Detektionsverfahren in zeitgeschlitzten
CDMA-Systemen ist die gemeinsame lineare Datendetektion der Teilnehmersignale (joint
detection, JD), wobei alle Nutzsignale der gleichzeitig im selben Frequenzband aktiven
Teilnehmer einer Zelle gemeinsam detektiert werden. Die gemeinsame Datendetektion
wird unter Verwenden des ZF-Algorithmus (Zero Forcing) realisiert. Der ZF-Algorithmus
eliminiert Intrazellinterferenz sowie Intersymbolinterferenz bei der Detektion. Im Gegen-
zug dazu wird die den Detektionsprozefl beeintrachtigende Interzellinterferenz erhoht, was
im allgemeinen als Degradation des Signal-Stor-Verhaltnisses bezeichnet wird. Naturge-
maf erlaubt der ZF-Algorithmus das Beriicksichtigen der Interzellinterferenzkovarianzma-
trix. In konventionellen TD-CDMA-Systemen wird jedoch von dieser Mdoglichkeit bislang
kein Gebrauch gemacht. Beriicksichtigt man die Interzellinterferenzkovarianzmatrix im
ZF-Algorithmus, so kann die effektiv empfangene Interferenz reduziert werden. Neben
dem ZF-Algorithmus ist im Rahmen der Betrachtungen zur Datendetektion das Detek-
tionsverfahren MSJD (Muti Step Joint Detection), das einen neuartigen Ansatz iterativer
Mehrteilnehmerdetektion darstellt, von besonderem Interesse. Beim Verfahren MSJD
werden die Detektionsergebnisse einer ersten bzw. vorhergehenden Stufe dazu benutzt,
die Detektion einer Folgestufe zu verbessern. Hierbei wird die Zahl der gemeinsam in
einer Zelle aktiven Teilnehmer in zwei Gruppen unterteilt, wobei alle Signale der Teil-
nehmer einer Gruppe gemeinsam detektiert werden. Die im Gegensatz zu konventionellem

JD vergleichsweise geringere Anzahl an gemeinsam zu detektierenden Teilnehmersignalen
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pro Gruppe fiihrt zu einer geringeren Degradation des Signal-Stor-Verhéltnisses bei der
Detektion. Gleichzeitig wird dabei die gemeinsame Detektion der Signale einer Gruppe
durch Intrazellinterferenz beeintrichtigt, da nicht alle Teilnehmersignale der betrachteten
Zelle in einem einzigen gemeinsamen Detektionsprozefl einbezogen werden und somit In-
trazellinterferenz nicht vollstandig eliminiert wird. Eine Reduktion dieser Intrazellinter-
ferenz erreicht man dadurch, dal man mit den nach einem ersten Detektionsschritt vor-
liegenden Detektionsergebnissen die von einem Teil der Teilnehmer herrithrenden Emp-
fangssignale naherungsweise rekonstruiert und diese rekonstruierten Signale von dem ur-
springlichen Empfangssignal abzieht. Man erhalt ein modifiziertes Empfangssignal, das
weniger Teilnehmersignale enthalt. Hat man zwei Teilnehmergruppen und gehen die
rekonstruierten Signale gerade auf die Signale einer Gruppe zuriick, so erhalt man nach
Abzug der rekonstruierten Signale ein Empfangssignal, das im wesentlichen nur noch aus
Signalen der anderen Gruppe besteht und somit erheblich weniger Intrazellinterferenz aus-
gesetzt ist als im vorangegangenen Detektionsschritt. Bei zusatzlichem Beriicksichtigen
adaptiver Antennen in MSJD kann die Intrazellinterferenz bereits im ersten Schritt re-
duziert werden, indem raumlich benachbarte Teilnehmer in einer Gruppe zusammengefafit
werden. Die Signale der Teilnehmer der beiden Gruppen erreichen die Basisstation im all-
gemeinen in diesem Fall aus unterschiedlichen Winkelbereichen, womit durch den Einsatz
adaptiver Antennen die durch die Signale der einen Gruppe hervorgerufene Intrazellinter-
ferenz bei der Detektion der Signale der jeweils anderen Gruppe reduziert werden kann.
Ebenso wie der ZF-Algorithmus erlaubt auch MSJD das Berticksichtgen der Interzellinter-
ferenzkovarianzmatrix in der Detektion der Teilnehmersignale der einzelnen Gruppen. Die
simulative Untersuchung der erzielbaren Systemperformanz durch Beriicksichtigen von
Interferenzkovarianzmatrizen in MSJD ist ebenfalls Gegenstand dieser Arbeit.

Neben der Verbesserung von Datendetektionsalgorithmen unter Verwendung von Inter-
ferenzkovarianzmatrizen werden auch Kanalschatzverfahren untersucht, die ein Beruck-
sichtigen dieser Matrizen erlauben. Der MMSE-Algorithmus (Minimum Mean Square
Error) erlaubt neben dem Beriicksichtigen der Interzellinterferenzkovarianzmatrix ebenso
das Beriicksichtigen der Korrelationsmatrix der zu schatzenden Kanalimpulsantworten.
Die Korrelationsmatrix der Kanalimpulsantworten kann auf der Basis bereits zu fritheren
Zeitpunkten erhaltener Kanalschatzergebnisse gewonnen werden, wenn von einer hin-
reichend geringen Mobilitat der Teilnehmer in dem betrachteten Mobilfunksystem ausge-
gangen werden kann. Die Korrelationsmatrizen der Kanalimpulsantworten beinhalten die
Richtungsinformation der Nutzsignale. Da in der Datendetektion die Kanalinformation
beriicksichtigt wird, nutzt man implizit die Richtungsinformation der Nutzsignale auch
bei der Datendetektion aus. Somit ist es nicht erforderlich, noch zusatzlich Korrelations-
matrizen der Nutzsignale in der Datendetektion zu beriicksichtigen.

Die vorgestellten Signalverarbeitungskonzepte, die ein Beriicksichtigen von Kovarianz-
bzw. Korrelationsmatrizen sowohl in der Datendetektion als auch in der Kanalschatzung
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erlauben, werden in unterschiedlichen Empfangerstrukturen zusammengefafit. Dabei un-
terscheiden sich die Empfingerstrukturen im wesentlichen durch die Art und Weise mit
der sie die erforderliche Kenntnis der Korrelations- bzw. Kovarianzmatrizen erlangen.
Von besonderem Interesse ist hierbei ein iteratives Verfahren, das auf der Basis rekon-
struierter empfangener Nutzsignale ein Schéitzen der Interzellinterferenzkovarianzmatrix
ermdglicht. Entscheidend fiir die Schatzqualitat der Kovarianzmatrix ist die Qualitat der
Signalrekonstruktion, die aus diesem Grund ebenfalls im Rahmen dieser Arbeit betrachtet
wird.

Auf der Grundlage und unter Beriicksichtigung der entwickelten Kanal- und Interferenz-
modelle werden die Vorteile adaptiver Antennen in der vorliegenden Arbeit sowohl theo-
retisch als auch durch Simulationen der Aufwértsstrecke des TD-CDMA-Systems darge-
stellt. Die erreichbare Bitfehlerrate bei gegebenen Signal-Stor-Verhaltnis wird als Perfor-
manzmafl angenommen. Die Simulationsergebnisse zeigen exemplarisch, dafl direktionale
Interzellinterferenz, die zu raumlichen Korrelationen an den einzelnen Empfangsanten-
nen eines Antennen-Arrays fiihrt, einen degradierenden Einflul auf die Bitfehlerrate des
betrachteten TD-CDMA-Systems mit adaptiven Antennen hat. Das Berticksichtigen der
Interzellinterferenzkovarianzmatrix mildert diesen degradierenden Effekt. Selbst eine Eli-
mination stark direktionaler Interferenz kann durch das Beriicksichtigen der genannten
Kovarianzmatrix erreicht werden. Im Falle stark direktionaler Interzellinterferenz kann
das erforderliche Signal-Stor-Verhiltnis zum Erreichen einer Bitfehlerrate von 1073 um
2.5 dB bzw. 5 dB reduziert werden, wenn vier bzw. 16 Antennenelemente am Empfanger
beriicksichtigt werden. Naherungsweise die Halfte der Verbesserungen lassen sich er-
reichen, wenn die geschitzten Kovarianzmatrizen berticksichtigt werden. Im Falle di-
rektional homogener Interzellinterferenz konnen nur geringe Performanzverbesserungen
durch das Beriicksichtigen von Kovarianzmatrizen erreicht werden. Bei diesen Szenarien
ist es in Ausnahmefillen moglich, dafl die Qualitit der Schatzung der Kovarianzmatrizen
nicht gut genug ist, so dafl ihre Beriicksichtigung zu einer schlechteren Performanz fiihrt
als das Nicht-Beriicksichtigen.

Im allgemeinen stellt das Berticksichtigen der Kovarianzmatrizen in der TD-CDMA-Auf-
wartsstrecke mit adaptiven Antennen eine Moglichkeit zum Verbessern der Bitfehlerrate
in Mobilfunksystemen dar. Die vorliegende Arbeit kann somit als Basis fiir zukiinftige
Systemimplementierungen angesehen werden.
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Appendix

A.1 Abbreviations

1D

2D

2G

3G
3GPP
AWGN
BER
BLAST
BS
CDMA
CMA
COST
CROSS
DMI
DOA
DOD
DPE
DS
EGC
EM
ESPRIT
ETSI
FDD
FDMA
FEC
GMSK
GSM
IC
IMT-2000
IR

IST

ITU
JCE
JD

JT
LOS

[

—Dimensional
—Dimensional

[\]

27 Generation

3" Generation

3G Partnership Project

Additive White Gaussian Noise

Bit Error Rate

Bell Labs LAyered Space—Time Architecture
Base Station

Code Division Multiple Access

Constant Modulus Algorithm

European CQoperation in the Field of Scientific and Technical Research
CROSS shaped antenna array

Direct Matrix Inversion

Direction—Of-Arrival

Direction—Of-Departure

Deterministic Parametric Estimation

Direct Sequence

Equal Gain Combining
Expectation—-Maximization

Estimation of Signal Parameters via Rotational Invariance Techniques
European Telecommunications Standards Institute
Frequency Division Duplex

Frequency Division Multiple Access

Forward Error Correction

Gaussian Minimum Shift Keying

Global System for Mobile Communications
Interference Cancellation

International Mobile Telecommunications 2000
Impulse Response

InterSymbol Interference

International Telecommunications Union

Joint Channel Estimation

Joint Detection

Joint Transmission

Line Of Sight
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LS
MAI
MD
MDL
ME
MIMO
ML
MLSE
MLSSE
MMSE
MMSE-BLE
MRC
MS
MSE
MSJD
MUSIC
MV

RF
RING
RL
RLS
RMSE
RP
SAGE
SC

SD
SDMA
SE
SFIR
SFU
SIMO
SIR
SNR
SQRLS
SR
TD-CDMA
TDD
TDMA
TR

UL
ULA
UMTS
URA

Least Square

Multiple Access Interference

Multiuser Detection

Minimum Discription Length

Maximum Entropy

Multiple In, Multiple Out

Maximum Likelihood

Maximum Likelihood Sequence Estimation
Maximum Likelihood Symbol-by—Symbol Estimation
Minimum Mean Square Error

Minimum Mean Square Error Block Linear Equalizer
Maximal Ratio Combining

Mobile Station

Mean Square Error

Multi Step Joint Detection

MU ltiple Slgnal Classification

Minimum noise Variance

Radio Frequency

RING shaped antenna array

Reference Line

Recursive Least Square

Root Mean Square Error

Reference Point

Space—Altering Generalized Expectation—Maximization
Selection Combining

Single user Detection

Space Division Multiple Access

Spectral Estimation

Spatial Filtering for Interference Reduction
Spatial Filtering at the Uplink

Single In, Multiple Out
Signal-to—Interference Ratio
Signal-to—Noise Ratio

Square—Root RLS

Spatial Reference

Time Division CDMA

Time Division Duplex

Time Division Multiple Access

Temporal Reference

UpLink

Uinform Linear Array

Universal Mobile Telecommunications System
Uinform Rectangular Array
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UTRA UMTS Terrestrial Radio Access
W-CDMA Wideband CDMA

ZF Zero Forcing

ZF-BLE Zero Forcing Block Linear Equalizer

A.2 Symbols

atka) angle spanned by RL and the line connecting RP with the antenna
elements k, = 1...K,
alkka) steering vector for the kq—th DOA of user k, kg =1... Kq, k=1... K
(k.ka)

steering vector for the kq DOAs of the IR of user £ valid for the k,—th
antenna element, £k = 1...K, k, = 1...K,

Q,&i’ka) steering factor, kq-th element of the steering vector gék’ka), k=1.K,
k,=1...K,

Qg:kd) steering factor, k,-th element of the steering vector alk*a) L = 1. K,
kd = 1Kd

a steering vector in the case of K = 1 user and single direction channels,
ie. Kg=1

A system matrix, which is determined by the CDMA codes c¥), k =
1... K, and the total spatial channel IRs hék), k=1...K

A system matrix A under consideration of the estimates ﬁik), k=1... K

AW k—th block of A, k= 1..K

AFka) (k,ky)-th block of A, k=1..K, ky = 1...K,

Ay steering matrix containing the matrices Afika), ko =1...K,

Aflka) steering matrices containing the matrices Afik’ka) of users £ = 1..K,

s o= Lot . (kke) _

Ay steering matrix containing the vectors a; ™, k = 1..K, k, = 1...K,

A®) steering matrix of user k containing steering vectors a*d) kq = 1...K4

Ag) system matrix A valid for user group g = 1,2, in MSJD

Ag) system matrix Ag) valid for user group g in MSJD under consideration
of the estimates ﬁik), k=1...K

[kka) azimuthal angle corresponding to the kq-th DOA of user k, k = 1...K,
kd =1... Kd

5§fi2,T azimuthal angle of the e-th wave, e = 1...E,,_, belonging to the w,~th
channel coefficient, w, = 1.. W, ,of user k, k =1..K, kg =1... K4

5}(3k§fd) azimuthal angle corresponding to the kq—th DOA of user k impinging at
BS pu, p=1,2,=1...K, kg =1...K4q

b composite channel IR of user k, k =1... K

hék’ka) composite spatial channel IR of user k£, £ = 1...K, at antenna k,,
k,=1...K,, valid for adaptive antennas

Q;k) composite channel coefficients of vector b(k)
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wSl‘A

n

v 5
o

&

QL
=
S
=

|
S

AA
ES
NN

|®

bandwidth of a partial frequency band

measurement bandwidth in the case of channel IR measurements
mean carrier received power of a desired signal

vector with the user specific CDMA code, k=1... K

velocity of light

distance between BS and MS

path length of propagation path corresponding to the kg—th DOA be-
tween BS pand MS k, u=1,2, k =1..K

user specific data symbol, n=1...N, k=1... K

total data vector

user specific data vector, k =1... K

estimated user specific data vector, k =1... K

estimated total data vector

estimated total data vector valid for iteration i

estimated total data vector of burst ny valid for iteration

data vector of user group g in MSJD

estimated data vector of user group g in MSJD
data vector of user group g in MSJD valid for iteration ¢

estimated data vector of user group g in MSJD valid for iteration i

estimated data vector of user group ¢ in MSJD valid for iteration 7 after
modulation and FEC encoding in signal reconstruction

difference of the length of two propagation paths

difference of required SIR to achieve a BER Py, equal to 10~3 applying
ZF-JCE and MMSE-JCE

maximal difference of required SIR to achieve a BER P, equal to 1073
applying conventional channel estimation and MMSE-JCE under con-
sideration of R,

differences of the real parts of the estimated and the actual channel IRs
of user k at antenna element k,, k = 1...K, k, = 1...K,

differences of the imaginary parts of the estimated and the actual channel
IRs of user k£ at antenna element k,, k =1.. K, k, = 1...K,

SNR degradation of TD-CDMA receivers, valid for each transmitted
symbol d,, i =1... KN

mean SNR degradation of TD-CDMA receivers

energy that the user k requires to achieve the BER B, (0y) without
intracell MAT in an AWGN channel

total numbers of waves contributing to a channel IR

number of waves contributing to channel coefficient w.,

number of waves assigned to the path kq of the user £k in cell u, kq =
1.Kg, k=1.K, p=1,2

vector representing the received signal



A.2 Symbols

201

olha)

o

&4

el

8 (i)

€red (2)

vector representing the received signal at the antenna elements k, =

1...K,

vector representing the received signal of user £ without intercell MAI

and noise

vector representing the reconstruction of the received signal based on A

and ﬂ

vector representing the received signal of user group g in MSJD, g = 1,2

vector representing the estimated received signal of user group ¢ valid

for iteration ¢ in MSJD, g = 1,2

vector representing the intracell MAI reduced signal of user group ¢ valid

for iteration ¢ in MSJD, g = 1,2

vector representing the estimated intracell MAI reduced signal of user

group g valid for iteration ¢ in MSJD, g = 1,2

vector representing the received total signal originating from the trans-

mitted midambles and valid for channel estimation

vector representing the reconstruction of the e, based on h

vector representing the signal originating from the transmitted midambles
received at antenna element k., k, = 1...K,

matrix containing the vectors gsn")

reconstruction error of the signal of user k; reconstruction based on
coded data

reconstruction error of the signal of user k; reconstruction based on
uncoded data

estimation error of matrix R,

RMSE of the estimated channel IRs

estimation error of the real part of the estimated channel IRs ﬁ(k’ka)
k=1.K,k,=1.K,

estimation error of the imaginary part of the estimated channel IRs
2 k= 1K, k= 1K,

mean estimation error of the real part of the estimated channel IRs

S ’

mean estimation error of the real part of the estimated channel IRs
asymptotic efficiency valid for user &k, k = 1...K

near-far resistance of a multiuser detector valid for symbol d%k), n =
1..N, k=1..K

near-far resistance valid for user k, k = 1...K

frequency

Carrier frequency

Doppler frequency

Maximum Doppler frequency

Doppler frequency of kq—th wave front of the channel IR of user k, k =
lK, kd = 1Kd

mean SIR per user and per antenna element
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YMF
YZF—BLE
“YMF,in
YZF—BLE,in
YZF—JCE

YMMSE—JCE

“Ymin

QSE

k)
hyp (Ta t)

L)

QiRp BS, (1., )

k
hir)
hpp

h(k7ka)

W

mean output SIR after signal processing in the case of K, = 1 antenna
element

mean output SIR after signal processing in the case of K, > 1 antenna
elements

azimuthal angle of the k;—th intercell MAT signal, k; =1... K;
azimuthal angle of the kq—th intercell MAI signal from the k;—th intercell
MAI source, ki =1.. .Ki, kd = le

mean input SIR at the antenna element k,, k, = 1...K,

mean SIR of the output of a matched filter

mean SIR of the output of a ZF-BLE

mean SIR of the input of a matched filter

mean SIR of the input of a ZF-BLE

required mean SIR to achieve a BER B, equal to 107® when using
ZF-JCE

required mean SIR to achieve a BER B, equal to 107® when using
MMSE-JCE

required SIR to achieve a BER P, equal to 1072 in the case of perfectly
known channel IRs

SIR gain when applying antenna arrays depending on the azimuth angle
mean SIR gain g,

channel estimation matrix, exclusively determined by the user specific
midambles

matrix resulting from the Kronecker product of I52) and G

k—th block of G, k=1... K

directional channel IR corresponding to the kq—th DOA of user k, k =
1..K, kg =1..K4

directional channel IR corresponding to the kq—th DOA of user k, k =
1..K

vector containing all K4 directional channel impulse responses

channel IR of user k£ at the RP as a function of delay 7 and time ¢,
k=1...K

channel IR of user k£ at the RP of BS i as a function of delay 7, time ¢
and azimuth angle ¢, k =1...K

vector representing ﬁ%))(ﬂ ty) at a specific instant ¢

vector containing all vectors hgg,, k=1.K

real part of the element w of _ék’ka), w=1.W, k=1.K, k,=1..K,
imaginary part element w of hgk’ka), w=1.W,k=1.K, k,=1..K,

channel IR of user k at antenna element £, as a function of delay 7 and

time ¢, k = 1..K, ky = 1. K,

vector representing _ék’ka)(T, to) at a specific instant g

element w of h**) w=1.W,k=1.K, k, = 1..K,

S

channel IR of all users valid for antenna element k,, k, = 1...K,
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total spatial channel IR vector containing all channel IRs hék’ka), k =
1..K, k,=1...K,

estimated total spatial channel IR vector

estimated total spatial channel IR vector by applying MMSE-JCE 1

estimated total spatial channel IR vector by applying MMSE-JCE II

matrix containing the vectors ﬁik’ka), k=1.K,k =1..K,
k~-th block of H

iteration number in MSJD

mean received power per antenna element of interfering signals
K, x K, identity matrix

number of iterations

imaginary unit

number of users active in a time slot

number of antenna elements at the BS

constrained length of a convolutional encoder

number of DOAs of user k, k = 1... K, or of an intercell MAI source k;,
ki = 1...K;

number of intercell MAI signals or intercell MAI sources
number of antenna elements at the MS

wavelength

large—scale fading

distance of antenna element k, from the RP of the array configuration,
k.=1...K,

dimension of e,

length the midamble section of a burst

length the guard interval

matrix resulting from the Cholesky decomposition of R,

size of the data symbol alphabet

dimension of the vectors u®, k =1..K

vector representing the midamble of user k, £k = 1...K

basic code from which the midambles are derived

matrix describing the MMSE-BLE

MS of user kincell u, k=1.. K, p=1,2

number of symbols per data block and user

number of bursts

number of time slots per TDMA frame

noise threshold of measured channel IRs

intercell MAI as a function of the azimuth angle ¢ and the time ¢
azimuthal intercell MAI density

intercell MAT as a function of ¢

azimuthal intercell MAI density of the continuous component
azimuthal intercell MAI density of the discrete component
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n*)(t)
NRrps (¢)

intercell MAT received at antenna element k,, k, = 1...K,

sample s of the intercell MAI signal impinging from the azimuth angles
@ at the RP

number of connections at the shift register of a convolutional encoder
vector containing the elements ngp ((¢)

normalized vector ngp(¢)

vector representing n,,(, t)

intercell MAT vector valid for antenna element k,, k, = 1... K,, and for
data detection

intercell MAI vector valid for antenna element k,, k, = 1... K,, and for
channel estimation

intercell MAI vector valid for data detection

intercell MAT vector valid for channel estimation

vector representing intercell MAI received at the RP and filtered with
the GMSK chip impulse only

estimate of the vector n

estimate of the vector n valid for iteration %

estimate of vector n(*=)

estimate of vector gf{fa)

estimate of vector n |

intercell MAT vector valid for data detection of the user group ¢g in MSJD
intercell MAI vector valid for data detection of the user group ¢ in MSJD
in iteration ¢

matrix consisting of K, vectors npp

matrix consisting of K, intercell MAI vectors n#) ko =1..K,

matrix consisting of K, estimated intercell MAI vectors gfjfa% k, =
1..K,

matrix consisting of K, estimated intercell MAI vectors ﬁ(ka), k, =
1...K, valid for iteration 7

zero vector

azimuth angle

the DOD of kq—th wave front of channel IR of user &

direction of movement

phase shifts with respect to the RP of intercell MAI wave fronts imping-
ing from angle ¢ at the antenna element k,

average coded BER

average uncoded BER

average uncoded BER in case of signal reconstruction

average coded BER valid for user k, k = 1...K

average uncoded BER valid for user k, k =1...K

average uncoded BER valid for user k£ in case of signal reconstruction
power of the channel IRs as a function of time ¢
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P (tm) received power of the power of the channel IRs measured at instant ¢,

Py (tm) transmitted power at instant ¢,, for measuring the channel IRs

P(ty) mean power of the channel IRs at the instant ¢,

P, i(oyw) BER of user k without intracell MAI in AWGN channel with power
spectral density o2

P, probability of noise exceeding the threshold N,

qlkika) integer describing the delay of wave front kq of user % in terms of integer
multiples of T, kg =1.. K4, k=1..K

Q dimension of ¢®, k=1... K

r cluster size

r(t) small-scale fading of measured channel IRs

r(us) elements of matrix R,

R, code rate

R, covariance matrix of d

R correlation matrix of the received signal described by vector e

Bg) intercell and intracell MAI covariance matrix in MSJD valid for data

detection of group g, g = 1,2

temporal and directional auto correlation function of the azimuthal in-
tercell MAI density

total intercell MAI covariance matrix valid for channel estimation
estimate of matrix R,

temporal and directional auto correlation function of the intercell MAI
total intercell MAI covariance matrix valid for data detection
correlation function valid for interference received at the u—th and v—th
antenna element

covariance matrix of n® and n®, y,v =1... K,

estimate of R valid for iteration

matrix R, valid for burst ny,

covariance matrix of the normalized vectors ngp(¢)

elements of matrix R, 7,7 = 1... K,

spatial intercell MAI covariance matrix

estimate of the spatial intercell MAI covariance matrix valid for iteration
1

correlation matrix of the estimated channel IR of user k, k = 1... K
estimated elements of matrix R, , 1,7 = 1... K,

correlation matrix of the vectors hék’ka), k=1.K, k,=1.. K,

correlation matrix of the vectors hgka), ko=1..K,

correlation matrix of the total spatial channel IR vector hy

normalized temporal intercell MAT covariance matrix valid for data de-
tection

normalized temporal intercell MAI covariance matrix valid for channel
estimation
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correlation matrix of the received signal e if n = 0

mean power of the superimposed waves of the channel IR of user k
corresponding to the DOA kq, kg = 1...K4, k =1..K

azimuthal intercell MAI power density of the continuous component

Fresnel reflection coefficient in the case of reflection angle ngéid)

intercell MAI power, which is assumed to be equal for all components
of n

power of the deviation of the real and the estimated intercell MAT signal
with respect to the power of the noise-free received signal

intercell MAT power of the continuous component

intercell MAT power of the discrete component

power of the deviation of the real and the estimated intercell MAI signal
with respect to the power of the real intercell MAI

noise power in the case of measured channel IRs

power spectral density in the case of AWGN

power of the k;—th intercell MAT signal

normalized power of the k;—th intercell MAI signal

power of the k4—th intercell MAI signal originating from the k;—th inter-
cell MAT source

average amplitude of n(p,t)

single arbitrary transmit symbol

output symbol of an array processing unit

dimension of intercell MAI noise independent of the TD-CDMA system
parameters

Doppler spectrum

scattering function

delay parameter

delay of the channel coefficient w,

delay of the kq—th DOA of the channel IR of user k in cell u, kg = 1... K4,
k=1.K,u=1,2

measurement instant

relative time delay of kq identical intercell MAT signals from source k;
with different DOAs impinging at the RP, k; = 1...Kj, kq = 1...K4
duration of a time slot

chip duration

duration of a TDMA frame

duration of the guard interval

symbol duration

reflection angle corresponding to the kg—th DOA valid the channel IR
of user kincell pu, kg =1..Kq, k=1..K, py=1,2

uncoded data vector of user k, k =1..K
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ul?

uncoded data vector of user k£ in MSJD valid for user group g, k = 1... K,
g=1,2

reconstructed uncoded data vector of user k£ in MSJD wvalid for user
group g, k=1..K, g=1,2

user velocity

velocity of user k

user velocity vector

data symbol alphabet

dimension of hgk’ka), k=1.K,k,=1..K,

weight vector

number of channel coefficients in the case of I'TU channels

x coordinate of the BS,

y coordinate of the BS,

length of the room in case of indoor ray-tracing channel modelling
broadness of the room in case of indoor ray-tracing channel modelling
random zero phases of wave e which is assigned to the channel coefficient
w,

spatial frequencies valid for antenna k,, corresponding to the kq—th DOA
of user k
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