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Abstract

Due to its performance, the field of deep learning has gained a lot of attention, with
neural networks succeeding in areas like Computer Vision (CV), Neural Language
Processing (NLP), and Reinforcement Learning (RL). However, high accuracy comes
at a computational cost as larger networks require longer training time and no longer
fit onto a single GPU. To reduce training costs, researchers are looking into the dy-
namics of different optimizers, in order to find ways to make training more efficient.
Resource requirements can be limited by reducing model size during training or de-
signing more efficient models that improve accuracy without increasing network size.

This thesis combines eigenvalue computation and high-dimensional loss surface
visualization to study different optimizers and deep neural network models. Eigen-
vectors of different eigenvalues are computed, and the loss landscape and optimizer
trajectory are projected onto the plane spanned by those eigenvectors. A new paral-
lelization method for the stochastic Lanczos method is introduced, resulting in faster
computation and thus enabling high-resolution videos of the trajectory and second-
order information during neural network training. Additionally, the thesis presents
the loss landscape between two minima along with the eigenvalue density spectrum
at intermediate points for the first time.

Secondly, this thesis presents a regularization method for Generative Adversarial
Networks (GANs) that uses second-order information. The gradient during training is
modified by subtracting the eigenvector direction of the biggest eigenvalue, prevent-
ing the network from falling into the steepest minima and avoiding mode collapse.
The thesis also shows the full eigenvalue density spectra of GANs during training.

Thirdly, this thesis introduces ProxSGD, a proximal algorithm for neural network
training that guarantees convergence to a stationary point and unifies multiple popular
optimizers. Proximal gradients are used to find a closed-form solution to the problem
of training neural networks with smooth and non-smooth regularizations, resulting in
better sparsity and more efficient optimization. Experiments show that ProxSGD can
find sparser networks while reaching the same accuracy as popular optimizers.

Lastly, this thesis unifies sparsity and neural architecture search (NAS) through the
framework of group sparsity. Group sparsity is achieved through ¢; ;-regularization
during training, allowing for filter and operation pruning to reduce model size with
minimal sacrifice in accuracy. By grouping multiple operations together, group spar-
sity can be used for NAS as well. This approach is shown to be more robust while
still achieving competitive accuracies compared to state-of-the-art methods.
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Chapter

Introduction

In recent years, the field of deep learning has gained a significant amount of interest.
World leading performance in various different tasks, like image recognition [49, 176,
233||, speech recognition [|15} 43]], speech translation [[61, 237]] and playing games
of Go [202] or no-limit Texas Hold’em [33], [34] has partly been achieved thanks to
recent advances in the field of deep learning. Deep learning methods are able to tackle
a variety of problems, from image recognition on various datasets to segmentation
[[145} 230} [231]] and inpainting [40, 239|]. Also, deep learning outperforms other
methods in different datasets on clustering [[103} [156]], outlier detection [85] [126]
and synthetic data generation [72, |181]. There exist many other fields where deep
learning has had a significant impact [|67, 127, [201]].

First developed by Frank Rosenblatt in 1958 [[189]], his 3-layer perceptron is one of
the earliest deep learning models. In 1990, Yann LeCun applied the backpropagation
algorithm [[108] to his neural network and was able to train this model on handwritten
digits [122]]. Over time, as compute power increased, it was possible to train bigger
and bigger networks and with the introduction of new deep learning models like
LSTMs [93]], deep belief networks [88]] and generative adversarial networks [72],
deep learning has gained significant popularity in various fields.

The reasons for the sudden spike in deep learning applications are twofold. Firstly,
an increasing amount of available data in the past years has boosted the applicability
of data driven methods like machine learning and deep learning [216]. Secondly,
computational capabilities have increased to a point where deep learning models of
reasonable size can be trained in a reasonable time frame [216]]. Here, one important
component is the switch to Graphics Processing Units (GPUs) for neural network
training. GPUs have had significant increases in computational power as well as
memory in the past. Their widespread use has made deep learning more accessible
to a wide audience and their parallel compute capabilities have sped up the training
of deep learning models significantly [227].

In deep learning, artificial neural networks are trained in order to learn the relation-
ship between input and output variables. These networks have parameters that are
updated iteratively, with the goal of reducing the discrepancy between the network
prediction for different samples of a dataset and their true label. This discrepancy is
usually measured through a cost function (see Section [2|for an in-depth discussion).
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Finding the optimal parameters of a neural network, that allow it to make correct pre-
dictions on its training set, is extremely difficult and this problem has been shown to
be NP-hard [26}105]]. Thus, neural network training boils down to finding a suitable
local minimum of the optimization surface instead. The use of an optimizer helps
navigate this surface, in order to find a point that minimizes the cost function locally.

Even though deep learning methods have achieved impressive performance on var-
ious tasks, these performance gains are starting to stagnate. As explained in [222],
neural networks have grown tremendously in their number of parameters and if they
continue to grow at this rate, they will soon hit a ceiling where hardware and mone-
tary cost for training these models would be prohibitive. This has tremendous impact
on the environment as well, as the environmental cost scales with the computation re-
quired for training the neural network model. As shown by the authors of this paper,
the computational cost for training a deep learning model scales at least quadratically
with the number of samples in the dataset. Also, using statistical learning theory,
one can show that popular error metrics like root mean square error can only drop
with 1/4/n, where n represents the number of samples in the dataset. Combined, this
means that the computational cost scales with O(per formance*). By fitting the size
of deep learning models to their corresponding performance, the authors find that the
computational cost grows as a ninth-order polynomial with respect to performance.
This empirical figure is five orders of magnitude higher than the theoretically lowest
value. They also find that the computational cost is able to explain 43% of the vari-
ance in the performance. This shows that much of the performance improvement seen
in many fields of deep learning can be attributed to increases in computing power. If
this trend continues, there will soon be a hardware limit that is going to be hit. Mov-
ing from one of the current best errors of 11.5% on ImageNet [224]], a challenging
classification dataset, to an error of 5% in the future, will require approximately 5
orders of magnitude more computational power and cost around 100 billion dollars
to train the deep neural network [222]]. In sight of current computational limits, this
means that the field of deep learning has to come up with solutions that lower its
computational burden, or discover other methods that are able to scale closer to the
theoretical bound.

This thesis will tackle different areas in deep learning that can help lower the com-
putational burden of training neural networks. In this chapter the basic concepts of
machine learning are introduced and the connection to deep learning is made. Next,
the basic ideas behind deep learning are explored together with the usual pipeline
used for training these models. Afterwards, the structure and the different parts of
neural network models are shown, together with some important architectures that
first introduced those new concepts. The last part introduces different datasets that
serve as benchmarks for assessing the performance of various neural network mod-
els, thus making them important to the deep learning community as well as to this
thesis.

1.1. From Machine Learning to Deep Learning

Deep learning has emerged as a subfield of machine learning. Thus, it is important to
first learn the concepts of classical machine learning algorithms and to understand the
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difference between those and deep learning algorithms. Machine learning emerged
as a means of automated methods for data analysis. These methods are able to detect
pattern in the data instead of relying on a rules based approach [158].

In this thesis, the main focus is on the supervised setting, which refers to the case
where the dataset is labeled. The dataset is given by the set D = {(«;,y;)}}_,. The
input samples x; are called features and the y; are the corresponding labels. There are
cases, like in the unsupervised setting or in reinforcement learning, where no labels
exist.

Machine learning can be formalized as a function approximation problem [[158]].
Assuming that there exists some function f that maps each @ to a specific label y =
f(x), the goal is to learn this function given the dataset ©. For example, in binary
classification each datapoint is assigned a distinct label, with y € {—1, 1}. For a linear
classifier this results in the following function

f(x;w,b) = sign(w” x4 b) (1.1)

where w are the trainable parameters of the linear classifier and b its trainable bias
parameter. The goal is to learn the parameters in such a way that the linear classifier
is able separate the two classes of the dataset. Figure[I.1]depicts the linear classifier
on two cases. The left hand side shows the case where the data is linearly separable,
while the right hand side shows a case where the data is not linearly separable.

Decision surface of linear SVM Decision surface of linear SVM

Xo Xo

(a) Depiction of a linear classifier on a linearly (b) Depiction of a linear classifier on a dataset

separable dataset. The dataset is generated which is not linearly separable. The dataset
using two multivariate Gaussian distributions is generated by randomly sampling different
with equal equal covariance matrix and differ- angles and restricting the radius for the differ-
ent mean vectors. ent classes.

Figure 1.1.: Depiction of a linear classifier on two different datasets. Plot (a) shows a lin-
early separable dataset, which is correctly classified, while plot (b) shows a
dataset which is not linearly separable. In this case the linear classifier is not
able to separate the two classes.

In order to still be able to classify the dataset on right hand side of Figure [I.1] a
non-linear map ¢(x) can be used, that transforms the feature vectors into a new (usu-
ally high-dimensional) space where they are now linearly separable. Kernel methods
[4] offer an efficient way for converting different linear algorithms into a non-linear
version.
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Figure 1.2.: Depiction of the effect of a non-linear transformation on a dataset. Plot (a)
depicts the original dataset in two dimensions, while plot (b) shows the same
dataset after a non-linear transformation. This is now linearly separable in the
new space, as can be seen by the red plane between the clusters of both classes.

Using a non-linear transformation ¢(z) turns Equation (1.1)) into

f(zx) = sign(w! ¢(x) +b) (1.2)

Figure depicts how the dataset in Figure [I.Za] which is not linearly separable,
can be transformed into a linearly separable set using a polynomial function. The
transformed dataset is shown in Figure[1.2b]

Sometimes it is not clear how to choose an appropriate non-linear map, which
makes it hard to achieve good performance with classical machine learning methods.
Deep neural networks are parametrized non-linear maps ¢,, (), that are able to learn
a suitable feature representation from the data. One difference between classical ma-
chine learning approaches and deep learning is that while machine learning relies on
hand-crafted features, deep learning is able to automatically learn those directly from
the data. This distinction allows deep neural networks to achieve better performance
on high-dimensional complex datasets, where manually constructing features is too
complex or tedious [101]]. Some of the benefits of classical machine learning algo-
rithms is that they are typically faster than deep learning models, which is especially
useful when dealing with large amounts of data. Similar to deep learning, they are
also able to work with data that is not linearly separable by using kernel methods. The
main drawback is the feature representation and for some datasets, e.g. images, it is
not clear how to choose a feature representation in order for those classical machine
learning models to work properly.
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1.2. Overview Deep Learning

A sketch of the general pipeline used in deep learning is shown in Figure (1.3

Training Set
Validation Set
Test Set

Optimization

Hyperparameter
Tuning

Validation

Data
Pre-Processing

Figure 1.3.: Illustration of the overall training pipeline used in deep learning. The dataset is
split into a training-, validation- and test-set. These samples are pre-processed
and used for optimization of a certain model. After optimization the final
trained model is assessed by evaluating it using the test-set.

For every deep learning problem the first step is to collect some data for which
one wants to learn the relationship between the input samples and the corresponding
labels. This dataset is then pre-processed in order to handle missing or corrupted
values and to transform the data in a way that increases the efficiency of training
the neural network [[161]. Afterwards, a suitable model is selected, together with
a cost function (also called loss function) which measures how close the network
predictions are to the true label. The model choice and the cost function are both
important for the problem, as a suitable choice can lead to better performance, more
stable training and better generalization to unseen data [5]].

Next, the neural network is trained on the dataset. The performance of the network
can be monitored by looking at its accuracy on the training and validation data. If
the performance of the neural network is satisfactory after training, it is evaluated
using a separate dataset of unseen data which is called the test set. Otherwise, the
hyperparameters of the optimization algorithm are tuned and the model is trained
again.

Data Pre-Processing In this step of the process, the dataset is first split into a
training set, a validation set and a test set. A careful choice has to be made on how
to split the dataset into these three parts, in order to have the maximum amount of
training data with enough samples in the validation and test set in order to accurately
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assess the network performance on unseen data. There exist methods that are able
to utilize the entire dataset during training, like k-fold cross-validation [82], though
their use is limited due to the size of the datasets and the longer training time of deep
neural networks compared to their faster machine learning counterparts. There exist
a multitude of pre-processing techniques that are used on the data. Broadly speaking,
pre-processing is utilized in order to clean, normalize or transform and augment the
data.

The original dataset can have missing values or some parts of the data can be
corrupted. There exist many different techniques for filling missing values, such as
replacing them with a constant value [80] or by using the mean of some parts of
the data [[147]. Normalization refers to transformations of the features that change
their numerical values. This is done in order to make sure that the range of the
features does not vary significantly. There are different ways of transforming the
data, such as Min-max or Z-score normalization [80]. Depending on the task at
hand, sometimes other transformations are used in order to append the dataset with
additional samples. This is also referred to as data augmentation. When dealing
with images, it is common to apply random rotations and crops to an image or to flip
the image on some axis. This creates new data samples and also trains the network
to be invariant to the rotation, position and orientation of the objects in the images
[36]. Another type of data pre-processing introduces corruptions to existing samples.
These corruptions typically refer to different types and levels of noise that are added
to the samples. This ensures that the network learns robust features of the input
images and does not overfit on high frequency noise present in the samples. This
area of research is also commonly know as adversarial training [25]. The right pre-
processing and data augmentation steps can increase the accuracy of the deep learning
model [129].

Model Selection Selecting or crafting a suitable model is a crucial step in order
to achieve good performance. Different problems require different neural network
architectures and selecting the right layers can greatly improve the generalization ac-
curacy. By increasing the number of parameters and thus making the model bigger,
the accuracy can sometimes be improved as well [86} (106, (164, [165]]. This has in-
flated the model size over the past years and many require distributed training [51]]
over multiple GPUs in order to be able to fit the model onto the hardware.

Neural Network Training An illustration of neural network training or optimiza-
tion is shown in Figure [I.4] In this step, the different samples of the training set are
fed into the model, which returns an output distribution. The output of the network
is evaluated using the loss function. In the next step the gradient of the loss with
respect to the parameters of the model is computed. This is done in order to update
the parameters of the network in a meaningful way. The gradient is computed effi-
ciently using backpropagation [123]]. This refers to the fact that the gradient at each
parameter can be efficiently computed by using the chain-rule. There exist a multi-
tude of different optimizers, where most use gradient information in order to train the
network efficiently.

Instead of pushing the entire dataset through the network in order to compute one
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Figure 1.4.: Illustration of one epoch of neural network training. The samples of each batch
are fed into the model v and its outputs are passed to the loss function. The
gradient of the loss function with respect to the parameters of the model is com-
puted and fed into an optimizer op that updates the parameters of the model.
After all M batches are passed through the model, the model has been trained
for one epoch.

gradient, it is common to split the dataset into smaller batches of data. These batches
are fed into the neural network and only their batch-gradient is used for updating
the parameters of the model. The benefits of this approach are twofold. Firstly, the
use of mini-batches increases the test set accuracy [205]]. This has been empirically
observed and is attributed to the stochasticity of the gradient information, which re-
sults in the optimizer not getting stuck in sharp minima [[109] or saddle points [66].
Complementary to that observation, [206] show that the there exists a noise scale for
stochastic optimizers, where the size of the mini-batches introduces different amounts
of noise into the gradient. Similarly, this noise scale can also be tuned with the mag-
nitude of the learning rate. The authors show that instead of reducing the learning
rate, an increase in the mini-batch size can have similar effects. Secondly, the use
of mini-batches requires significantly less computation per iteration and reduces the
training time of deep neural networks on large datasets significantly [28]]. Instead of
computing the gradients of all the samples in the entire dataset before updating the
parameters of the network, mini-batches only compute gradients of a few samples
at once. The gradient information of a mini-batch will on average point in the same
direction as the one computed using the entire dataset.

Each update using a single mini-batch is called an iteration during training. Once
the whole training set has been passed through the network, it has been trained for
one epoch. Usually neural networks are trained for several hundred epochs, which
means that the entire training set has been fed through the network several hundred
times.
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Evaluation In order to be able to assess the performance of the neural network, one
has to measure how close the predictions of the network are to the observed data.
Given a training and a validation dataset, there is no guarantee that a low error on
the training dataset will also result in a low error on the validation dataset. Addi-
tionally, in classical machine learning methods one has to be cautious of the number
of parameters of the model compared to the number of samples in the training set.
While the error of the training dataset gets progressively lower with a higher number
of parameters, the validation error exhibits a U-curve shape. When the training set
error is low and the validation set error is high, the model overfits. The U-shape of
the validation set error is a result of the trade-off between bias and variance of the
model [100]. Variance refers to the amount by which the method would differ when it
is trained using a different set of training samples. Ideally, the method would always
find a very similar model and thus exhibit almost no variance at all. More complex
models with many parameters typically have higher variance. Bias on the other hand
is a result of trying to fit a simple model to a complicated dataset. This can occur
for example when trying to fit a linear model to a dataset where the features and the
labels have a non-linear relationship (see Figure[I.1b|for an example). No matter how
many training samples, the simple model will never be able to accurately fit the data.
This error is due to bias. Thus, variance and bias typically are seen as competing
properties of machine learning methods [100].

Contrary to classical machine learning methods, deep learning models are almost
always overparametrized [209| 250], that is the number of parameters in the network
exceed the number of samples in the dataset. These neural networks are able to partly
overcome the overfitting issue by early stopping [[19]], and so the network is able to
fit to the data while reaching good accuracy on unseen datapoints [20].

The test set usually contains less samples than the training set and is used in order
to prevent implicit overfitting on the validation set [100|]. This can happen whenever
different settings are tweaked during the training and validation of the model with the
goal of increasing the validation set accuracy. In order to prevent this from misrepre-
senting the true accuracy of the model on unseen data, after several different training
runs and after hyperparameter tuning on a certain model, the accuracy of the final
trained model is assessed on the test set.

1.3. Deep Learning Models

Choosing an appropriate deep learning model is crucial for achieving a good perfor-
mance. The right choice of layers can for example have an effect on the smoothness
of the loss landscape and thus make training faster [131, [194} [241]]. This section
will take a closer look at some neural network architectures and discuss some of the
main ideas behind them. Unless stated otherwise, this thesis will make the distinction
between layers, which represent operations with trainable parameters and activation
functions, which do not contain any trainable parameters themselves. When building
an architecture, one has to carefully choose between different layers and activation
functions, as well as how to connect these layers with each other.
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The basic structure of most models is as follows:

h' =7, () (1.3)
zl+l :Xl(hl) (1.4)

where z! represents the input to layer / (note that 20 =  with x the input sample)
and h/ represents the output of layer /. The non-linear activation function at layer / is
represented by x. Also, ﬁf,] (2') represents the parametrized layer function at layer
. These parametrized functions are typically linear in their inputs. Thus, the con-
struction of neural networks usually follows a nested structure of linear, parametrized
layers followed by non-linear activation functions.

Layers The purpose of neural network layers is to learn some abstract features
from the inputs. Because most layers are linear in their inputs, their outputs are
passed through non-linear functions which enables them to learn more complex rep-
resentations. The most common types of layers found in neural networks are fully-
connected, convolutional and batch-norm layers.

Fully-connected layers take the n-dimensional input and transform it into a k-
dimensional output through multiplication with a parameter matrix:

h=Wz (1.5)

where z € R" is the input vector to this layer, W € RF*" is the parameter matrix of the
fully-connected layer and h € R is the output vector. A sketch of a fully-connected
layer is shown in Figure[1.5]

hy Wil Wiz o Wi 21
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Figure 1.5.: Illustration of a fully-connected layer. The left-hand side is a depiction of the
fully-connected layer, which can be described through matrix multiplication as
shown on the right-hand side.

In this layer each output is connected to each input and each of those connections is
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r\ Input Image z

<«——— Convolutional Filter K, p,

<«—— OQutputh

Figure 1.6.: Illustration of a convolution for an input image h with one channel and output
z with one channel as well. The convolutional filter K, , is depicted in red
and has one input channel dimension and one output channel dimension. The
blue colored areas in the input and output depict how the convolutional filter is
applied to different parts of the input image in order to produce the output.

scaled by a parameter. Thus the total number of parameters in this layer is n X k. This
property makes fully connected layers very expensive. For datasets where the feature
vectors are very large, like in images for example, using neural networks with only
fully connected layers can lead to extremely large networks. Another problem with
fully connected layers is that they require the input to always have the same fixed size.
This can pose a problem for datasets where the samples vary in size. One solution to
these problems, especially for image samples, is to use convolutions instead.

Convolutional layers are able to handle any input size, contrary to fully-connected
layers. They are defined by a kernel-size and the number of input and output chan-
nels. There are also parameters like stride and padding, but for the sake of clarity
these will be not covered in the description of convolution layers. The 2-dimensional
convolution with a kernel of size n x m with P input channels and Q output channels
for an input image z of size s x t with P channels is given by

n—1m—1P—1

hijg= Y, Y, Y ZitajiopKabpg (1.6)
a=0 b=0 p=0
where h € RU—HDx(=mt)xQ i the output, z € R js the input and
K € R™*nXPxQ are the trainable parameters of the convolution. An illustration of a
convolution is depicted in Figure
Convolutional layers have allowed neural networks to increase in size compared
to neural networks that consist solely of fully-connected layers. The dimensions of
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the input samples also do not matter, except for the input channel dimension. Related
to this is the fact that the number of parameters of the kernel in convolutions can be
much smaller than the input image. This is also referred to as sparse interactions [76].
Since each parameter of the kernel processes different parts of the input image, this
weight-sharing greatly increases the efficiency of convolutions compared to fully-
connected layers [[76},252]]. Also, weight-sharing causes the convolutional layer to be
equivariant to translations of the input. This means that any change in translation of
the input will result in an equal translation of the output [53][111]].

During training, different filters learn abstract features of the input image. The
resulting outputs are passed to the next layer which repeats this process. This way
neural networks are able to learn high-level features from the inputs. One important
concept in convolutions in that of their receptive field. The receptive field size of
a unit is the area of the input image that affects its value [208]]. Fully-connected
layers cover the entire input image, since each input is connected to each output.
The resulting receptive field from convolutions on the other hand only covers part
of the input image. One can increase the receptive field size by stacking multiple
convolutional layers, thus making the network deeper. Another way is to downsample
the image by using pooling operations [149].

Batch-norm layers were first introduced in [98]] and the main idea behind this
layer is to normalize the input signal. Empirical evidence suggests that neural net-
works that employ batch-norm layers have faster and more stable training [194]. Its
effectiveness has been associated to the reduction of the difference between input dis-
tributions of different layers. Recently, [[194] have disputed this idea and have shown
that the reason batch-norm layers are so effective is that they make the optimization
surface of the neural network smoother. Thus, they allow for a larger learning-rate
while maintaining the same performance, which results in faster training times [[194].

The batch-norm layer has trainable parameters that learn to transform the input in a
way, such that the mean and variance of the distribution are zero and one respectively.
For the i-th entry of an input feature vector the batch-norm is defined as:

N 20 — 0 ;

h()_y()T—FB() (1.7)
where v € R” and 3 € R” are the trainable parameters of the layer, u € R" repre-
sents the mean of the incoming batch and ¢ € R" represents the standard deviation
of the samples inside the batch. The trainable parameters « and 3 make sure that the
representation power of the neural network is not lost because of the resulting normal-
ization of the input signal at each batch-norm layer [98]]. The effect of normalizing
the input features of a batch of samples is shown in Figure|l.7

Activation Functions Most neural network layers are linear functions with respect
to their inputs. Activation functions introduce nonlinearities into the neural network,
which allows these networks to learn complex patterns in the dataset [200]].

One of the most common activation functions used in deep neural networks is the
rectified linear unit (ReLU) [160]]. There are many advantages to ReLLU activation
functions, as listed in [247]. Using ReLU activation functions allows for successful
training of deep neural networks, which was difficult to achieve with other activa-
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Distribution of Feature Values Distribution of Feature Values after Normalization

Normalizatios
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Figure 1.7.: Depiction of the effects of the normalization step of the batch-normalization.
In this example a batch consists of 4 samples. The distribution of their feature
values that are passed into the batch-norm layer are shown on the left. The
black lines indicate the x- and y-axis for each sample. The mean and standard
deviation of the batch is u = 0.56 and ¢ = 1.78, respectively. One can see
that after batch normalization the distributions are closer to that of a normal
distribution with zero mean and unit variance. Note that in the batch-norm
layer there are parameters that scale and shift the distributions again after this
step and these are learned by the network during training.

tion functions. Also, the use of ReLLUs results in faster convergence of deep neural
networks and it is faster to compute as well. Another advantage to this activation
function is that it generalizes better to unseen data. The authors of [[121]] show that
neural networks using only ReL.U activations and the hinge loss decompose the op-
timization surface into different cells and as a result only have two types of local
minima. Either the local minimum is flat, meaning the cell has a constant loss value
or it is sharp, which means the minimum is non-differentiable.

Another common activation function is the sigmoid function [81]]. This function
takes the input and squishes it down into the interval between zero and one. The
sigmoid function is commonly used after the last layer of the network, in order to
turn the output of the neural network model into probabilities. The softmax function
[27]] is similar to the sigmoid function, but is instead used for multi-class predictions,
whenever the output of the network is supposed to represent a probability distribution
for the different classes present in the dataset. Three different activation functions are
depicted in Figure|1.8|on the interval x € [—5,5].

LeNet-5 The LeNet-5 architecture [[122] is a seven-layer convolution network de-
signed for handwritten digits recognition. The image samples have a size of 28 x 28.
The network is built in a way, such that the centers of the receptive field of the final
convolutional layer form a 20 x 20 square area. As stated by the authors, the largest
character in the dataset covers an area of 20 x 20 in the center of the image, thus this
makes sure that the network is able to cover the corners of the digit. The inputs are
passed through two blocks that consist of a convolution followed by a pooling layer.
After each convolution and fully-connected layer there is a tanh activation function.
After a third convolution layer the output is a one-dimensional vector of 120 units.

12
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(a) Plot of the sigmoid func- (b) Plot of the tanh function. (c) Plot of the ReLU function.
tion.

Figure 1.8.: Visualization of three activation functions on the interval x € [—5,5]. Plot (a)
depicts the sigmoid function, plot (b) the tanh function and plot (c) the ReLU
function.

This is passed through two fully-connected layers which shrink the output down to
10 dimensions. Finally, this output is passed through a softmax activation function,
which returns a distribution over the 10 class labels. An illustration of the LeNet-5
architecture is shown in Figure

AlexNet With the introduction of larger datasets with more classes and high-
resolution images (e.g. ImageNet), neural network architectures like LeNet-5 are
not suitable anymore. The AlexNet architecture [115] was designed to perform
well for these types of datasets and outperformed the competition on ImageNet at
that time. Some key modifications made to AlexNet are the introduction of ReLU
activation functions. These are used after each convolutional and fully-connected
layer. The only exception is the very last fully-connected layer, which passes its
outputs through a softmax activation function in order to obtain a distribution over
the class labels. This network also used dropout [213] in order to prevent it from
overfitting. Dropout refers to the technique, where each parameter has a certain
probability of being set to zero during the forward propagation. This essentially
samples a different architecture each time and thus forces the network to learn more
robust features. AlexNet was also one of the earliest deep learning models to use
GPUs for its computations and it also employed model-parallelism by placing parts
of its model onto different GPUs during training.

ResNet Many deep learning models suffer from the vanishing gradient problem
[91]]. This issue arises commonly in deep neural networks, and is due to many stacked
layers that each contain an activation function. The ResNet architecture [[83] is built
by stacking the same cell structure and using skip-connections in order to skip over
a certain cell. These connections help combat the vanishing gradient problem and it
has been shown that they can make the optimization surface smoother [131]], which
makes it easier to train the network. An illustration of skip-connections is depicted
in Figure[I.10]

There are many other model and layer types which have not been covered by this
section, such as generative adversarial networks [72]], autoencoders [16} |191]], recur-
rent neural networks [[104} [191]], transformers [226] and diffusion models [207,[210].
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LeNet-5 Architecture
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Figure 1.9.: Illustration of the LeNet-5 architecture. The input images have dimension
28 x 28 and are padded in order to reach a size of 32 x 32. The first convo-
lution layer has a kernel of size 5 x 5 with one input channel and six output
channels. Each convolutional and fully-connected layer passes their output
through a non-linear activation function. The second layer described in [122]
is a subsampling layer that is very similar to the average-pooling layer [I123].
This pattern repeats until the fifth layer where the outputs are fed into a fully-
connected layer. The very last layer passes the outputs through a softmax func-
tion.
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skip connection

——| Layer!/ Layer/+1 ---—>| Layer/+k

Figure 1.10.: Depiction of skip connections used in the ResNet architecture. In this figure
the output of layer | is passed into two different layers, namely layer [ + 1
and layer [ + k+ 1. Before passing into layer [ + k+ 1, the output of layer [
is added to the output of layer | + k. Note that both, the output of layer [, as
well as the output of layer | + k have to have the same size in order to add
both together. Some works [95, |218, |219] have concatenated the outputs of
these two layers instead of adding them. This can help with the information
of lower layers flowing through the network [95]]

1.4. Datasets

The use of standardized datasets in the field of deep learning serves as a benchmark
for different tasks. They are important for comparing different approaches to each
other. Throughout this thesis, there will be references to different datasets, so this
sections serves as a short overview of those.

MNIST The Modified National Institute of Standards and Technology (MNIST)
dataset [[124]] was introduced in 1998 and is used for handwritten digit recognition. It
is derived from the larger NIST Special Database [78]], contains 10 different classes
(the numbers 0 to 9) and the dataset consists of 50000 samples where each sample
is greyscale and has dimension of 28 x 28. A selection of some samples is shown in
Figure[I.T1|(a).

The Extended MNIST (EMNIST) dataset [45]] is an extension of the MNIST dataset
that includes handwritten characters. Similar to MNIST, the images are greyscale and
have dimension 28 x 28. In its balanced form it contains 47 classes (10 digits and 37
letters), with 112800 samples in the training dataset and 18800 samples in the test
dataset. Five randomly chosen samples of the balanced dataset can be seen in Figure
[L.IT](b).

The Kuzushiji-MNIST (KMNIST) dataset [44] aims to be a benchmark that is more
applicable to real world problems. It depicts cursive Japanese (Kuzushiji) and the full
dataset contains 3999 character types and 403242 characters. The Kuzushiji-MNIST
is a subset that contains 10 different classes with 60000 samples in the training dataset
and 10000 in the test dataset. There are bigger Kuzushiji datasets (Kuzushiji-49 and
Kuzushiji-Kanji), though they are unbalanced and not of interest in this thesis. A set
of randomly chosen samples of the dataset are depicted in Figure (c).

CIFAR The CIFAR-10 and CIFAR-100 datasets [114] consist of 60000 images of
different objects and animals, which are of size 32 x 32 with three color channels. The
CIFAR-10 dataset has 10 different classes while the CIFAR-100 has 100 different
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classes. Both datasets are split into 50000 samples in the training set and 10000
samples in the test set. The CIFAR-100 dataset is more challenging and consists of
600 images per class. These 100 classes can also be classified into 10 superclasses.
A selection of five random samples of the CIFAR-10 dataset is shown in Figure[I.1T]

(d).

ImageNet The ImageNet dataset [52] consists of around 15 million samples which
are classified into roughly 22000 different classes. All images have been collected
from the web and classified by humans. The ImageNet Large-Scale Visual Recog-
nition Challenge (ILSVRC) dataset was introduced in 2010 and serves as a more
challenging dataset to CIFAR-10 and CIFAR-100. This dataset is a subset of Ima-
geNet and consists of around 1.2 million training samples, 50000 validation images
and 150000 testing images ﬂ The images are grouped into 1000 different classes.
The samples of the dataset have three color channels and vary in their resolution,
thus they are commonly down-sampled and cropped, in order for all of them to reach
the same dimension of 256 x 256. Because of its difficulty, it is common to report
the top-1 as well as the top-5 accuracy on this dataset. The top-5 accuracy counts the
classification of the network as valid if it correctly classifies the sample in its top-5
picks. Five samples of this dataset are depicted in Figure[T.11](e).

Due to the resolution of the images and the size of the dataset, training on ImageNet
is prohibitive. On the flip side, the performance of neural networks has increased to
a point where classification on the CIFAR datasets is not as challenging anymore.
In order to find a solution to these problems, [41]] introduced downsampled variants
of the ImageNet dataset, where the images have for example been downsampled to
16 x 16 to form ImageNet16x16. Using downsampling, the authors construct the
datasets ImageNet16x16, ImageNet32x32 and ImageNet64x64.

In order to shrink the dataset size down and also reduce the number of classes, [|57]]
introduced the ImageNet-16-120 dataset, which takes the ImageNet16x16 dataset
and only uses samples from the first 120 classes. This reduces the dataset down to
151.7 x 10° samples in the training dataset, 3000 samples in the validation dataset
and 3000 samples in the test dataset.

Note that in many works this ILSVRC dataset is often times just referred to as ImageNet.
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(d) CIFAR-10

(e) ImageNet |

Figure 1.11.: Visualization of samples from five different datasets. (a) shows five samples
of the MINIST dataset. (b) shows five samples of the EMNIST dataset while
(c) depicts five samples of the KMNIST dataset. (d) depicts five samples of
the CIFAR-10 dataset and (e) shows five samples of the ImageNet dataset.
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Chapter

Methods

This chapter will introduce some key concepts and mathematical formulations in
deep learning that will also become important in later chapters. First, a general
overview over different optimization methods for deterministic gradients will be
given, with special emphasis on first- and second-order optimization. This will be ex-
panded to also cover stochastic gradient settings, which are crucial in deep learning.
Next, regularization is introduced, where the ;- and /, ;-regularization will become
especially important for dealing with large neural networks in later chapters. The last
part of this chapter will first introduce the Hessian as well as the R-operator, which
will later be used in combination with the Lanczos algorithm for efficient eigen-
value computation. The Lanczos and stochastic Lanczos quadrature algorithms are
introduced as an efficient method for eigenvalue computation of very large matrices.
All of those concepts and methods will come up again in the next chapter, which
will use eigenvalue computations for investigating the loss landscapes and trajecto-
ries of neural networks and their optimizers. Since very large neural networks have
too many dimensions to compute eigenvalues in reasonable time, even with these ef-
ficient Lanczos methods, this chapter will also introduce parallel versions of these
methods in order to speed up computation.

2.1. Optimization Methods in Deep Learning

The general goal in neural network training boils down to non-linear optimization,
which aims to find solutions to problems of the form:

find w*
such that w* € W and w* = inf ey L(w)

where the set W C R” in constrained optimization or W = R” in the unconstrained
case [24]]. The cost or error function L(w) is a scalar function and is a measure of
how high the error is for choosing the point w. In this thesis, the cost function without
regularization terms will be denoted by f(w). In the presence of regularization terms
the combination of f(w) with regularization will be denoted by L(w).
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The non-convex nature of the optimization problem makes it NP-hard to find the
global minimum of the optimization surface [90]. Thus, the goal is typically not to
try and find the global minimum, but a suitable local minimum instead. A sketch
of some different types of minima that can be found in non-convex optimization is

shown in Figure

0.0 Local and Global Minima of £(w)
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Figure 2.1.: Illustrative example of a loss function with a global minimum atw = 2, a strict
local minimum atw = 0 and a local minimum atw € [—2.5,2].

In deep learning, the error function is typically a composition of a convex objective
function g(x) and a non-convex neural network t(w), which turns the optimization
problem for the objective function f(w) = (go1)(w) non-convex.

This thesis will focus on iterative optimization methods, such as gradient descent.
Other methods for optimization not covered in the following section include deriva-
tive free optimization [47, [112]] and non-iterative optimization methods [196] 229].
Most gradient methods rely on the idea of iterative descent, which starts at some
initial guess w(®) and iteratively decreases the function f(w) at every iteration [24]:

F D) < fw®). 2.1)
At every iteration k a new direction d*) € R” is chosen and the point at the next
iteration is given by

w D = ®) 4 g, dW (2.2)

with the stepsize or learning rate €, which scales the update direction in order to
prevent the algorithm from overshooting the minimum.
Using Taylor’s theorem, the cost function f(w) is approximated to first order

f(w(k+l)) _ f(,w(k)) + ngf('w(k))Td(k) +o(&). (2.3)

It can be seen from Equation |i that 1' is satisfied whenever the direction d®
forms an angle greater than 90° with the gradient, such that
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Vf(w)'d<0. (2.4)

Equation (2.3) also shows that &, V f(w®))”d®) dominates the o(g;) term for small
€. Many descent methods have the following general form [24]

w ) = w® — g, DV f(wh) (2.5)

with the preconditioning matrix Dy € RV*V and the stepsize &, € R*. In order for
the descent direction to satisty Equation (2.4), it must hold that

YV (w DV f(w®) >0 (2.6)

which is satisfied whenever the matrix Dy is positive definite.

Convergence Properties In this paragraph the rate of convergence of gradient
methods is shown using local analysis, that is in a neighborhood of a local solution.
In this neighborhood the loss function can be accurately described by a quadratic
function [24]. This fact can be shown by using a Taylor approximation around an
optimal solution w™*:

1
flw) = f(w") + 5 (w—w") V2 f(w) (w—w) +o(|w—w[) @7
Because local analysis assumes that w is close to an optimal solution w*, the
o(||w — w*||*) term will be much smaller than the other terms. Thus, near the optimal
solution the cost function can be reasonably approximated by a quadratic function.
For a quadratic function defined as

1

f(w) = Jw' Quw (2.8)

where the positive definite matrix Q € RV*N(Q = V2 f(w*)) has a biggest eigenvalue
M and a smallest eigenvalue m, the convergence rate for steepest descent (D = [ in
Equation (2.3)) is given as [24]]

k+1)_w*H M—m
[l =] = M

ot

2.9

Also, when the stepsize is chosen according to a line minimization rule, it can be
shown that the cost function decreases as [24]]

Fw® D)y M —m\?
F(w®) §<M+m> |

These results show that the condition number, defined by the ratio M /m, is important
for the convergence of steepest descent methods. A high condition number results
in ill-conditioned problems with slow convergence. Ideally, the condition number is
equal to 1.

(2.10)
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In the case of the general form in Equation (2.5), the matrix Dy transforms the
parameters and thus each iteration can be seen as the regular steepest descent algo-

rithm applied to a different coordinate system. By assigning w®) = D,lc/ *u®), and

f (D,lc/ 2u) = h(u), the problem of minimizing h(u) becomes:

w®) = 4 _ g wh(ub). (2.11)

This is just the steepest descent method that was introduced in Equation (2.5) with
Dy = I. When multiplied from the left by D,i/ 2, Equation (2.11) becomes

w*t) = w® — gD} > Wh(u®). (2.12)

Here, the relation w*) = D,i/ *u® was used. Using the fact that Vh(y®) =

D,lc/ZVf(w(k)), this turns Equation back to Equation (2.5]).

In order to find the rate of convergence of the general descent method from Equa-
tion for a quadratic function using local analysis, instead of looking at the
biggest and smallest eigenvalue of the matrix Q, now the biggest and smallest eigen-
values of the matrix (Dk)%Q(Dk)% are relevant for convergence. This shows that
choosing Dy, close to the inverse of Q will result in a condition number that is close to
one and thus result in very fast convergence. Similar results can be shown for the case
where the neighborhood of the cost function can not be approximated by a quadratic
function [24]. Even though local analysis does not say anything about how a method
behaves far away from a local solution, in practice the descent method will quickly
make progress in the early iterations and then slow down near the solution [24]].

Cost Functions The cost function is a measure of the cost that the network incurs
for an incorrect decision. For example, in classification tasks the goal of the network
is to classify objects into one of many different categories. In this case the ideal cost
function is the 0-1 cost function J, which is given by

1.g) = {0 p

1 ifi#j
for prediction i and label j. This cost function is non-convex and discontinuous, and
in order to find an optimal solution in the binary case one has to find parameters
w which minimize I(y;f(w,z;) < 0) for each sample x;, where I represents the
indicator function. Finding the solution is thus exponential in the number of inputs
and therefore intractable to optimize, as there is no way of figuring out how to change

the parameters in order to minimize the cost function.

Therefore, in cases where the 0-1 cost function would be ideal, it is approximated
with more suitable functions, for example the hinge, logistic or exponential cost func-
tion. Figure[2.2] summarizes common cost functions as well as the 0-1 cost function.
The plot on the right hand side shows the gradient of each method. While the gradi-
ents of other cost functions give a sense of direction for updating the parameters, the
gradient of the 0-1 cost function is flat and thus contains no information. Commonly
used cost functions in classification include the mean squared error loss as well as the
cross-entropy loss.
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(a) Plot of different loss functions. Most loss (b) The gradients show how misclassified samples

functions try to approximate the 0-1 loss while push the input toward the correct classifica-

providing a gradient in the direction of correct tion. It also shows that the gradient of the 0-1

classification. loss is zero everywhere and undefined at the
point x = 0.

Figure 2.2.: Visualization of the 0-1 loss along with the squared loss, the logistic loss, the
exponential loss and the hinge loss. Plot (a) shows the respective loss functions
plotted on the interval x € [—2,2], while plot (b) shows the gradient of each
loss function.

2.1.1. First-Order Optimization

First-order optimization refers to the fact that the only information used for updating
the model are first-order derivatives with respect to the parameters of the model.

One of the simplest first-order methods is steepest descent, where the matrix Dy
of Equation (2.3)) is set to the identity matrix Dy = I, which results in the following
iterative method:

w) = w® g, v f(w®) (2.13)

This is one of the simplest methods, but in theory also one of the slowest to converge.
One issue that steepest descent is facing is loss landscapes that are flat in one direction
and steep in the other. In this case the steepest descent method will zig-zag slowly
toward the minimum [24].

Momentum In order to speed up the convergence of first-order methods, there exist
methods that employ a momentum term, sometimes also referred to as ’heavy-ball”
methods. The momentum method [179]] accumulates gradients across iterations into
a velocity vector v. For steepest descent this results in the following update method:

o) = po® — gV f(w®) (2.14)
w1 = ) 4kt (2.15)
where py € [0, 1] is the momentum parameter. A value of p = 0 recovers the steepest

descent method, while higher values of p; influence how strongly past gradient values
influence the direction of the current iteration. [[179] shows that using momentum can
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accelerate convergence to a local minimum in the case of deterministic gradients.
Another type of momentum method is Nesterov’s accelerated gradient method
[162], which updates the parameter vector iteratively as:

kD) — Pk’U(k) _ Eka(’w(k) _|_,U(k)) (2.16)
wkHD) = k) 4 4K+ D) (2.17)

The authors of [217] argue that Nesterov’s accelerated gradient method is more stable
than the classical momentum method in many situations, because Nesterov’s accel-
erated gradient method allows the velocity vector v to change more quickly during
training.

While local analysis shows faster convergence rates for momentum methods com-
pared to pure steepest descent methods, these are only achieved in the setting with
deterministic gradients. Moving to a setting where stochastic gradients are used,
[[169,[232] show that the benefits from using momentum vanish when close to a local
minimum. Nevertheless, [217]] detail how these methods can still result in faster con-
vergence when farther away from any local minimum. This transient phase seems to
be much more important in deep neural network optimization [50].

Deep Learning Optimizers Up until now the theory covered in this thesis consid-
ered deterministic gradients, where the entire dataset is used when computing the
gradient of the objective function. Optimization of deep neural networks usually in-
volves stochastic gradients, which are computed using mini-batches instead of the
entire dataset during one iteration. By going from deterministic to stochastic gradi-
ents, many of the convergence properties for the different methods change as well.

Most of the optimizers commonly used in deep learning are first-order methods.
The simplest is Stochastic Gradient Descent (SGD) [[186] and SGD with momentum.
This optimizer is essentially the same as steepest descent, which has been described
in this section and the stochastic part in its name refers to the fact that the network is
optimized while considering only a subset of the samples of the total dataset in each
iteration. This can be viewed as steepest descent where the gradient is offset by an
additional error term [24].

Many optimizers that have become popular in recent years have been first-order
methods that are curvature adaptive. This refers to the fact that they take into account
knowledge of the geometry of previous iterations for their current update step. The
momentum methods that were introduced previously are one example of such cur-
vature adaptive algorithms. Other examples include Adagrad [58]], AdaDelta [246],
RMSprop [223]] and Adam [110]. All of these methods belong to adaptive gradient
based momentum algorithms, which are first-order gradient methods that can adapt
their implicit learning rates and can also include some form of momentum. The con-
vergence rate of these first-order gradient methods for non-convex objective functions
was only recently shown to be O(log T /v/T) [38].

The main idea in Adagrad for example is to question whether all features in the
data should have the same learning rate. Infrequent features in the data are often
much more informative, while many commonly occurring ones are almost irrelevant
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[58[]. In order to achieve this adaptive learning rate, the authors find that they have
to precondition the gradient with a matrix that accumulates the outer product of past
gradients:

Gi = (ig@ (g<‘>)T> (2.18)

Optimizing the parameters then results in

wht) = w®) — g6 2gW0). (2.19)

One issue that Adagrad faces is that the implicit learning rate is rapidly decaying.
In order to solve this issue, other adaptive optimizers like RMSprop or Adam use
exponential moving averages (EMA) in order to achieve an adaptive learning rate,
where the matrix Gy is now given as

~ k T
Ge=(1-P) (Z B9 () > . (2.20)
T=1

These EMA algorithms do not suffer from rapidly decaying learning rates, and for
suitable values of the hyperparameter B the matrix Gy ~ E[g®) (g(k))T] = Gy [214].

In practice, computing the outer product of the gradients is infeasible due to the
size of the resulting matrix, which scales quadratically with the number of trainable
parameters in the neural network. Therefore, all those methods approximate Gy by
only computing its diagonal entries diag(Gy ). For Adagrad, this results in the follow-
ing updates:

WD) — g0 _ . g 2.21)
Z{;ZI g(’c) ® g(T)

where g © g denotes the Hadamard product between two vectors.

Note that in the Adam paper, the authors claim that their optimizer approximates
the Fisher matrix by only taking the diagonal elements of the matrix Gy into account,
in order to precondition the gradient of the cost function [110]. The Fisher matrix is
primarily used in natural gradient methods [|6], that try to optimize the parameters of
the network while also restricting the output distribution of the model from changing
too drastically between iterations.

The authors of [214] argue that this reasoning in the Adam paper is wrong. Firstly,
the empirical Fisher information matrix mentioned in the Adam paper differs from the
true Fisher information matrix and the connection to Gy is only approximately true
near an optimum. Secondly, natural gradient descent methods use the inverse of the
Fisher information matrix, while Adam uses the inverse of the square-root of matrix
Gy. This issue is not exclusive to Adam and many of these adaptive gradient based
algorithms have to use the inverse of the square-root of the matrix Gy, because the
inverse itself has been reported to result in unstable algorithms [[190]]. Furthermore,
there exist many misconceptions in literature regarding the Fisher matrix. It is often
argued that the empirical Fisher information matrix can be viewed as a generalized
Gauss-Newton matrix, which approximates the Hessian near an optimum. Another
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argument is that the empirical Fisher information matrix converges to the true Fisher
information matrix near an optimum. Both those arguments only hold in very special
circumstances that are rarely satisfied in practice [118]].

The authors of [17] give some insight into why these curvature adaptive first-order
methods are so successful in practice. In their paper, they are able to show that one
property of adaptive gradient based algorithms is that they equalize the noise present
in the stochastic gradients in each direction. This is helpful in nonconvex problems,
because at stationary points this gradient noise is approximately isotropic, which
helps the network escape saddle points with high probability [214].

2.1.2. Second-Order Optimization

Second-order optimization expands the Taylor approximation of the objective func-
tion f(w) up to second-order [24]

fw) =f(w®) + (w-wh) "V f(wh)+

1 2 (2.22)
S (w=w®) V2 (w®) (w - wl) +0(Hw — H ).
Minimizing this expression results in the following iterative update scheme
1
k1) ) g = (k)
w w € sz(w(k))Vf('w ) (2.23)

This is also called Newton’s method. Using Dy = (V2 f(w®)))~!, Newton’s method
can be rewritten in the general form introduced in Equation (2.5)). It does not suf-
fer from elongated minima the way that steepest descent does for example. This
is because in Newton’s method the gradient is scaled optimally (the eigenvalues of
(Dk)%Q(Dk)% are M ~ 1 and m ~ 1 for Dy = (V2f(w®))~1 [24].

The second-order derivative of the loss function measures the curvature at a spe-
cific point. If the second-order derivative is zero, there is no curvature present and
the first-order derivative is sufficient in order to move optimally along the descent
direction. If the curvature is positive or negative, the first-order descent will result in
a lower or higher loss than expected.

An example that illustrates Newton’s method is shown in Figure 2.3] Here, both
steepest descent and Newton’s method are initialized at the same point. The objective
function is non-convex and has a global as well as a local minimum. The upper left
plot depicts steepest descent. This method is able to converge into the narrow valley
that contains the global minimum. Inside this valley the steepest descent method
starts to oscillate, which slows down its convergence toward the minimum. Newton’s
method on the other hand converges into the local minimum, where it is able to
converge to the minimum after 4 iterations. The contour lines in the plots
depict the optimization of the local approximation problem that is solved by Newton’s
method at each iteration.

Convergence It can be shown through local analysis close to a minimum, where
the Hessian is positive definite, that Newton’s method converges superlinearly [119].
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Steepest Descent on McCormick's Function

w2

(a) Steepest descent on McCormick’s func-
tion with learning rate € = 0.4. Note
how steepest descent slows down inside
the narrow valley.

Newton's Method on McCormick's Function

w2

(¢) Newton’s method on McCormick’s
function in the first iteration.

Newton's Method on McCormick's Function

w2

(e) Newton’s method on McCormick’s
function in the third iteration.

Newton's Method on McCormick's Function

(b) Newton’s method on McCormick’s
function.

Newton's Method on McCormick's Function

(d) Newton’s method on McCormick’s
function in the second iteration.

Newton's Method on McCormick's Function

(f) Newton’s method on McCormick’s func-
tion in the fourth iteration.

Figure 2.3.: Steepest descent (plot (a)) and Newton’s method (plots (b)-(f)) on Mc-
Cormick’s function , which is defined by f(wi,w) = sinw) + wy + (W) —
w2)? — 1.5w; +2.5wp + 1 and has a global solution at w = (—0.547,—1.547)
(the red triangle in plots (a) and (b)). The initialization point for both methods
isw© = (—0.5,1). While steepest descent is able to converge into the global
minimum, Newton’s method only converges into the local minimum. Plots (c)-
(f) depict individual iterations of Newton’s method together with contour lines
of the local second-order approximation to the error function f(wy,wy) that is
minimized at each iteration of Newton’s method. The approximate problem
that is solved by Newton’s method is given by Equation .
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Though it is difficult to say in practice when a given point is sufficiently close to a
solution, one can expect that eventually the fast convergence rate of Newton’s method
will come into effect [24].

On the other hand, one cannot make the assumption of a positive definite Hessian
when looking at the global convergence, that is when further away from any potential
solution. There, Newton’s method has several drawbacks. Firstly, the inverse of the
Hessian (V2f(w®))~! might not exist, which is the case whenever the Hessian is
singular (has at least one zero eigenvalue). As will be shown in the next chapter,
most neural networks have eigenspectra where the bulk of the eigenvalues is exactly
or close to zero, even close to a potential solution. Secondly, Newton’s method used
with step size of € = 1 is not a descent direction, because the value of the cost
function of the next iteration can be higher than that of the current iteration [24].
Thirdly, as shown by the derivation in (2.22)), Newton’s method only tries to solve
for V f(w™®) = 0, which is also fulfilled by maxima and saddle points. Therefore, it
is important to keep in mind that this method is not only attracted to minima. There
exist several solutions to these global problems that modify Newton’s method into a
viable gradient method, such as trust region methods [151]] for example.

Figure[2.4]highlights the difference between steepest descent, a first-order method,
and Newton’s method. In this case the objective function is non-convex and both
methods are initialized at the same point. One can observe in this example how
Newton’s method struggles to converge to the minimum, while the steepest descent
method is able to converge to the optimal point. This simple example illustrates that
one has to be careful with the choice of optimization method, and sometimes second-
order methods can behave worse than the simpler first-order methods, e.g. when the
Hessian is not positive definite.

For large deep neural networks another problem arises. Due to the size of the
Hessian, it is computationally intractable to compute the inverse at every iteration.
Storing the Hessian itself is already infeasible due to its size, effectively rendering the
practicality of Newton’s method for deep learning useless. Some methods attempt to
solve these issues by only reevaluating the Hessian after every few iterations [170],
or by computing an approximation of the Hessian [69].

For difficult problems, where the Hessian is discontinuous or not positive defi-
nite near minima of interest, the rate of convergence of second-order methods like
Newton’s method can be worse than that of simpler first-order methods. Another
problem arises when the initialization starts far away from any local minima. In that
case second-order methods may progress very slowly until they get to a small neigh-
borhood of the solution where their convergence is favorable to other methods [24].
This can hint at an explanation why there has not been much practical benefit to Hes-
sian methods and their approximations and why simpler and therefore faster methods
like stochastic gradient descent still outperform these more sophisticated methods in
practice.

Another issue is the convergence rate of Newton’s method in the stochastic case.
Using local convergence analysis, [113]] show that the superlinear rate of convergence
for the non-stochastic Newton’s method reduces to a linear convergence rate for a
batch size of one. This fact together with the high computational cost per iteration
do not make Newton’s method an attractive choice for many problems in non-convex
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Steepest Descent on Himmels'

(a) Steepest descent on Himmelblau’s func-
tion.

Newton's Method on Himmels' Function

(¢) Newton’s method on Himmelblau’s
function.

Steepest Descent on Himmels' Function
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(b) Closer look on the iterations from steep-
est descent.

Newton's Method on Himmels' Function

4.0
3.5
3.0

.25
£
2.0

1.5

1.0

0.5
15 20 25 30 35 40 45 50 55

wi

(d) Closer look on the iterations from New-
ton’s method.

Figure 2.4.: Comparison of steepest descent and Newton’s method on Himmelblau’s func-
tion [87]. Himmelblau’s function is given by f(wyi,w2) = (W} +wy — 11)? +
(w1 +w3 —7)? and has four different minima with the closest to initialization
being at w* = (3,2). Both methods are initialized at w'®) = (2,1) and run for
9 iterations. The x- and y-axis represent the values of the two parameters of the

function.
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optimization. Though recently, [153]] were able to show that a regularized subsam-
pled Newton method is able to achieve quadratic convergence on over-parameterized
models. One downside to this method is that in order to achieve this convergence it
requires an exponentially growing batch-size.

2.2. Regularization

Some problems in optimization require a constrained set of possible parameters.
These constrains are defined through equalities or inequalities. There are different
reasons for choosing to constrain the set of parameters instead of using unconstrained
optimization, some of the reasons being to stabilize the network, to shrink the net-
work size or to increase generalization performance [243]].

The constrained optimization problem can be written as [24]]

minimize f(w)
subject to rj(w) < 0and hj(w) =0

where r;(w) < 0 represent inequality constrains and /;(w) = O represent equality
constrains.

By using the Karush—Kuhn—Tucker (KKT) conditions [117], this optimization
problem can also be written in terms of the generalized Lagrangian £ (w)

s q
Lw; A7) = fw)+ Y Niri(w) + Y yjhj(w) (2.24)
i=1 j=1

where A; and y; represent regularization factors, which control the relaxation from
the constrained optimization problem.

Because the succeeding chapters will only deal with a single constrain in the La-
grangian, this thesis will just use r(w) as the regularization term, which simplifies
the above expression to

L(w;A) = f(w) +Ar(w). (2.25)
The Lagrangian can now be solved by [24]]

w* = argminmfo('w;l). (2.26)

w

As shown in the next subsections, most regularization terms used in this thesis are
norm penalties. In this case, the goal is to restrict the norm of the parameters of the
neural network model to be smaller than some predefined value C

r(w) <C. (2.27)
This turns the Lagrangian into
Llw;k) = f(w) +M(r(w) —C) (2.28)

In order to solve (2.26), whenever the regularization term r(w) is bigger than C,
the value of A has to increase in order to force r(w) to shrink faster. The optimal
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value A* will make sure that the constraint of the regularization term in Equation
(2.27) is satisfied and that the gradient of the Lagrangian at A* and the converged
point w* will be zero

VuwL(w L) =0
ViL(w*;A*) =0.

In practice, the constant C is removed and instead of finding a suitable A* for
a predefined C, a fixed value for A is chosen. In this thesis this fixed value will be
called the regularization constant y. This u will be the optimal value for some implicit
constant C’, so the network will experience some level of regularization, though this
level is not known a priori. This usually requires many different runs with different
values for u in order to find a suitable regularization of the network. Also, by fixing
the regularization constant, the constant C can be dropped from the expression in
Equation (2.28), due to the fact that it will disappear when taking the gradient of the
loss function with respect to the parameters.

The following subsections will introduce the ¢1-, £>- and /> 1-norm regularizations,
where the ;- and /¢, j-norm regularizations will be especially important in this thesis.

-1 Wo Wo

0
1 o
w1 1 wy 1 1

(a) Depiction of the ¢1-norm.
The x-, y- and z-axis rep-

(c) Depiction of the /{5 ;-
norm. The x-, y- and

(b) Depiction of the ¢,-norm.
The x-, y- and z-axis rep-

resent three parameters
wo, wi and wy. The plot
shows the surface where
the value of the ¢;-norm
equals one.

resent three parameters
wo, wi and wy. The plot
shows the surface where
the value of the ¢»-norm
equals one.

z-axis represent three pa-
rameters wg, wi and wj.
The parameters xy and
x1 belong to the same
group, while the parame-
ter x» belongs to a differ-
ent group. The plot shows
the contour surface where
the value of the {5 |-norm
equals one.

Figure 2.5.: Plot of the {-, {>- and (> ;-norm. In all cases the function is depicted in three
dimensions, and the surface depicts where the value of the three parameters is
equal to one. In the case of the { | -norm, the parameters depicted by wo and w
are placed into the same group, while the parameter w, belongs to a different

group.
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2.2.1. /1-Regularization

The ¢;-regularization is most commonly used for pruning of individual weights. It
uses the /1-norm and is defined as

N
r(w) = Z |wi (2.29)
i=1

for a parameter vector w € RV, Thus, the loss function is written as

N
L(w) = f(w) +u Y |wil (2.30)
i=1

with f(w) the original objective function and u the regularization parameter. Since
the regularization term r(w) is not continuous at zero, optimization relies on stochas-
tic subgradient descent in order to converge to a solution.

Popular frameworks, like PyTorch [[174] and TensorFlow [152] for example, use
the following rules to compute the subgradient of the ¢ term:

-1 ifx<O
or(x) )
=<0 ifx=0
ox
1 ifx>0

In order to understand the effects of ¢;-regularization, the rest of this subsection
will follow the steps taken in [76]] in order to observe how the local optimum of the
unregularized objective function changes in the presence of the regularization term.
This will be achieved by taking the quadratic approximation of the unregularized
objective function around the optimal point w*.

The subgradient of the loss function is given by:

V L(w) =V f(w)+pux sign(w) (2.31)

where sign(w) is applied element-wise.
The quadratic approximation around the minimum w* of the unconstrained objec-
tive function is

* 1 * k
fw) = flw)+ 5 (w—w )T Hyp (w — w*). (2.32)
In order to simplify this equation, assume that the Hessian is diagonal with H =
diag(H, 1,...,Hy ), where each entry is a positive number. This assumption sim-

plifies the Taylor approximation and together with the regularization term this results
in

1
f(w) = f(w*) + EHi,i(Wi—W?)Z—i-y!Wil . (2.33)

N
=

1

This function is minimized if

w; = sign(w?) max{|w| — %,0}. (2.34)

ii
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Whenever the value of w} € [0,u/H;;|, the optimal value of the regularized weight
will be equal to zero. If the value of w} is higher than u/H; ;, it will be shifted by an
amount of u/H; ;. Because of the sign(w;) expression in front of the equation, both
cases also hold for the case where w; < 0.

This explains how ¢;-regularization introduces sparsity into a neural network by
setting part of its weights exactly to zero. This property can be very beneficial, es-
pecially when dealing with very large neural networks, that require large amounts of
memory and storage. By shrinking the networks down in size, this can theoretically
make them faster and more memory efficient, while sacrificing as little accuracy as
possible.

2.2.2. />-Regularization

In ¢-regularization the ¢,-norm of the weight vector w is added to the objective
function. The ¢,-regularization is given by

(Y,
r(w) =3 (Z wi> (2.35)
i=1

or in vector notation, r(w) = %wTw. Thus, the new loss function with /,-

regularization has the following form

N
L(w) = f('w)+g <Z w%> . (2.36)
i=1

The gradient of this expression becomes

V L(w) = Vf(w) + pw (2.37)
and for SGD this results in the following update step

= (1 —g)w® — &V f(w®)

Contrary to ¢;-regularization, training a neural network with ¢,-regularization re-
sults in a rotationally invariant algorithm [166]. Rotationally invariant algorithms are
not effective in selecting relevant features during training, with the worst case sample
complexity growing linearly in the number of irrelevant features. Thus, this form of
regularization does not make the neural network sparser, but it can result in faster
convergence and in better generalization of the neural network [130].

Following the steps of [76]], the effects of this regularization are shown by making a
quadratic approximation of the unconstrained objective function around its minimum

w*:

flw) = f(w*) + = (w — w*) Hy (w —w*). (2.38)

Its derivative is given by
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Rescaling factor for w*
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Figure 2.6.: Depiction of how the value of w* is rescaled for different values of u and
different eigenvalues . One can see how larger values of u shrink the value of
w™ further toward zero and how directions with large eigenvalues do not shrink
as drastically as directions with smaller eigenvalues.

V f(w) = Hy (w — w™). (2.39)

The first order necessary condition for reaching the minimum is that this expression

is zero. Now the gradient of the ¢,-regularization is added to this expression in order
to observe how this term affects the solution:

Hy (w —w™) + pw = 0. (2.40)

Rearranging this equation

w = (H +ul) 'Hw* (2.41)
and using the fact that it is possible to decompose H into H = QAQ’, the following

result is obtained

w = Q(A+ul) 'AQTw*. (2.42)

w* is rescaled with )V}i . Figure [2.6| depicts how the unregularized optimum w”* is
i+

rescaled for different values of y and A.

One can see that along a certain evector, the value of the unregularized optimum

2.2.3. /, 1-Regularization

The ¢, 1-regularization, sometimes also called group sparsity, describes the following
norm
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1

l2| 2

r(w) = Z (Z W;) (2.43)
geg \i=1

with G the set of groups and |g| the number of elements of group g. One can ease the

notation by decomposing the vector w into its L different groups with w = (wl)lel.

This turns the expression into:

L
r(w) =Y [Jwll, (2.44)
=1

The ¢, ;-norm is a non-smooth and convex function and serves as a natural exten-
sion to the £1-norm when w is a vector. The subgradient of the ¢, ;-norm is given by

w ifw=#£0
9w, = { FuT;

(2.45)
{v]||v||, <1}, otherwise

An important difference between the ¢>-regularization from the previous section
and the / j-regularization of this section is that the />-regularization uses the squared
l>-norm, which makes it differentiable everywhere. This difference is depicted in

Figure[2.7]

[|w||3-Norm ||w|]2-Norm
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(a) Depiction of the squared {»-norm. The  (b) Depiction of the ¢;-norm. The x- and y-

x- and y-axis represent two parameters axis represent two parameters xy and x1.
Xo and x1.

Figure 2.7.: Plot of the squared {»- and the regular ¢-norm. Plot (a) depicts the squared
l>-norm, which is used in {,-regularization and it is differentiable everywhere.
Plot (b) depicts the regular {»-norm, which is used in {5 | -regularization. This
function is not differentiable at zero.

Following similar steps as in the other two regularizations, the second-order ap-
proximation around the minimum of the unconstrained objective function is written
as
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flw) = f(w) + 50— w) Ho (1 —10"). (2.46)

Now, looking at a certain group wyg, one can write the derivative as

0 € Ag(wy —w}) + 1 |w, | 2.47)

where the simplifying assumption is made that the Hessian can be decomposed into
the different groups with H,, = Ag, with Ag = A, a diagonal matrix that contains
the same eigenvalue along its diagonal and A, > 0. First, consider the case where

w, # 0:

06Ag(wg—w’gf)—i—,ung”2 (2.48)
Agwg +p——t— = A} (2.49)
[wglly
w
we+uA, ' —5— = w? (2.50)
EOTE gl F
H wg *
+ — =w (2.51)
T Mg llwgll, ¢
wg+% wj*’ —w} (2.52)
gngH2
Iz N
wy=(I—-—/—)w (2.53)
kgnguz §

In Equation (2.5T), the left hand side is just the addition of the vector wg with its

own directional vector that is scaled by a positive constant. Thus, vector wy will

always point in the same direction and therefore the normed directional vector can be

*

replaced, from ——=— in Equation (2.51)) to —wf— in Equation (2.52).
[l [[z]]

In the second case, where w, = 0, Equation 2@7) results in

0 —Agw} +ufo| o], < 1}
Aqw} € ufol o], < 1)

1Agwell, < u

The last inequality can be further simplified by using HAgw;H , = Ag ngHz:
e, < @54
u
il < - @59

This result shows that group sparsity forces groups of parameters exactly to zero
whenever the /,-norm of the group is below a certain threshold. Also, Equation (2.55))
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Block Soft Thresholding Operator with u=1.5

Figure 2.8.: Depiction of the block soft thresholding operator from Equation with
u=15andA=1.

shows that this threshold is rescaled with the eigenvalue of the group.
By combining both results for the two cases, this yields the following equation
between w and wy:

+
- _ M *
w, = (1 77%, Hw > w, (2.56)

ill,
where (x)" is equivalent to max{x,0}, which in the equation above returns the zero
vector whenever H'w;H2 < }Lﬁ An example of this equation for two parameters is
shown in Figure 2.8] ’

The implications of this equation are twofold. First, the bigger the norm of the
group, the smaller the term on the right hand side inside the brackets. This forces
groups with large ¢;-norms less toward zero. Second, the bigger the eigenvalue cor-
responding to the group, the smaller the effect of the ¢, |-regularization on the group.

The hyperparameter u indirectly controls the achieved sparsity and the higher the
value of u, the sparser the solution will be. Due to the randomness of stochastic
algorithms and the non-convexity of the optimization problem, it is not possible to
assign a certain predefined sparsity level given some u and the same u can lead to
different sparsity levels. Similar to the £;-norm, optimization using the ¢, j-norm
often relies on stochastic subgradient descent in order to be able to converge to a
solution, which can be very inefficient.

2.3. Eigenvalue Computation

This section will go step by step through all the necessary theory and concepts that
are needed in order to compute eigenvalues of the Hessian for large neural networks
and will largely follow [10].
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Given a matrix A € RV*V | the general eigenvalue problem is to find eigenvalues

A € R and eigenvectors u € RY, such that
Au=\u (2.57)

Eigenvectors describe directions in space that are unaffected by the transformation
induced by matrix A (up to a scaling constant). Furthermore, the corresponding
eigenvalues describe how these vectors change their magnitude and direction. Equa-
tion (2.57) is solved by

det(A—AI) = 0. (2.58)

For symmetric matrices (A7 = A), it follows that their eigenvalues are real, A; €
R and the N eigenvectors uy,...,uy are orthogonal, real valued and non-zero [24].
This symmetric matrix A can be decomposed as A = QAQT, where the matrix Q
contains the orthonormalized eigenvectors u;, and the matrix A is diagonal with the
corresponding eigenvalues along its diagonal.

Computing eigenvalues and eigenvectors is important in many different fields in
science, ranging from the computation of energy levels in quantum physics [197] to
the computation of the vibrations of a string [[178]]. The eigenvalues of the Hessian
of a neural network are of particular interest in deep learning. These reveal the local
curvature at a given point in parameter space [125[, which can give insights into the
training dynamics and potentially help guide us to find better optimizers in the future.

2.3.1. The Hessian

The Hessian and its corresponding eigenspectrum can be useful in many different
ways, for example in deriving more efficient optimizers or in analyzing different
properties of a neural network model.

The Hessian of a function f : R" — R is defined as

2
H; ;= m (2.59)
ow;ow;
If the derivative of the function f is continuous, the order of the partial derivatives
does not matter and can be interchanged, which makes the Hessian symmetric. Be-
cause it is a real and symmetric matrix, the Hessian can be decomposed into a set of
real eigenvalues and an orthonormal basis of eigenvectors.

The eigenvalues describe the curvature along their corresponding eigenvector
[125]. Using the eigenvalues of the decomposition, it is often possible to see if the
converged point is at a maximum, minimum or saddle point. If all the eigenvalues
are positive, the function has converged into a minimum. If they are negative, the
function converged to a maximum. If there are negative and positive eigenvalues
present, the function has converged onto a saddle point. If the eigenvalues are zero,
it is not possible to tell to what point the function has converged to and one needs to
further investigate.

The Hessian matrix of a trained model can be also used for outlier identification,
to quantify other sorts of uncertainties or for model validation [[137]. It has also been
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shown that the fraction of negative eigenvalues of the Hessian is related to the rate
of convergence for different optimizers in the non-convex case [[99]] as well as to the
overall number of critical points in a high-dimensional loss landscape [30].

The condition number C of a matrix A is given by the ratio of the biggest and the
smallest eigenvalue of A

C= max|£\ (2.60)
ij A
The condition number of a matrix A measures the how sensitive some function
K (x) = A~'x is to small changes in its inputs. Poor conditioning of the Hessian
makes it difficult to choose a good step size [24].

If the domain of the function is N-dimensional, the size of the Hessian matrix will
be N2. In real world examples, the dimension of the domain of common neural net-
works is high-dimensional, which results in an extremely large number of elements
of the Hessian. For a VGG-16 network [204] with 138 million parameters, its cor-
responding Hessian will have 1.9 x 10'6 entries. Storing this Hessian using floats
would require approximately 76 Petabytes of storage.

2.3.2. The R-Operator

The R-Operator was first introduced by [[175] and is a linear operator that allows for
efficient Hessian-vector computation. The operator wraps around the forward and
backward propagation of a neural network in order to compute the Hessian-vector
product efficiently.

The Hessian-vector product Hv is computed using

0’ f(w
Z awjaw,
of(w)

=V
ow;

This is just the directional derivative of the gradient of the objective function along
v. The directional derivative of some function g along v is given by

8w+ )~ g(w)

Vog(w) =1lim (2.61)
r—0 r
In the Hessian-vector case this means that
Hy = fim /(@) = Vi(w) (2.62)
r—0 r
which is the same as
J
Hv = -V f(w+rv) (2.63)

or r=0

The R-operator with respect to the vector v is defined as
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Rl fw)} = 2 sl rv) @64

r=0
which is the directional derivative of f along the direction v evaluated at the current
point w. Note that it follows from this definition that Hv = R, {VL(w)}. Using
the properties of linear operators, computing the Hessian-vector product requires the
computation of the R-operator during a forward pass and a backward pass.

As an example, consider a fully-connected network, which is given by:

- ZwijzﬁW

H—l — Xz(hl)

(2.65)

where w ; represents the parameters of the model at layer /, z represents the j-th

input to layer I and x'(h!) the non-linear activation function at layer /. Note that
20 = z, with  the input samples. The backward pass for layer [ is given by

aZ Z ah[ 1m7

of _ Bf i (s)

M o As |y (2.66)
of _of 4
. on

i,j i

When the R-operator is now applied to the forward pass, Equations (2.65]) become
R{h} = Z (vf’jzi- +wf‘,jﬂ{{z§-}) :
j

X (s)

3 (2.67)
I+1
K{Zi } as

S=.

R{hi}.
"

Note that the R-operator at the inputs is ® {2°} = 0 and that R {w} = v. An il-

lustration of the forward pass without and with the R-operator is depicted in Figure
2.9

Finally, applying the R-operator during the backward pass one obtains

of\ of of
K{M}_;(x{%} ot o)

of of | ax(s) af *x!(s)
‘Ji{ } R{a’.“} s i o o8

{ } s;ﬁ} a;}:lﬂ{}

®{n}, e

s=h;
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D)

Sl w2 e

Figure 2.9.: Illustration of the R -operator for a linear operator in the forward pass. Apply-
ing the operator splits the forward pass into two paths as seen on the right-hand
side.

Looking at Equation (2.68)), it becomes evident why a forward pass using the R-
operator is needed, which is due to the existence of Q{{zé} and Q{{hf} in these
backward pass equations. Using this operator allows for an efficient computation of

the Hessian-vector product in O(N) instead of O(N?), without having to store the
Hessian during this process.

2.3.3. The Lanczos Algorithm

Given a symmetric matrix A, the goal is to efficiently compute (some of) its eigen-
values and eigenvectors. Here, the eigenvalues of a matrix A are represented by A;
and their corresponding eigenvectors by u;. This means that the following equation
is satisfied

Aui = 7\,1‘u,' (269)

and without loss of generality assume that the eigenvalues are sorted by magnitude
M] =[] = A

If A is a symmetric n X n matrix, it follows that its eigenvalues are real and it has
a set of n mutually orthogonal, real and nonzero eigenvectors uy,...,u,. Because
of this property, the eigenvectors form a basis in this space and any vector can be
written in terms of these eigenvectors. This means that an arbitrary vector x can be
decomposed into

xr = i&iui. (270)

Another property that A satisfies is that the matrix A* has eigenvalues AX, A%, ... Ak
This can be shown by repeatedly multiplying the matrix A with an eigenvector.
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The simplest algorithm that is able to compute the largest eigenvalue and its corre-
sponding eigenvector is the power iteration method [157]]. The basic idea behind the
power iteration method is that by multiplying a randomly chosen vector repeatedly
with the matrix A, the largest eigenvalue will eventually start to dominate. This is
shown in Equation (2.71)), where the matrix A¥ is multiplied by an arbitrary vector x

Atz =Y Edfu; 2.71)
i=1

Here, the decomposition of & shown in Equation (2.70) was used. At iteration k, the
power iteration method is given by

Az®)
(k+1) _ %
T HA:c(") H (2.72)

where the vector z*)

value of matrix A.

converges to the eigenvector associated with the biggest eigen-

While the power iteration method is able to compute eigenvalues, two issues arise.
One is that computations of previous iterations in the power method are discarded,
which could be used in later iterations. The second issue with with the power it-
eration method and most other methods that compute eigenvalues of a matrix, is
that they require the entire matrix to be computed. In case of very large neural net-
works, computing and storing the Hessian in infeasible, and thus most methods used
in eigenvalue computation are not suitable for this problem at hand.

One method that makes use of previous iterations and only requires Hessian-vector
products is the Lanczos algorithm [120]. The Lanczos algorithm aims to find an
invariant subspace of the Krylov space [[116]], which is defined as

K"(x,A) = span{z,Ax, Az, ... A" 'z} C RV, (2.73)
As evident from Definition (2.73)), a natural basis of this space is
{CL’,A:IZ,AziL', . ,Am_laj}. This basis converges to the direction of the largest eigen-

value of A. Thus, it is badly conditioned with increasing m. Therefore, in the Lanczos
method the vectors q; of this basis are successively orthogonalized against all the oth-
ers

j
r;=Aq;— Z{ a9 Ag; (2.74)
P
and
T
q;= (2.75)
Tl

This orthogonalized basis {q1,q,...,qn} is an orthonormal basis of Kt (z,A)
and is called the Arnoldi basis. In the case of symmetric matrices A, as will be the
case in this thesis, it is also called the Lanczos basis. The Lanczos algorithm is a
method to compute an orthonormal basis of the Krylov space for a symmetric matrix
A.
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By multiplying the matrix A with the basis Oy = [q1,q2, - - -, gx], one obtains

OF AQy = Of Qi H; = H; (2.76)

with Hj the Hessenberg matrix, which in the case of a symmetric matrix simplifies to
a tridiagonal matrix 7. The matrix 7; has the following form

ar P
- P (2.77)
e Bre
Br1 o
Thus, Equation simplifies to
r; =Aq;—q;(q) Aq;) —qj-1(gj-1Aq;) (2.78)
w_/ 7,—/
0. 1

It is easy to compute the eigenvalues of 7} and it can be shown that the eigenvalues
of the tridiagonal matrix 7; are also eigenvalues of A:

Tksgk) = kl@ sl(k)

k k k) (k
Ages) = outis = 0 s
with sl(k) the i-th eigenvector of the tridiagonal matrix 7 that has been computed at
iteration k.
The pseudocode for the Lanczos algorithm is shown in Algorithm I}

Algorithm 1 Lanczos algorithm

Require: Matrix A € RV*V initialization x

q==z/|z[; 01 = [q]

r=Aq
o = qTr
r=7r—0q

for j=2,3,... do
v=q;q=r/Bj-1;0;=[0j-1.4]

r=Aq—B; v
(Xj:qTT
r=r—a,q
Bj=llrll
if B; = 0 then return (Q € RN*V;auy,...,0;B1, ..., Bj-1)
end if
end for

The computational cost for one iteration of the Lanczos algorithm is independent
of the index of the iteration. Each iteration requires one matrix-vector multiplication
and 7N additional floating point operations, with N the length of the rows or columns
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of the symmetric matrix A [[10].

There exist other variants of the Lanczos algorithm, like the block Lanczos algo-
rithm [48]] or the randomized block Lanczos algorithm [[188]], which are more mem-
ory efficient and have a faster convergence with respect to iterations.

2.3.4. The Stochastic Lanczos Algorithm

For problems where individual eigenvalues and their eigenvectors are not of main
interest but rather the distribution of all the eigenvalues of the matrix, the regular
Lanczos algorithm is too computationally expensive, especially in the case of very
large neural networks where million to billion different eigenvalues would have to be
computed using this method.

The stochastic Lanczos quadrature algorithm [71} [139] is a method for the ap-
proximation of the spectral density of very large matrices. The eigenvalue density
spectrum is given by:

N

3(r—M\y) (2.79)

()= 1

1

where N is the number of parameters in the network, A; is the i-th eigenvalue of the
Hessian and 9(x) is the Dirac delta function given by

B(X):{l ifx=0
0 else

In the stochastic Lanczos quadrature algorithm, the eigenvalue density spectrum is
approximated by a sum of Gaussian functions:

M=

q’c(t) = 1

= Ni AN (t;Mi,0) (2.80)

I
-

where

1 (1—7\,,')2
c 2nexP(_ 2072

The stochastic Lanczos quadrature algorithm uses the regular Lanczos algorithm with
full reorthogonalization [203]] in order to compute eigenvalues and eigenvectors of the
Hessian and to ensure orthogonality between the different eigenvectors. The Lanczos
algorithm runs for m iterations with starting vector v; and returns a tridiagonal matrix
T, which is diagonalized:

N (t;1i,0) = ) (2.81)

T, =ULUT (2.82)

By setting o; = (U?,)™, and [; = (L;;)™ |, the resulting eigenvalues and eigenvec-
tors are used to estimate the true eigenvalue density spectrum:

&(t;v;,0) = fm,»ﬁ\[(z;z,-,c) (2.83)
i=1

This process is repeated k times with different starting vectors v; for the Lanczos
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computations. The resulting approximation to the spectral density dADG(t) is

a

do(1) = - Y B(1;1,0) (2.84)

x| —
(agle

i=1

The pseudocode for the stochastic Lanczos quadrature algorithm is shown in Al-
gorithm 2|

Algorithm 2 Stochastic Lanczos quadrature algorithm

Require: Number of iterations k, number of eigenvalues m
Initialize Gaussian vectors (v, ..., V)
for i from 1 to k do
Run Lanczos with reorthogonalization for starting vector v;
Obtain tridiagonal matrix 7;,
Diagonalize T, = ULUT
Set [; = (L,',‘);-nzl and ®; = (Ulz_’l-)fnzl
Compute ®(1;v;,6) = ¥ ;N (£:1;,0)
end for
Compute average &g (1) = %Zé‘:l &(t;v;,0)
return &g (1)

2.3.5. Computing Eigenvalues of Neural Networks

At critical points of the loss function, the determinant of the Hessian can be used to
give insight into the curvature of the underlying loss landscape. Since the determi-
nant of the Hessian is equal to the multiplication of all its eigenvalues, computing the
eigenvalues can give important insight into the underlying critical point the network
has converged to. If all the eigenvalues are positive, this corresponds to a positive
determinant of the Hessian, which is turn means that the network has converged to
a minimum with a given positive curvature. In general, local curvature can only be
described by the determinant of the Hessian whenever the network has exactly con-
verged to some extremum, i.e. its gradient is zero. There has been some debate about
whether flat minima allow the network to generalize better, as has been argued by
[189, 92, |109]]. The authors of [55]] show that the structure of neural network models
results in many different symmetric configurations, where the model behaves exactly
the same. By looking at different examples, the authors are able to make the min-
ima of the neural network arbitrarily sharp or flat with regard to common sharpness
measures, without changing the generalization properties of the network itself. They
achieve this in a toy example by rescaling the parameters wy,w, of a neural network
given by f(x®;wy,wy) = relu(xw;)w, for input sample x(!). Rescaling them by
w’1 = aw; and w’2 = wy /o for some value of the scalar o leaves the output of the
network unaffected, while the perceived sharpness of a minimum changes a certain
amount. This property of neural networks also applies to architectures which contain
convolutions.

Generally, curvature in three-dimensional space is described by the Gaussian cur-
vature [180], which is intrinsic to the surface. For a hypersurface given by z = f(x,y),
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(a) Contour plot of the function L fora.=1.
The converged point is located at w* =
(1,0.7).
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(¢) Determinant of the Hessian of L. The
eigenvalues of the converged point at
w* = (1,0.7) are A = 9.9 and Ay =
1.11 x 107*.  The determinant of the
Hessian at w* is 0.0011.
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(b) Contour plot of the function L for o =
10. The converged point is located at
w* = (10,0.07).
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10. The eigenvalues of the converged
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and Ay = 1.67 x 10°°. The determinant
of the Hessian at w* is 0.0011.
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(f) Gaussian curvature of L for o = 10.
The Gaussian curvature at the converged
point w* = (10,0.07) is 0.0011.

Figure 2.10.: Depiction of the function L(x,y;wy,wa) = Y7, (f(x;wi,wy) —y@)2. The
neural network is given by f(x®;wy,wy) = relu(x)w;)w,. Plot (a) depicts
the contours of the loss landscape of L, while plot (b) depicts the same func-
tion with the weights rescaled by w, = aw and w), = wy /a. for o = 10. Plots
(c) and (d) show the determinant of the Hessian for . = 1 and oo = 10, while
plots (e) and (f) show the Gaussian curvature for o = 1 and o = 10.
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which is embedded in three-dimensional space, a Monge patch is given by g(x,y) =
(x,y, f(x,y)). For this case, the Gaussian curvature K is given by

o ) Onf) — O f)? (285)

(1+(9:f)*+(9yf)?)*

This shows how at an extremum, where d,f = 0 and d,f = 0, the curvature is de-
scribed by the determinant of the Hessian. This means that in order to have a measure
of curvature inside minima that does not change upon rescaling of the weights, one
has to multiply the eigenvalues of the Hessian in order to compute its determinant. It
is also important to note that the determinant of the Hessian gives wrong curvature
estimates at points where the gradient does not vanish. At these points the Gaussian
curvature gives the correct value of the optimization surface. The Gaussian curvature
changes when the weights are rescaled, which is due to the denominator in Equation
(2.85). At points where the gradient vanishes, the this measure is unaffected by the
rescaling of the weights.

A similar argument holds in higher dimensions, where the notion of the Gaussian
curvature can be extended to a high-dimensional hypersurface. There, this measure is
again an intrinsic property of the surface up to the sign [212} Corollary 23]. The im-
portant fact to keep in mind is that while other commonly used measures for curvature
(certain eigenvalues or the trace of the Hessian) are not intrinsic to a hypersurface,
the Gaussian curvature is. This means that isometric hypersurfaces have the same
Gaussian curvature up to the sign [212].

Figure [2.10| shows the effects of rescaling the weights. One can observe how the
overall shape of the loss landscape remains unchanged after the rescaling, while the
eigenvalues of the Hessian change drastically. Also, while the product of all the
eigenvalues remains constant, the difference between the Hessian determinant and the
Gaussian curvature across the parameter space shows how these two measures differ
substantially when the gradient is non-zero. This highlights some important aspects
when considering the curvature of minima. Firstly, the value of different eigenvalues
can be misleading and making judgements about the sharpness of certain minima
based on these values can be ill-advised. Taking the product of all the eigenvalues
removes this issue in theory, though practically the computation of the determinant
of the Hessian for large neural networks is infeasible. Another issue is that this
determinant only gives a correct curvature interpretation whenever the network has
converged to an extremum, which can make the curvature estimation based on the
Hessian away from those points incorrect.

On the practical side, the issues for computing the eigenvalues of neural networks
are twofold. Firstly, computing the Hessian for any reasonably sized neural net-
work is computationally intractable due to the number of parameters of the network.
Secondly, most common methods for computing eigenvalues of matrices require the
matrix to be stored explicitly.

The methods described in the preceding subsections solve these problems and
make it possible to compute eigenvalues of neural networks efficiently. The main
idea is to use the Lanczos method for eigenvalue computation without having to store
the entire Hessian matrix. The Lanczos method is very fast for eigenvalue com-
putation of symmetric matrices. Excluding the Hessian-vector multiplication, each
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iteration of the Lanczos algorithm for computing m eigenvalues has a computational
complexity of O(N). The remaining issue is that regular Hessian-vector multiplica-
tion has a complexity of O(N?). In total this amounts to a complexity of O(mN?),
which is too high for large neural networks. The key trick in order to be able to
compute eigenvalues of large neural networks is the use of the R-operator [175]. Us-
ing the R-operator, the Hessian-vector computation has a computational complexity
of O(N), which reduces the overall complexity of computing eigenvalues to O(mN).
For a small number of eigenvalues and eigenvectors, this computation is now feasible
even for very large neural networks.

This section also introduced the stochastic Lanczos quadrature method, which al-
lows computation of the full eigenvalue density spectrum of the Hessian. This method
uses the Lanczos algorithm [120] and as [71]] shows, one can approximate the full
eigenvalue spectrum by only computing m Lanczos iteration steps and then diagonal-
izing the resulting m x m tridiagonal matrix. This procedure is repeated k times with
different starting vectors. Using the resulting eigenvalues and eigenvectors of this
tridiagonal matrix, one can approximate the full eigenvalue spectrum using Gaus-
sians to high accuracy in only O(Nmk). The first paper to apply this method for
neural networks was [[172]].

2.3.6. Parallelization Techniques

Even though the Lanczos and the stochastic Lanczos algorithm are better suited for
large matrices, very large neural networks are too big to compute eigenvalues in
reasonable time. Thus, the need for parallelization techniques arises. For the Lanc-
zos algorithm only the Hessian-vector product is needed instead of the full Hessian
matrix. As mentioned before, this allows for the use of the R-operator to compute
eigenvalues efficiently. Since the R-operator can essentially be treated like a forward
and backward pass of a neural network, this opens up different possibilities to employ
parallelization techniques.

By using the Message-Passing Interface Standard (MPI) [[155]], the Lanczos algo-
rithm can be implemented in a data-parallel fashion, as was introduced in [[68]. The
dataset is distributed among the different workers and each worker accumulates its
own Hessian-vector products by using the R-operator. After each worker has finished
the computations, their resulting vector is sent to a master-worker where all the dif-
ferent vectors are summed by using the MPI_Reduce operation. The pseudocode is
shown in Algorithm 3]

The data parallel approach is able to process far more samples at the same time and
thus produce more accurate estimates of the true Hessian-vector product. Since the
R-operator behaves very similar to the regular forward and backward propagation in
neural networks, future research could look into model parallelism as well. A sketch
of the data-parallel Lanczos method is depicted in Figure

Novel Iteration-Parallel Stochastic Lanczos. This thesis also introduces another
approach to parallelize the stochastic Lanczos quadrature algorithm, that proves to
be much more scalable than the data-parallel approach up to a certain number of
workers. The basic idea is to let each worker compute one iteration of the stochastic
Lanczos quadrature algorithm for different initializations and then accumulate all the
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2.3. Eigenvalue Computation

Algorithm 3 Data-parallel Lanczos. Calculation of Hessian-vector products Hv by

using the R-operator

Require: Vector v and neural network model 1 (w)
Set batch size m and therefore divide the dataset D into M = |D|/m mini-batches

for i from 1 to M do

Worker W; grabs batch M(i) and starts computing the Hessian-vector product

(Hv)i = R(¢p(w,M(i)),v)

end for

The resulting Hessian vector product gets accumulated during this loop for each
worker (Hv); = |IIT Y.rc1;(HV), where I; contains the indices of batches that were
J

computed for worker W
Send all resulting (Hv ) ; to the master-worker using Hv = MPI _Reduce((Hv) )
return Hessian vector product over all samples Hv

Y

(HI/i)l

v

(HV,‘)Z

m
5
a,
,,,,,,, _gyc‘“?‘-» A
Dataset
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ffffff P
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product Hy;.

Figure 2.11.: Sketch of the data-parallel Lanczos method shown in Algorithm@ There ex-
ist p different workers W; which grab different batches from the dataset and
compute the Hessian-vector product for their batch in parallel. These vec-
tors are sent to the master worker ‘W, which uses the Hessian-vector product
from all the workers in order to compute the current iteration of the Lanczos
method. Afterwards, in the next iteration of the Lanczos method the master
worker sends the next vector v;y to each worker. Every worker then com-
putes the Hessian-vector product with the new vector v; 1. This last step has
been omitted from the sketch in order to preserve clarity.

results at the end on the master-worker. This approach is summarized in Algorithm
Ml An illustration of this algorithm is shown in Figure[2.12]
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Algorithm 4 Parallel stochastic Lanczos quadrature algorithm with MPI

Require: Number of iterations k, number of eigenvalues m
Initialize Gaussian vectors (v, ..., ) and split this set to p different workers
for v; from the set assigned to each worker do
Run Lanczos with reorthogonalization on worker W/
Obtain tridiagonal matrix 7,
Diagonalize T, = ULU”
Set [; = (Lip){; and o; = (UL,
end for
Each worker sends its computed /; and ®; from all different initializations to the
master-worker using MPI_Gatherv.
Compute average on the master-worker W :
G (1) = X5 Xy 0N (1:17,4,6%)
return &;(7)

Instead of parallelizing on the dataset as in the previous method, this method com-
putes the different iterations in parallel. Since each iteration is independent of the
others, the results of each worker are summed and averaged at the end in order to
obtain the result.

Starting Vectors

Vi vz | Mk Lanczos with v ¢ TX = UKL¥(UX)T

lei =Lk

r T |

w,
r Wi = (U{C,i)z

W || Wh
(\ lZ,i,(DZ,i 3 1 vk m 2
s (1) = L L 0 N(1:14,67)

/

l1,i, 01

Figure 2.12.: Sketch of the parallel stochastic Lanczos quadrature algorithm with iteration
parallelism. The k different iterations are distributed among the different
workers W;. Each iteration uses a different starting vector vy which is used as
the starting vector for the Lanczos algorithm, that runs for m iterations. After-
wards, the tridiagonal matrix T is decomposed into TS = USL*(U*)T using a
LU-decomposition. Next, l; and ®y; are extracted from the L* and U* matri-
ces and after all the workers have computed their corresponding values those
are summed using Equation (2.8).

Scalability. The scalability of a parallel algorithm is measured by measuring the
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2.3. Eigenvalue Computation

speedup given by
S=— (2.86)

where T; is the time for one process and 7}, the time for p processes [182]. In this
experiment the scalability of the parallel stochastic Lanczos quadrature algorithm is
measured and each node contains two Nvidia GTX 1080ti GPUs, which are assigned
sequentially by first filling one node and then populating the next node with increas-
ing number of ranks.

The standard deviation on the datapoints is calculated as follows:

1 T
o, = \/ ()07, +(3)%01, (2.87)
P p
Strong scaling is measured by keeping the problem size fixed and varying the num-
ber of GPUs. The parallelizable fraction of this parallel implementation is measured
according to Amdahl’s law [/7]:

1
S= "7+, (2.88)
(I=f)+f/p
where f is the parallelizable fraction of the implementation and p refers to the number
of GPUs working in parallel on the problem. A scaling plot of both methods, the
data-parallel and the iteration-parallel method, is depicted in Figure [2.13

8 1 ——- Linear scaling e
Iteration-parallel approach s
7 4 — Resulting fit with f=0.955 +- 0.004 ,"”
® Data-parallel approach /’
Resulting fit with f=0.37 +- 0.02 -7

L=
L

Speedup S
£

T T T T T T T T
1 2 3 4 5 6 7 8
Number of Threads (GPUs)

Figure 2.13.: Speedup of the stochastic Lanczos quadrature algorithm parallelized with the
data-parallel and iteration-parallel approach.

One can see that fitting Formula[2.88]to the data, one obtains a parallelizable fraction
of f =95.5£0.4% for the iteration-parallel method. Fitting the model to the data-
parallel approach yields a parallelizable fraction of f = 37 £ 2%, which is worse than
the novel method.

One benefit of the iteration-parallel method, besides the speedup, is the much eas-
ier implementation than that of the data-parallel approach. But there also exist limita-

51



Chapter 2: Methods

tions to the iteration-parallel method. In the case where the number of nodes exceeds
the number of iterations, the method is not able to scale anymore. This is one strength
of the data-parallel method, which can scale in theory up to the number of samples
in the dataset, which is typically very large in deep learning.

Future research could try and combine both methods into one, where different
groups of workers compute one iteration in parallel and all workers of a specific group
compute the individual Hessian-vector products using the data-parallel approach.
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Chapter

I.oss Surface Visualization

Training deep neural networks boils down to very high-dimensional and non-convex
optimization problems. These are usually solved by a wide range of stochastic gradi-
ent descent methods like SGD or Adam. While these current training methods tend
to work well in practice, many gaps exist in their theoretical understanding. Some ex-
amples of these theoretical gaps include convergence and generalization guarantees,
which are induced by properties of the optimization surface (sometimes referred to as
the loss landscape). In order to gain deeper insights into the optimization surface and
how different optimizers navigate through it during training, a number of recent pub-
lications have proposed methods in order to visualize and analyze those optimization
surfaces. However, some of these proposed methods have shortcomings that hinders
their applicability. In this section, the topic of loss surface visualization is explained,
together with the potential shortcomings of certain methods. Pseudocode is provided
for efficient computation of loss surfaces and projecting training trajectories onto 2D
planes. This thesis also introduces a method for visualizing loss surfaces and trajec-
tories in a new way, improving upon the existing methods. Also, this section details
how to parallelize the visualization computations and shows several examples of use
cases. These methods, as well as their parallel versions have been released in the
toolbox GradVis. GradVis is an open source library for efficient and scalable vi-
sualization and analysis of deep neural network loss landscapes in TensorFlow and
PyTorch. It allows to plot 2D and 3D projections of optimization surfaces and trajec-
tories, as well as high resolution second-order gradient information for large neural
networks.

3.1. Overview

The main idea behind loss surface visualization is to project the high-dimensional pa-
rameter space down onto a lower-dimensional plane. The goal is to find a projection
that is able to capture a lot of information of the high-dimensional space. In general,
the objective is to find a mapping

¢ R — 0,
such that Lo : RF — R
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Chapter 3: Loss Surface Visualization

such that the composition of ¢ with the loss function L results in a lower-dimensional
domain that can be visualized. The dimensionality of the domain of ¢ usually has a
value of k € {1,2}.

A simple example of a 1-dimensional path is a linear interpolation between two
points in parameter space.

&) = (1—Dw +1w? 3.1)
for t € [0, 1], where w) and w® are two points in parameter space. Figure

shows an example of projecting a 2-dimensional plane onto a 1-dimensional line.

(a) Optimization Surface
T (b) Projection onto a Line
T T T T

5,
= 1
5
— ° |
o ~
g 5
S 5 I
~

Figure 3.1.: Toy example of an optimization surface with a  projec-
tion onto a I-dimensional line. Plot (a) shows the function

70.25w170.1w2(

L(wi,wp) =exp sin(wy) 4 cos(w))

together with a line that is parametrized in the following way:

s0=(7)

Note that in this example wy and wy denote the different dimensions of the
parameters space and not different points in the parameter space as used in this
chapter up to this point. Plot (b) depicts the optimization function along this
parametrized line fort € [—4,4].

An example for a visualization onto two dimensions is given by a plane that is
spanned by three points in parameter space

oo, B) = w + o(w? —w) +Bw® —wh) (3.2)

where w!), w® and w®) are points in parameter space.

First attempts that aimed to visualize loss landscapes were presented by [[73]]. The
authors drew a line from the initialization point to the converged minimum. Along
this line, the loss is calculated and plotted. They were able to show that the loss along
this line follows a monotonically decreasing path. The authors of [131]] introduced
a new method to visualize the loss landscape. Their main contributions include the
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use of filter-wise normalization to combat the scaling invariance of the neural network
weights, using a PCA [|64]] to find meaningful directions in weight space and reducing
the problem onto a 2D plane instead of just a 1D line. The projection of the trajectory
onto a 2D plane was performed by spanning the plane in parameter space around the
converged point w* and taking the loss £(w* + ab} + Bb3) at each point on this
plane, with b] and b; the directional vectors from PCA that contain most of the
information of the trajectory of the neural network during training.

Filter-Wise Normalization As previously stated in Section [55] show how
non-negative homogeneous activation functions lead to scale invariance in deep neu-
ral networks. Some of the commonly used activation functions that fall into this
category are ReLLUs, leaky ReLUs [150]] and maxout-networks [[74]]. Using this prop-
erty, the authors are able to construct arbitrarily sharp minima without changing the
generalization of the network.

In deep neural network visualization, this scale invariance of the network poses a
problem. When comparing two different minima, their apparent sharpness should be
independent of the individual weight scaling. To deal with this issue, [[131]] introduce
filter-wise normalization. Their goal is to rescale the directional vector in order to
have the same norm for each convolutional filter.

Filter-wise normalization takes some directional vector in weight space b and
transforms it using

" bi,j

bi; = Ene [0, (3-3)
where the indices i and j denote the j-th filter in the i-th convolution of the network.
The filters are normalized using the Frobenius norm. Normalizing the directional
vectors using the filter-wise normalization method scales the directional vector so
that it locally has the same magnitude as the corresponding filter. This prevents cases
in which the directional vector is much larger in certain dimensions compared to the
corresponding weight of the neural network or vise versa.

3.2. Principal Component Analysis in High-Dimensional
Spaces

Principal component analysis [64] is a dimensionality reduction technique. PCA is
a method that aims to represent data in a subspace of lower dimension with as little
loss of information as possible.

Given data x|, x>, ...,x; € RY, write the matrix containing the datapoints as X =
(x1,22,...,2;). Then the PCA is given as

st.0; L @fori# jand ||6;] =...= ||| = 1.

This can be solved via singular value decomposition (SVD) [70] of the scatter ma-
trix S; = XX”. Note that the scatter matrix is a symmetric matrix and is therefore
diagonalizable. Sorting the resulting eigenvectors with respect to their corresponding
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eigenvalue in descending order, one chooses the k eigenvectors corresponding to the
biggest eigenvalues in order to form the matrix ® = (6,...,6;) with ® € R**, This
matrix of eigenvectors is used to transform the initial samples onto the new, lower
dimensional subspace

s =0"x, (3.4)

with s; € R the transformed sample in the new subspace.

The authors of [131]] use this approach in order to find a plane that captures most
of the information of the trajectory of the neural network during training. By taking
different points in parameter space along the training path X = (w(l),w(z), vy 'w(l))
and then applying the PCA in order to project these samples down to k = 2 dimen-
sions, the authors find that these two components contain around 80% of the variance
of the original trajectory.

According to [135]], the time complexity of performing a PCA on the dataset X €
R¥*! ysing SVD is O (2dl2 +13 +l+dl). In the context of deep neural networks,
even though the dimension of the individual datapoints is extremely large compared
to the number of datapoints (I << d), the PCA computation is still feasible.

Recently, this approach of using PCA in order to find good directions in param-
eter space has been criticised by [9]. The authors show that using PCA on high-
dimensional random walks always results in Lissajous trajectories. They argue that
the training trajectory, if plotted using PCA, always performs the same patterns,
thereby rendering the information one can extract from the trajectory useless. In
the limit of infinite dimensions, the PCA of a random walk with arbitrary noise dis-
tribution will generate a Lissajous curve when projected down onto any two PCA
components. This is also shown with a random walk with momentum, where the first
PCA component contains around 60% of the variance, while 80% of the variance
is in the first two components. This is similar to what is being observed using the
method of [131]] for finding suitable directions in the parameter space of neural net-
works. Thus, even though this method apparently captures a lot of information of the
training path in the projected subspace, in reality this can be deceiving. The fact that
this method yields very similar Lissajous trajectories for every training run indicates
that no real information of interest is captured. Thus, another method is needed in
order to visualize the trajectories taken during training in a meaningful way.

3.3. Loss Surface Visualization through Neural Network
Eigenvectors

In order to solve the issue posed by using PCA on the high-dimensional network
weights (as discussed by [9]]), this thesis proposes using different eigenvectors of the
Hessian of the converged neural network as directional vectors in order to plot the
loss landscape together with the trajectory. The eigenvectors are computed using the
Lanczos algorithm combined with the R-operator in order to efficiently compute the
Hessian-vector product.

Figure compares three different methods used to find directions in the loss
surface in order to plot the trajectory. In the first method, two randomly initialized
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vectors are chosen, with entries drawn from a normal distribution. The resulting plot
is shown in Figure[3.2a] Next, PCA is used on a set of points in the training trajectory
of the neural network in order to extract the two directions with the highest variance.
The resulting visualization is shown in Figure 3.2b] Lastly, the proposed method
of choosing eigenvectors to plot the trajectory is presented in Figure Here the
eigenvectors corresponding to the highest two eigenvalues of the converged point are
chosen.

Al i
1

H
H
=
|
I

N - v ATV i ) I
(a) Loss landscape with trajec- (b) Loss landscape with trajec- (€) Loss landscape with trajec-
tory along two random di- tory of the same training tory of the same training
rections for LeNet on CI- run, visualized along two run, visualized along eigen-
FARI10. PCA directions with high- vectors corresponding to the
est variance for LeNet on two highest eigenvalues for
CIFARIO, as suggested by LeNet on CIFARIO.
[131).

Figure 3.2.: Depiction of the loss landscape of LeNet-5 on CIFAR-10 using three different
visualization methods. Plot (a) depicts the loss landscape along two random
directions, plot (b) depicts the use of PCA for finding directions in parameter
space and plot (c) depicts the loss landscape along the two eigenvectors which
belong to the biggest eigenvalues of the converged point.

The random direction method shown in Figure [3.2a provides little to no informa-
tion or insight into the neural network training process. All the training points of
the trajectory are projected onto a small point in space and the training path barely
moves from its initial position. The loss landscape in this projected region appears to
be very noisy and relatively flat.

On the contrary, using PCA to find meaningful directions shows the trajectory
spiraling into the minimum, which appears to be elliptical. As mentioned in Section
[3.2] the path of this trajectory is entirely predictable, as it resembles one where the
PCA is taken on a high-dimensional random walk with drift ([9]]). Thus, even though
it seems like the trajectory offers some insight into the training procedure, in reality
this method will always result in a similar trajectory when applied to neural networks
that have been trained using common stochastic gradient methods, thereby rendering
this method useless.

The method of using eigenvectors on the other hand shows how the trajectory
initially moves along the gradient of the loss and after reaching the valley it slowly
creeps towards the minimum. This method also makes it possible to pick interesting
eigenvalues that are more challenging for the optimizer. These could for example
be zero or negative eigenvalues, where the network seems to struggle or even “fail”
during training. This allows monitoring how the training trajectory behaves in these
directions.
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An example of how different eigenvectors can reveal different behaviors of the
neural network is shown in Figure [33] Figure [3.3a] depicts the loss landscape visu-
alization along the two eigenvectors corresponding to the two biggest eigenvalues of
the converged point. On the other hand Figure [3.3b] shows the same training run, but
visualized along the eigenvectors corresponding to the biggest and smallest eigen-
value of the converged point.
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(a) Loss landscape of ResNet-32 trained on (b) Loss landscape of ResNet-32 trained on
CIFAR-10 using Adam. The two directional CIFAR-10 using Adam. The two directional

vectors are the eigenvectors corresponding to vectors are the eigenvectors corresponding to
the two biggest eigenvalues of the converged the biggest and the smallest eigenvalue of the
point. converged point.

Figure 3.3.: Loss landscape of ResNet-32 for different choices of eigenvectors. Here a
ResNet-32 architecture is trained on CIFAR-10 using Adam. A learning rate of
0.001 was used and the network was trained for 30 iterations. Both plots were
generated using 20 % of the training samples. The plots have a grid size of 50
on each side. The black triangle indicates the network initialization, while the
red cross denotes the converged point of the network.

As shown in Figure [3.3a] the network finds itself in a locally convex optimization
problem along those two eigenvectors. On the other hand, Figure [3.3b] shows that
the network initially struggles to descent into the minimum, which can be due to the
fact that the loss landscape becomes much more noisy for small batch sizes. Both
of these Figures compute the loss landscape visualization for 20% of all the train-
ing samples, while the network only sees a small fraction of those at each training
step. Nonetheless, when the network converges into the minimum in Figure [3.3b]
there are two areas above and below the converged point that have a smaller value
then the converged point. This explains the saddle point structure one would expect,
given the projection along the eigenvectors corresponding to the biggest and smallest
eigenvalue. In this case the network seems to have converged to a saddle point inside
a much larger minimum.

Computing the Loss Surface Visualization Computation of the two-dimensional
loss surface visualization starts by choosing two directional vectors d;, d; in weight
space together with a point w(!) in weight space that anchors the plane with $(0,0) =
w), Next, the directional vectors are normalized using filter-wise normalization.
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In case the trajectory is visualized as well, each point of the trajectory has to be
projected onto the plane as well. Thus, for each point w(® in the trajectory, the
following equation has to be solved for o; and B;:

B (0y,B;) = w? (3.5)

which in the case of a two-dimensional plane results in:

o} +Bib; = w!) —w!! (3.6)

where b] and bj are the filter-normalized directional vectors by and b,. The last step
is to discretize the plane into a two dimensional grid. Each point of the grid refers to
a specific value of (a;,[;). At each point of the grid the corresponding loss values
are computed using z; j = L(¢(0;,B;)). The pseudocode is described in Algorithm

Algorithm 5 Calculate the loss landscape for a neural network with loss L for the /
weights along the trajectory ('w(l), ey 'w(l)). The resulting 2D landscape has N points
along each axis on the grid

Require: Weights (w(!), ..., w®)
Calculate the directional vectors (e.g. using PCA)
b1,by — PCA(w) —w?, ... w1 — )
Use filter-wise normalization
b} b5 < Normalize(by, by)
Calculate the coefficients of the training path
0, B; < Solve for a;b} + B;b5 = w® —w for each i
Calculate the loss values of the path points
zi + L(oubt 4 Bibt +w)
Calculate the loss values for each point on the grid
Make grid of N samples going from min(o;) to max (o) for the x-direction and
min(p;) to max(p;) for the y-direction of the grid
for i from O to N do
for j from O to N do
pi = i(max(o) —min(a))/N
¢; = j(max(B) — min(B))/N
zij  L(pibi+q,b3 +w()
end for
end forreturn (z1 1,...,2v )

3.4. Parallelization of Loss Surface Visualization

To speed up computation of the loss surface visualization plots, the visualization
method can be trivially parallelized. This is achieved by assigning parts of the evalu-
ation grid to different workers. After each worker has performed the computation of
the assigned subgrid, the master-worker collects their values using MPI_Gatherv. The
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pseudocode for the parallelized version is shown in Algorithm[6]and a visualization
of this method is illustrated in Figure[3.4]

Algorithm 6 Parallel visualization method. Calculate the loss landscape for a neu-
ral network with loss £ for the / weights along the trajectory ('w(l), ...,'w(l)). The
resulting 2D landscape has N points along each axis on the grid

Require: Weights (w1, ..., w®)
Calculate the directional vectors (e.g. using PCA)
by, by « PCA(wY) —w® ... w1 — )
Use filter-wise normalization
b} b5 < Normalize(by, by)
Calculate the coefficients of the training path
o, Bi <= Solve for o;b} + B;b5 = w® —w for each i
Calculate the loss values of the path points
zi + L(oyb} + Bibs +w))
Calculate the loss values for each point on the grid

77777

x and min({Bi}ic(1,..vy) to max({Bitie(1,..ny) fory
Split grid into subgrids according to number of workers p: X;,Y; fori=1,...,p
Assign part of the grid to each worker
for x in X; do

for yinY; do

Zxy < L(xb} +yb; + w)

end for
end for
Each worker has set of values Z;
Z < MPI_Gatherv(Z;)
return Z = (Zl,l s --~7ZN,N)

In order to estimate the computation time, consider again the algorithm presented
in Algorithm [5] On a square grid, the toolbox evaluates the neural network on the
training samples N2 times, with N the number of points on the grid along each di-
rection. At each grid point, the neural network has to evaluate n;, batches, where the
computation of each batch takes time T}, ference. Therefore, the evaluation time for all
points on the grid is of the order of a.+ N 2T ferencell, With some overhead o for the
computation of the PCA components, as well as for performing the filter-wise nor-
malization. For large enough N this overhead is assumed to be small in comparison.

For example, performing experiments with a ResNet-32 for a batch size of 256
and 2 batches resulted in o = 8s and T}, ference = 0.005s. Table @ shows, that the
overhead o stays constant while computation time for the loss landscape scales like
N2

Scalability As already shown in Section scalability is measured by measur-

ing the speedup
S= ﬁ, (3.7)
Ty

with T; the time for one process and 7), the time for p processes. The measurements
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Loss Landscape

Figure 3.4.: Illustration of the parallel visualization method. The grid is shown in blue and
on the left hand side the entire visualization is depicted. The parallel visualiza-
tion method splits the grid into multiple subgrids which are distributed among
the workers and each worker computes only part of the entire grid. Afterwards
all the workers send their computations back to a master-worker.

for parallel visualization were performed on a GPU cluster where each node contains
two Nvidia GTX 1080ti GPUs which are assigned sequentially by first filling one
node and then populating the next node with increasing number of ranks.

For the parallel visualization method presented in Algorithm [6] measuring the
speedup and fitting Amdahl’s law from Equation (2.88)) to the recorded datapoints

yields Figure[3.5]

61



Chapter 3: Loss Surface Visualization

Table 3.1.: Timing of loss landscape calculation and overhead for different grid sizes N
Timing in seconds
| N=2 N=10 N=50 N=100

NzTinf-erencenb 0.51 12.72 320 1890
a 821 8.01 8.09 8.11
81 —— Resulting fit with f=0.9678 +- 0.0018 e
---- Linear scaling ,»/
7 4
6.
n
o 51
=}
e
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Figure 3.5.: Strong scaling plot for the parallel visualization algorithm.

Fitting Formula [2.88]to the data results in a parallelizable fraction of f = 96.78 &
0.18%. The parallelizable fraction is very high, which is likely due to the trivially
parallelizable nature of the algorithm. Additionally, Figure [3.6] plots the absolute
runtime in minutes together with the parallel efficiency of the algorithm.
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o
o
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I
N

T T T T T T ™ T 0.0+ T T T T T T T
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Number of GPUs Number of GPUs

() Plot of the absolute runtime for the parallel vi- (b) Efficiency plot for the parallel visualization al-
sualization algorithm. gorithm.

Figure 3.6.: Depiction of the absolute runtime as well as the efficiency for the parallel vi-
sualization algorithm. Experiments were performed on a ResNet-32 network
trained on CIFAR-10.

As depicted in Figure the absolute runtime drops from around 19 minutes on
one GPU to around 3 minutes for 8 GPUs in parallel. The parallel efficiency shown
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in Figure drops down to a value of about 0.8 for 7 and 8 GPUs.

3.5. Experiments

In this section several examples are presented that investigate the behavior of dif-
ferent optimizers and networks using the method of eigenvectors of the Hessian for
visualization. Using the aforementioned parallelization techniques, this allows com-
putation at each iteration of a neural network at a reasonable timeframe. Also, in
combination with the spectral densities, this offers better insight into the training
dynamics of deep neural networks.

3.5.1. SGD with Momentum

In this experiment, the loss landscape is computed together with the training trajec-
tory of a LeNet-5 architecture that has been trained on CIFAR-10. The loss landscape
visualization as well as the eigenvalue spectra are computed for each of the 196 itera-
tions of the first epoch. During training, the batch size is set to [M(k)| = 256 and the
SGD optimizer uses a learning rate of € = 0.001 and momentum of p = 0.9. After
each iteration the parameters of the neural network model are saved onto the hard
drive.

For the loss landscape visualization a square grid with size N = 50 on each side
is chosen, with an additional border of 40% around the trajectory. For each point on
the grid 20% of all the samples in the training set are used and the loss landscape
is plotted along the two highest eigenvalues of the Hessian at the converged point.
The eigenvalue density plots are computed using the stochastic Lanczos quadrature
algorithm, with £ = 10 iterations and m = 80 iterations of the Lanczos algorithm.
These computations were done using 20% of the CIFAR-10 samples as well.

The resulting plots are shown in Figure Note that these only show a select
number of plots out of the 196 generated ﬂ Figure depicts the network during
initialization. From a global perspective one can observe from the eigenvalue spec-
trum that at initialization the network finds itself inside a relatively flat saddle point
where most eigenvalues are close to zero. Looking at the loss landscape in the di-
rection of the two eigenvectors which correspond to the two biggest eigenvalues of
the Hessian at the converged point, it can be seen that the network is close to a local
minimum in this subspace. The network struggles to escape this flat saddle point and
only manages to converge towards minima in certain directions after 89 iterations,
which is depicted in Figure In this Figure, the loss landscape plot shows that
the network has converged closer toward the local minimum. The density spectrum
reveals that the bulk of eigenvalues around zero is not as concentrated anymore and
the first eigenvalues are starting to separate from it, which indicates that the network
is starting to converge into minima in certain directions.

The last iteration of the first epoch is depicted in Figure[3.7¢| The density spectrum
reveals how there are several distinct eigenvalues bigger than zero that have separated
from the bulk, which indicates that the network has converged into a minimum in
those directions. Looking at the bulk at zero, this plot reveals that there are several

I'A video of the full trajectory can be viewed on https://youtu.be/0OAKSjp-SHlo
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(a) Loss landscape and eigenvalue density plot of LeNet at initialization.
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Figure 3.7.: Loss landscape and Hessian eigenvalue density for three out of 195 iterations.
Here a LeNet architecture is trained in CIFARI10 with using SGD with mo-
mentum. A learning rate of 0.01 was used as well as a momentum of 0.9. Both
plots were generated using 20 % of the training samples. The visualization is
depicted along two eigenvectors corresponding to the two highest eigenvalues
of the Hessian. The plot has a grid size of 50 on each side.

negative eigenvalues present, therefore the network has converged to a maximum in
these dimensions and overall it has converged to a saddle point. Looking at the loss
landscape, the network has converged into the local minimum of the subspace. The
trajectory oscillates around the minimum chaotically, which is probably a result of

64



3.5. Experiments

the fixed learning rate and the momentum which was used in the SGD optimizer. It is
also interesting to note that the loss landscape in this visualization is convex around
the entire trajectory and not only locally at the converged point.

3.5.2. Adam

This section depicts the loss landscape of a ResNet-32 trained with the Adam op-
timizer on CIFAR-10. Contrary to the SGD optimizer in Section [3.5.1] the Adam
optimizer has an adaptive learning rate. The network is trained for 60 Epochs and
the Adam optimizer uses a learning rate of € = 6 x 10~* and momentum values of
B = (0.9,0.999). The loss surface visualization uses 15% of all the training sam-
ples and visualizes the trajectory along the two eigenvectors that correspond to the
biggest eigenvalues at the converged point. The Hessian eigenvalue density spectrum
is computed using 5% of all the training samples.

The Hessian eigenvalue spectrum for epochs 0, 6 and 59 together with the loss
landscape visualization along the eigenvectors corresponding to the two big eigen-
values is shown in Figure[3.8] The trajectory in the visualization does not oscillate as
much as in the SGD case. Once the network has converged inside the minimum, the
adaptive learning rate gets smaller.

In Figure [3.8a]the network initialization is shown. Looking at the visualization plot
at the left, it appears that the network is located on the edge of a convex optimization
surface. The eigenvalue density shows that there is one distinct eigenvalue separated
from the bulk at a value of 100. Figure [3.8b] shows the network at epoch 6. Now
the network has converged towards the minimum of the convex optimization surface,
as shown in the visualization on the left. The eigenvalue density plot at the right
shows that multiple eigenvalues have separated from the bulk, with the highest one
reaching a value of around 210. Lastly, the converged point in Figure |3.8c| shows
that the network reaches the bottom of the visualized loss surface. There are more
then 10 distinct eigenvalues that have separated from the bulk sitting at zero, and
the highest eigenvalue has a value of close to 300. One can also note that the bulk
has shifted from a symmetric distribution to an asymmetric one, skewed toward the
positive side. This means that the network has slowly escaped some of the very flat
regions that represented maxima along the corresponding eigenvector.

3.5.3. Interpolation between Minima

In this section a LeNet-5 architecture is trained two times with different initializa-
tions. The network is trained on CIFAR-10 using SGD with momentum with a learn-
ing rate of € = 0.01 and a momentum step size of p = 0.9. The batch size is set
to |M(k)| = 256 and the network is trained for 10 epochs. In order to capture both
minima, the one directional vector is chosen to be the direction from one converged
point to the other. The other direction is the eigenvector corresponding to the highest
eigenvalue of one of the minima. The visualization is computed using a square grid
of size N = 50 and 20% of all samples. In order to investigate the area between the
two minima in more detail, both are connected by a straight line. At 20 equidistant
points along this line the spectral densities are computed using the stochastic Lanc-
zos quadrature algorithm with k£ = 10 iterations and m = 80 iterations of the Lanczos
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(b) Loss landscape and eigenvalue density plot of ResNet-32 trained on CIFAR-10 at epoch 6.
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Figure 3.8.: Visualization of the loss landscape and the Hessian eigenvalue density of a
ResNet-32 network trained on CIFAR-10 at different Epochs. The ResNet-32
architecture has been trained with the Adam optimizer with a learning rate of
6 x 10~* and B = (0.9,0.999). For each plot 15 % of the CIFAR-10 training
samples were used for the loss landscape visualization plots and 5 % of the
samples were used for the density spectrum computations. The loss landscape
plot was crated with a grid size of 50 on each side.
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algorithm. The results for three different points along the line are summarized in

Figure
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Figure 3.9.: Visualization of the loss landscape and the Hessian eigenvalue density at differ-
ent points on the line connecting both minima. A LeNet architecture has been
trained with two different initializations to end up in two different minima. For
both plots 20 % of the CIFARIO0 training samples were used. The loss land-
scape plot was crated with a grid size of 50 on each side.

As can be seen from the spectral densities inside both minima, the network has
converged to a saddle point, with negative eigenvalues present on the left of the bulk at
zero. There are several distinct positive eigenvalues in both cases as well, indicating
that the network has converged to a minimum in those directions. Going toward

2 A video showing all points connecting the minima can be viewed on |https:/youtu.be/SUIwPV6yU6I
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Chapter 3: Loss Surface Visualization

the middle of the interpolation, in between both minima, reveals that the network is
relatively flat at this point. All the distinct eigenvalues that are positive vanish except
one. The loss landscape plots show that the two minima seem to be located inside a
much bigger minimum. Both minima also have a similar shape and are separated by
a relatively flat region as is also indicated by the spectral density depicted in Figure
3.9b

This chapter introduced the concept of visualizing the high-dimensional loss land-
scape by projecting it down onto lower-dimensional subspaces. The drawbacks of
commonly used methods were presented, like PCA for example, and an alterna-
tive method of finding meaningful directions in parameter space was introduced. By
computing the eigenvectors of different eigenvalues of interest, one can observe the
trajectory in several different ways, which can for example reveal situations where
the optimizer struggles to converge. Next, a novel parallelization method was pre-
sented that allows for fast loss landscape computation by partitioning the underlying
grid into several subgrids which are computed by the different workers. This paral-
lelization was used together with the previously introduced parallel stochastic Lanc-
zos quadrature algorithm for fast per-iteration computations of the eigenvalue den-
sity spectra and loss landscapes for large deep neural networks. Experiments reveal
several interesting behaviors of different optimizers, for example how the optimizer
bounces around inside a minimum when using a constant learning rate. Also, the loss
landscape and the corresponding eigenvalue density spectra between two different
minima was shown for the first time.

This work can be extended in several different ways. Firstly, one can try and in-
vestigate the loss landscape and eigenvalue density spectra of different parts of the
network, for example by looking at different filters in convolutions and how those
converge during training. Secondly, one can try and investigate the behavior of dif-
ferent network structures in order to understand why certain networks are easier to
train than others for example. The same can be done for various optimizers in order to
understand why some work better than others and where these struggle to converge.
Thirdly, one can try and investigate interesting phenomena, like the large batch-size
problem [94,[199] for example.

The next chapter will use the tools from this chapter together with the eigenvalue
spectra computations in order to investigate generative adversarial networks and in-
troduce a new optimizer that is able to regularize these networks for the purpose of
preventing them from mode collapse.
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Chapter

Stabilizing GANs through
Eigenvalue Regularization

Unlike previous examples of neural networks that were used for image classification,
Generative Adversarial Networks (GANs) provide state-of-the-art results in image
generation. However, despite their impressive results, these types of networks still
remain very challenging to train. This is in particular caused by their non-convex
optimization space that can lead to a number of instabilities. Among them, mode
collapse stands out as one of the most daunting ones. This undesirable event occurs
when the model can only fit a few modes of the data distribution, while ignoring the
majority of them.

This section serves as a practical example of how loss surface visualization and
second-order information during training can help stabilize networks. Using second-
order gradient information, the GAN can be successfully trained without suffering
from mode collapse. To do so, the loss surface is analyzed through its Hessian eigen-
values, which reveals that mode collapse is related to the convergence of the network
towards sharp minima. In particular, the eigenvalues of the generator and the dis-
criminator are directly correlated with the occurrence of mode collapse. Finally,
motivated by these findings, a new optimization algorithm called nudged-Adam (Nu-
GAN) is designed, that uses spectral information to overcome mode collapse, leading
to empirically more stable convergence properties.

4.1. General Adversarial Networks

GANSs belong to the family of unsupervised generative models [1]] and consist of a
generator network (G) and a discriminator network (D). These networks are trained
within an adversarial game, in which the generator produces new samples from a
noise distribution and the discriminator tries to distinguish between real and gen-
erated samples [72]]. Within this adversarial game, the generator learns to produce
new samples that are distributed according to the desired data distribution of the real
samples. Figure . T| presents an overview of a typical GAN network.

Training can be formulated in terms of minimax optimization of a value function
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rl'l' =

Discriminator Network

Training Dataset

Figure 4.1.: Illustration of a generative adversarial network. On the lower left side the gen-
erator network gets random noise as an input and outputs a generated image.
The discriminator network on the right side has to decide whether the image
presented to it is from the training dataset (images are taken from the CIFAR-
10 dataset [114)]) or from the generator network.

G = argcl';ninmgx V(G,D). (4.1)

The goal of this adversarial game is to train the generator network to generate high
quality samples that the discriminator struggles to distinguish from the real ones, thus
returning a probability of 0.5 that a given sample is fake. Since the primary interest
lies in the generator, the discriminator can be dropped after training.

Even though GANs can be very powerful in modeling the probability distribution
underlying the set of the training data, they are hard to train. Due to the adversarial
zero-sum game played by the generator and the discriminator, their optimal solution
is a Nash equilibrium of this game. The generator and the discriminator are
neural network models, therefore their training is equivalent to the search of Nash
equilibria in a high-dimensional, highly non-convex optimization space. The most
common algorithm used for solving this optimization problem is gradient descent-
ascent (GDA) [[163]], where generator and discriminator models perform alternating
update steps using first order gradient information w.r.t. the loss function. In practice,
GDA is often combined with regularization in order to yield many state-of-the-art re-
sults on various benchmark datasets. Despite its popularity, GDA is known to suffer
from undesirable convergence properties that may lead to instabilities, divergence,
cyclic behavior, catastrophic forgetting and mode collapse [141]]. This thesis will fo-
cus particularly on mode collapse, which refers to the scenario in which the generator
only produces a limited variety of samples.
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4.1. General Adversarial Networks

Recently, many different works have tried to tackle these issues. One of the first
attempts was [181]], that used convolutional neural networks in order to improve train-
ing stability as well as the visual quality of the samples that were generated. Other
works focused on improving different aspects of GAN training, with some achieving
improvements through the use of new objective functions [[11} [193]] and additional
regularization terms [59}79]]. Other works have advanced the theoretical understand-
ing of the training of GANs. The convergence properties of GAN training using
first-order information were investigated by [[154,[159]. They show that a local anal-
ysis of the eigenvalues of the Jacobian of the loss function can provide guarantees on
local stability properties. References [22, |63]] have pushed this theoretical analysis
further, by looking at the k biggest eigenvalues of the Hessian of the loss in order to
investigate the convergence and dynamics of GANSs during training.

The goal of a generative model is to approximate a real data distribution p, with a
surrogate data distribution ps. One way to achieve this is to minimize the “distance”
between these two distributions. This process is shown in Figure f.2] In order to
minimize the distance between two distributions, the original GAN formulation used
the Jensen-Shannon divergence [[72}, [138]] between p; and p¢. This is achieved using
the feedback of the discriminator. More recently, the Wasserstein distance [225] has
also been introduced and has shown to improve GAN performance compared to the
Jensen-Shannon divergence.

During the training of a GAN, the discriminator D tries to maximize the probability
of correctly classifying a given input as real or fake by updating its loss function

Lp = Eap, l0g (D(@))] + Exvp, log(1 — D(G(2))] (42)

through stochastic gradient ascent. Here, x is a sample from the dataset and z is
drawn randomly from a specified distribution (most common examples are the normal
distribution z ~ A’(0,1) or the uniform distribution z ~ U(—1,1)). The generator
G, on the other hand, tries to minimize the probability that D classifies its generated
data correctly. This is done by updating its loss function

L6 =Eanp, log(1 — D(G(2) 43)

via stochastic gradient descent.

Thus, this joint optimization represents a minimax game between G and D, where
G learns to generate new samples that have the same distribution as p;, and D learns
to distinguish between real and generated samples. The Nash-equilibrium of this
game is reached when the generator is able to generate samples that look as if they
are drawn from the training data distribution, while the discriminator is indecisive
whether the input is generated or real, meaning that it outputs a probability of 0.5 for
each sample that is presented.

4.1.1. Training of GANs

Because the training of GANs requires joint optimization of several objectives, this
makes their convergence intrinsically different from the case of a single objective
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Figure 4.2.: Visualization of the learning process of GANs. The top plot shows samples
that are drawn from a uniform distribution. These are fed into the generator,
which outputs its generated distribution. Ideally, this generated distribution is
indistinguishable from the true distribution of the data samples. The middle
right plot depicts the generated distribution of the GAN together with the true
distribution of the samples. In the next step the discriminator has to decide
which samples are to the true and which from the generated distribution. This
is depicted in the bottom plot. Afterwards, using backpropagation (red arrows),
the parameters of the discriminator and the generator are updated. This process
is repeated for a number of steps during training. Ideally, after the training, the
generator is able to generate samples that are almost indistinguishable from the
true distribution, as is shown in the left plot.

function that is frequently encountered in deep learning (e.g. classification). In gen-
eral, the optimal joint solution to a minimax game is called Nash-equilibrium. Be-

72



4.1. General Adversarial Networks

cause the objectives are non-convex, one can only expect to find local optima in the
case where local gradient information is used. These local optima are called local
Nash-equilibria (LNE) [2].

If the GAN converges into a LNE, it has reached a point for which there exists
a local neighborhood in parameter space where neither the generator nor the dis-
criminator can unilaterally decrease/increase their respective losses. This means the
network has reached a saddle point, where the gradients of the generator and discrim-
inator vanish, while their respective second derivative matrix is positive and negative
semi-definite:

Ve Lol =[V¢Lpl| =0,

) 5 4.4)
VgLG t 0 and VcLD j 0

Here, 6 and ¢ are the weights of the generator and the discriminator respectively.

4.1.2. Evaluation of GANs

In recent years, GANs have seen a dramatic improvement in terms of image quality.
Their improvements have reached a point where it is possible to generate artificial
high-resolution faces indistinguishable from real images of humans [[107]]. Despite
their successes, it is not clear how to quantitatively evaluate and compare GANs, and
so far there is no consensus as to which metric can best capture strengths and limi-
tations of different models. One attempt at providing such a metric is the Inception
Score (IS), proposed by [193]]. This score is the most widely adopted metric as it
provides a numerical value that reasonably correlates with the quality and diversity
of output images. The IS is based on the assumption that the generator should out-
put images that can be classified and are uniformly distributed between the different
classes. The IS ranges from zero to infinity, and higher inception scores correlate
with higher quality and diversity of output images.

In order to compute the IS, the KL-Divergence is used to compute the distance
between the label distribution of different generated samples and the marginal distri-
bution of multiple samples. Since in the ideal case there would be a uniform marginal
distribution between the classes and a more focused label distribution for individual
samples, the goal is to maximize the KL-Divergence. In the case of mode collapse,
the marginal distribution is not uniformly distributed but is shifted toward certain
classes. This will reduce the IS and thus allows evaluation of the amount of mode
collapse happening in the generator.

4.1.3. Non-Saturating GAN

In practice, GANs have been found to train better when using an alternative cost
function that ensures that the generated samples have a high probability of being
classified as real by the discriminator.

A non-saturating GAN (NSGAN) is a modified version of a GAN that trains the
generator by maximizing the alternative objective
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Figure 4.3.: Plots of the different losses found in GANs. (Left) Generator losses, either
minimization of log(1 — D(G(z)) or maximization of log(D(G(z)). (Right)
Discriminator loss, maximization of log(D(x)) 4 log(1 — D(G(z)).

E.p, [log(D(G(=))]. “.5)

The intuition why NSGANSs perform better than GANSs is as follows. If the model
distribution highly differs from the data distribution, as is the case during early itera-
tions, the NSGAN is able to bring the model distribution closer to the data distribution
because the loss function generates a strong gradient. This gradient will only start to
vanish once the discriminator starts being indecisive whether the input is from the
data distribution or from the model distribution. This makes sure that the generated
samples will have already reached a distribution that is close to the data distribution
by that time. Figure [4.3] shows the loss function of the original and non-saturating
generator and discriminator, respectively.

4.2. Mode Collapse

As was explained above, mode collapse (also called mode dropping) refers to the
issue where the generator G only generates a limited amount of variety in the sam-
ples. The problem of mode collapse can arise when the discriminator is not properly
trained and thus gets easily fooled by specific images from the generator. Because of
the minimax nature of the adversarial training, the generator will exploit this weak-
ness of the discriminator by generating more samples from these classes that the dis-
criminator struggles to distinguish. On the other hand, this forces the discriminator
to only learn to detect these types of samples. In order to avoid this, the generator can
start to generate samples from a different mode and the GAN starts to cycle between
these modes [75]]. This leads to the situation where both networks have overfitted
and the GAN has collapsed into generating and predicting only a few modes of the
multimodal dataset [[75]].

There are theoretical explanations on the appearance of mode collapse ([12} [13]).
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Firstly, [[13]] finds that a discriminator network is not able to detect mode dropping if
the network has a polynomial number of parameters with respect to the dimensional-
ity of the data. Also, [[12] show that the commonly used training objective in adver-
sarial training, which does not suffer as much from vanishing gradients as the original
maximum likelihood objective function, is to blame for the missing modes. As ex-
plained in [[132], the traditional formulation for generative models used maximum
likelihood during training. Since maximum likelihood is the product of the individ-
ual densities of all the training examples, assigning low densities to certain examples
would reduce the maximum likelihood objective function. Due to this property, mode
dropping is discouraged and the model does not suffer from mode collapse. With this
in mind, model performance can easily be assessed through visual inspection.

The following section serves as an intuitive explanation on mode collapse in gen-
erative models and partly follows explanations from [75] 97, 221]]. Using maximum
likelihood for training generative models stems from using the KL-divergence [97]].
The KL-divergence measures the difference between two distributions. It is not a dis-
tance measure per se, since it is not symmetric in its inputs. In order to train a model,
such that it accurately models the underlying distribution p(x), the KL-divergence
between p(x) and the model gg(x) is minimized

0" = argminKL(p||qo) (4.6)
0
= argénianNEp[logp(x)] - xIEjp[log qo(x)] 4.7)
=argmax E [logge(x)] (4.8)
0 x~p

Because the first term in Equation does not depend on the variable 6, its gra-
dient will be zero, so it can be removed from this equation. The resulting expression
in Equation is the maximum likelihood equation. Figure depicts a bimodal
target distribution p(x) and the model gg(x) that has been trained using Equation
(@.7). One drawback of using maximum likelihood is that it tries to cover the entire
support of the underlying target distribution. As a consequence, the model has to
sacrifice its ability to accurately model p(x), which can result in low quality samples.

In order to deal with these issues, the reverse KL-divergence can be used [12]. It
swaps the order of the distributions in the KL.-divergence such that

0" = argminKL(qe||p) (4.9)
0
=argmin E [logge(x)]— E [logp(x)]. (4.10)
6 X~qe x~qe

Note that in this case the samples are drawn from the model instead of the target dis-
tribution. Therefore the second term in Equation (4.10) can not be omitted. This term
tries to maximize the expected value of the target distribution given samples from the
model distribution, meaning that any sample drawn from gg should be close to p(x).
In theory, the model could collapse onto a single point which is extremely close to
the true distribution. The first term in Equation (4.10) prevents this from happening.
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Figure 4.4.: Visualization of the difference between minimizing the Kl-divergence and the
reverse KL-divergence. In both plots the target distribution is represented by
p(x), which is a mixture of Gaussians. The first Gaussian has mean y; = 0
and standard deviation 61 = 1, while the second Gaussian has mean y; = 10
and standard deviation 6, = 2. The model distribution gg(x) is a Gaussian
distribution which contains two parameters 6 = (u,c), the mean and standard
deviation of the distribution. In both cases the optimization was performed
using an Evolutionary Strategy (ES) with Monte-Carlo sampling. In this
example, the distribution p(x) represents a bimodal distribution.

This term describes the negative entropy of the model distribution, therefore Equa-
tion (@.10) tries to maximize the entropy of gg, which spreads its probability mass,
thus countering the effect of the second term.

Figuredepicts a bimodal target distribution p(x) and the model gg(x) that has
been trained using Equation . The parameterized distribution gg(x) learns to
accurately model one mode of the target distribution, while ignoring its second mode.
Thus, training using reverse KL-divergence can lead to more accurate samples, but it
is prone to mode collapse. For real world datasets, the true distribution p(x) is rarely
known, so evaluating Equation (#.10) is impossible.

Nowadays, generative models like GANs have shifted away from using maximum
likelihood during training and thus there is no guarantee whether the network sacri-
fices its ability to accurately model the diversity of the underlying data distribution in
order to generate samples with higher quality. GANs minimize the following general
objective function [[75]:

0" =argminmax | L(fe(x), fe(X)). (4.11)

0 ¢ x~pirqe

In this example the generator model is given by g and the discriminator model by f¢.
Similar to the above examples of the forward and reverse KL-divergence in Equations
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(4.6)-(4.10), Equation (4.11)) also minimizes a divergence, given by

max E  L(fe(x),fe(%)).

x~p.X~qg

This divergence is learned by the discriminator network and the structure of the loss
function L determines the type of divergence. For example, [[167]] shows that

L(fe(x), f¢(£)) = —exp(fe(x)) + 14 fe(£)

is consistent with the reverse KL-divergence formulation.
Many early GANs used the following loss function

L(fe(x), f¢(%)) = log f¢(x) +log[1 — f¢ (£)]

which was also introduced in Equation (4.2). This expression is equivalent to mini-
mizing the Jensen-Shannon divergence [[167]], which consists of the forward and the
reverse KL-divergence and has been found to suffer from mode collapse as well.

In summary, using the maximum likelihood method results in more stable training,
prevents mode dropping and allows for an easy assessment of model performance.
The downside of using maximum likelihood can be the poor quality of the samples
generated after training, since most of the models capacity is used for covering the
entire support of the true data distribution. Moving to a method that does not require
the model to cover the entire support of the true data distribution, as seen in the
example of the reverse KL-divergence or GAN objective function, has the benefit
that the model is able to produce samples of higher quality, though it can come at the
expense of mode dropping. Also, there is no straightforward way of assessing model
performance anymore.

4.3. Loss Surface of GANs

This section introduces the loss landscape visualization of GANs. This will be helpful
for better understanding the non-convergent nature of GANSs and the general problem
of LNEs. The loss landscape visualization features 2D visualization as well as plots
of the biggest eigenvalue of the generator and the discriminator during training.

The loss landscape of GANSs has been studied before [[22,|154] . In [[22]], the authors
study the training dynamics of GANs by observing their game vector-field, which
is the gradient of the generator loss and the discriminator loss taken with respect
to their respective parameters. They are able to show for real datasets that GAN
training involves rotations around local stable stationary points of the game vector-
field. Furthermore, the authors provide evidence that the generator does not converge
into a local minimum, but into a saddle point instead.

This thesis computes the loss landscape visualization of an NSGAN that is trained
for 180 epochs. Additionally, the two biggest eigenvalues of the generator and the
discriminator at the converged point are computed. These serve as the directional
vectors for the loss landscape visualization. Figure {.5] shows the loss landscape
and the training trajectory of the NSGAN after 180 epochs. The left plot shows
the generator while the right plot displays the trajectory and loss landscape of the
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Figure 4.5.: Logarithmic loss landscapes with trajectory of the same training run, visualized
along eigenvectors corresponding to the two highest eigenvalues of NSGAN on
MNIST.(Left) Generator loss landscape. (Right) Discriminator loss landscape.

discriminator. These plots show that the discriminator on the right hand side starts
descending toward a minimum, while the generator on the left hand side finds itself
in a very chaotic loss landscape where it bounces around inside a certain area. These
findings are in line with the second-order literature on GANs [22].

After gaining some intuition on the training dynamics of GANs and their problem
to find and stay at an LNE, the goal is to gain insight into the issue of mode collapse.
Empirical evidence is provided of a plausible relationship between mode collapse and
the behavior of the eigenvalues of the generator and discriminator networks. This is
achieved by evaluating the spectral density of the model throughout the optimization
process. In the first experiment, the largest eigenvalues from the generator as well
as discriminator network are computed for each epoch, together with the inception
score. Several experiments are conducted, in which the original non-saturating GAN
architecture is trained on the MNIST, Kuzushiji, Fashion and EMNIST datasets. Fig-
ure[.6|depicts the biggest eigenvalue of the generator and discriminator together with
the Inception Score for each of those datasets. There are several patterns of interest
present in each experiment:

First, the evolution of the eigenvalues of the generator and discriminator behave
visually very similar. In particular, when the discriminator exhibits an increasing ten-
dency in its eigenvalues, the generator does so as well. Second, it is observed that the
correlation between the top-k eigenvalues of the generator and discriminator is very
high. The observed correlation in all the setups ranges from 0.72 up to 0.90. Third,
there seems to exist a connection between the inception score and the behaviour of
the eigenvalues. The eigenvalues and the inception score seem to be inversely corre-
lated, as there are sections where the eigenvalues have a decreasing tendency while
the IS tends to increase and the exist other sections where it is the other way around.
Moreover, note that all the models start to suffer from mode collapse after 25 epochs
(approximately when the eigenvalues tendency changes and starts to increase).

The empirical observations found in this analysis lead to the conclusion that eigen-
values can give an indication on the state of convergence of a GAN, as pointed out
in [22]. Furthermore, experiments indicate that the eigenvalue evolution is correlated
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Figure 4.6.: Evolution of the top k-eigenvalues of the Hessian from generator (gen) and
discriminator (disc), and the correspondence IS over the whole training phase.
The correlation score is measured between the generator and the discriminator.

between the generator and discriminator network and these are correlated with the
likely occurrence of a mode collapse event.

4.4. NudgedAdam: Preventing GANs from Mode Collapse

Using the insights gained from the experiments in the previous section, this thesis
presents a new optimizer that aims at reducing the probability of a mode collapse
event. In order to prevent the neural network from converging into sharp minima
during the optimization, the gradient information in the direction of high eigenvalues
is removed. This keeps the network from converging into sharp minima by ignor-
ing these directions in the loss landscape and thus converging into wider minima.
NudgedAdam is an optimizer inspired by [[102]], that ignores gradient information
in the direction of the eigenvectors of the k biggest eigenvalues. It is based on the
Adam optimizer but can theoretically be extended to any optimizer that uses gradient
information.

Given the biggest k eigenvectors u; and the gradient g at a specific point, the eigen-
vector directions are removed by

k
g =g-) <gu>uy (4.12)
i=1

with g* the resulting gradient that is then used by the regular Adam optimizer. Using
this technique, it is possible to create a multitude of nudged versions of popular opti-
mizers, like SGD for example, by using g* instead of the true gradient g. A sketch of
how the nudged optimizer works is shown in Figure The eigenvectors are com-
puted by using the Lanczos method together with the R-operator, which allows fast
computation of eigenvalues and eigenvectors without having to store the full Hessian.

The NSGAN is trained using the NudgedAdam optimizer for 180 epochs. The goal
is to prevent the network from suffering from mode collapse. Figure |4.8|shows the
results from this training where only the top-2 eigenvectors are subtracted from the
gradient information. The top row shows samples of the NSGAN generator trained
with the regular Adam optimizer at epoch 2, epoch 25 and epoch 160. The bottom
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Nudged Gradient Descent

Figure 4.7.: Depiction of the idea behind NudgedAdam. This figure depicts Himmelblau’s
function on the domain w € [0,5] x [0,5]. The starting point is located at
w = (3.5,3). The red and orange arrows depict the two eigenvectors u; and
uy respectively (Their respective eigenvalues are shown in parentheses next to
the vectors). The initial gradient g is shown in black, while the final, nudged
gradient g* is shown in white. One can see that while the original gradient
points towards the center of the minimum, the nudged gradient points perpen-
dicular to it, thus avoiding the convergence into the potentially sharp minimum.

row depicts samples of the NSGAN generator trained with Nudged Adam at the same
epochs. Looking at the inception score of the NSGAN trained with each optimizer,
it becomes evident that the network trained with Adam suffers from mode collapse
while the network trained with NudgedAdam does not. This can also be seen in the
generator samples at epoch 160. The top row displays much more 1-images compared
to all the other numbers. This mode collapse is not present in the bottom row, where
the network was trained with NudgedAdam.

The full spectrum of the Hessian of the generator as well as the discriminator
at different stages of training is depicted in Figure 4.9] The first column shows the
eigenvalue spectra of the NSGAN trained with Adam. Looking at the generator spec-
trum, one interesting observation to make is that the spectrum stays symmetric during
all stages of the training. At epoch 160 there are seemingly as many negative eigen-
values present as there are positive ones. The discriminator on the other hand falls
into a minimum, with the largest eigenvalues reaching values of around 350. On the
right column, the NSGAN is trained with the Nudged Adam optimizer. There are still
negative eigenvalues present in the spectrum of the generator, which indicates that the
converged point that was reached during training is not an LNE (c.f. Formula[#.4). In
both cases, the generator only reaches a saddle point. The discriminator of the GAN
trained with the Nudged Adam optimizer converges into a minimum, though this min-
imum is much flatter than the case where the network was trained with Adam. An
interesting observation is the connection between the eigenvalue spectra and mode
collapse. In the left column, where mode collapse happened, the generator spectrum
is much more spread out around zero compared to the right column. Also, the dis-
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Figure 4.8.: (First row) Evolution of the top-k eigenvalues of the Hessian, the IS and random
generated samples at different epochs of NSGAN on MNIST. (Second row)
Comparison of IS evolution of NSGAN and NuGAN, and random generated
samples at different epochs of NuGAN.

criminator spectrum has eigenvalues that are much higher compared to the network
trained with nudgedAdam on the right column.

Table . T|shows more quantitative results that show the benefit of the Nudged Adam
optimizer approach. The Table compares the inception score for both optimizers
evaluated on four different datasets. In all cases, the NudgedAdam approach achieves
a higher mean and also maximum inception score than the Adam optimizer.

Table 4.1.: Mean and max IS from the different datasets and methods (with and without
mode collapse). Higher values are better.
Methods NSGAN NuGAN
mean max mean Imax
MNIST 430 7.03 7.14 8.46
Kuzushiji 524 650 6.12 7.20
Fashion 574 6.82 635 720
EMNIST 3.77 7.02 8.53 7.67

These quantitative results together with the visual inspection of the image quality
suggest that the NuGAN algorithm has a direct influence on the behavior of the eigen-
values and the loss landscape of the adversarial model, resulting in the avoidance of
mode collapse.

In summary, experiments show that the algorithm does not converge to an LNE,
while still achieving good results with respect to the evaluation metric (the Inception
Score). This raises the question whether convergence to an LNE is actually needed
in order to achieve good generator performance of a GAN.

This chapter introduced the concept of generative adversarial networks and ex-
plained how these generative networks can suffer from mode collapse during training.
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Figure 4.9.: Plots of the whole spectrum of the Hessian at different stage of the training

on MNIST. (First column) Results on NSGAN: we can identify an abnormal
behaviour (mode collapse) in the generator at epoch 160. (Second column)
Results on NuGAN: the spectrum remains stable during the whole training.
We can observe how the discriminator for both cases finds local minima, while
the generator remains all the time in a saddle point.

Using the visualization methods introduced in the previous chapter, the eigenvalues
of the generator as well as discriminator network were computed. These reveal how
the top-k eigenvalues of both those networks are correlated with each other. Further-
more, the inception score, a measure of the amount of mode collapse in the network,
is negatively correlated with the top-k eigenvalues of the network. Using this intu-
ition, NudgedAdam was introduced, an optimizer that steers away from sharp minima
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by removing gradient information in the direction of the eigenvectors related to the
biggest eigenvalues of the Hessian. This results in more robust GANs that do not suf-
fer from mode collapse during training. Also, for the first time, the full spectral den-
sities of the generator and discriminator eigenvalues are displayed for different stages
of training. The spectrum of the discriminator trained with NudgedAdam shows that
it has converged into a flatter minimum than the one that suffers from mode collapse.
Also, the spectrum of the generator trained with NudgedAdam reaches a saddle point
that is flatter than the generator of the GAN that has collapsed.

These results are promising and future research can extend this line of work. One
could investigate the difference between the type of GANs featured in this work and
GANSs that use convolutions. These still suffered from mode collapse after training
them with NudgedAdam, therefore it would be interesting to see their eigenvalue
spectrum and how they differ from other GAN architectures. This could also result
in another type of optimizer that is able to regularize GANs that use convolutions in
order to prevent them from suffering from mode collapse.
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Chapter

Proximal Gradient Methods

Proximal gradient methods belong to the class of successive convex approximation
(SCA) methods [198]], which approximate the objective function with a (strongly)
convex approximation at every iteration. Contrary to second-order methods, which
try to minimize the quadratic approximation of the objective function at every it-
eration, SCA methods are not limited to quadratic approximations and any specific
structure of the objective function can be leveraged in order to design convex ap-
proximations. In theory, this algorithm only requires the first-order information in
order to converge, though incorporating approximations that preserve the structure
of the objective function can enhance its practical convergence [[198]]. Proximal gra-
dient methods are one way to design a surrogate objective function that is strongly
convex and can be easily computed. Thus, contrary to second-order methods, SCA
algorithms can be both more efficient to compute strongly convex approximations of
the original objective function while also being able to incorporate more information
than just solving a quadratic approximation of the original problem.

This chapter considers the problem of training structured neural networks with
nonsmooth regularization (e.g. ¢;-norm) and constraints (e.g. interval constraints).
As shown previously, many methods aim at reducing the size of very large neural
networks with minimal sacrifice to their performance. Often times, this is achieved
through regularization terms that are non-differentiable at some points in the param-
eter domain (e.g. ¢;-norm). This chapter will start by first explaining the issue that
arises from the commonly used subgradient method that is used for training neural
networks with nonsmooth regularization. Next, the proximal operator as well as the
proximal point algorithm and the proximal gradient method are introduced as a solu-
tion to the training of nonsmooth objective functions. All these explanations will be
in the context of the deterministic setting. Afterwards, the next subsection focuses
specifically on the training of neural networks and deals with the stochastic setting of
training neural networks. To this end, the training of neural networks is formulated
as a constrained nonsmooth nonconvex optimization problem.

Next, a convergent proximal-type stochastic gradient descent (ProxSGD) algo-
rithm is proposed. Under properly selected learning rates, it is shown that with
probability 1, every limit point of the sequence generated by the proposed ProxSGD
algorithm is a stationary point. Finally, in order to support the theoretical analysis
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and demonstrate the flexibility of ProxSGD, the last section will focus on the training
of neural networks with £;-regularization and provide extensive numerical tests that
show how ProxSGD can be used to train sparse neural networks through an adequate
selection of the regularization function and constraint set.

5.1. Proximal Gradient Optimization

Many of the techniques that are used to reduce the size of large neural network models

rely on using regularization, like ¢ -regularization, in order to introduce unstructured

sparsity into the model. Applying gradient descent methods to these objective func-

tions involves computing the gradient of a term that is not differentiable at a certain

point in its domain. The common solution to this problem is to compute the subgradi-

ent of the function, which exists even though the function itself is non-differentiable.
The subgradient g of a function f(w) at a specific point w is defined as:

f(z) > f(w)+g" (z—w) (5.1)

for all z € domf. The subdifferential d f (w) is the set of all possible subgradients at
w, and a function is called subdifferentiable if it is subdifferentiable at all w € domf.

As an example, consider f(w) = |w|, which is non-differentiable at w = 0. Apply-
ing Equation to this example:

|z = gz (5.2)
>g7—g<1 if z>0
cogeme=n o T (5.3)
—z>2gz—g=>—1, ifz<0
54
which results in g € df(w = 0) = [—1, 1]. Non-differentiable functions that are subd-

ifferentiable include the Hinge loss, ReL.U activation functions, Max-Pooling layers
and the /;-regularization. Their subdifferential is shown in Figure

Even though the subgradient method is often times called the subgradient descent
method, it is not a descent method per se. There is no guarantee that a step in the
direction of the negative subgradient will result in a lower objective value, no matter
the step size (see [[168|] Chap. 6 for an in-depth discussion). An example of this can
be seen in Figure[5.2]

Applied to deep neural network training, using the visualization tools introduced
in the previous sections reveals that regular stochastic subgradient descent with mo-
mentum struggles to converge to sparse solutions for objective functions with ;-
regularization. Figure shows the trajectory of a ResNet-32 architecture trained
on CIFAR-100 for 100 epochs. In order to generate the plots two parameters were
randomly selected among all parameters of the converged network with an absolute
value smaller than 10~7. The plot depicts the trajectory along these to randomly
selected parameters. One can see that the network struggles to force the parame-
ters towards zero, and their value oscillates while slowly approaching zero. Once
the parameters are close to zero, they start to bounce around without converging ex-
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f(x), of(x)
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Figure 5.1.: Visualization of (a) the hinge loss, (b) the ReLU function and (c) the absolute
value function together with their corresponding subdifferentials.

actly to this value. The final value of the parameters after 100 epochs of training is
(wi,w5) = (—1.9x 1078, -3.4x 1078).

In order to deal with non-differentiable functions that are subdifferentiable, the (lo-
cal) minimum of the objective function f(w) is evaluated by finding the zero vector

of its subdifferential df:
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Subgradient at w = (1, 0)

Figure 5.2.: Depiction of the contour lines of an objective function f(wy,w;) together with
the optimum at w* = (—1/3,0), and the point w = (1,0). The objective func-
tion is f(wy,wz) = max (—wi, 1/2w] +1/2(wa+1)%,1/2w} +1/2(wy — 1)?).
At the point w, the subgradient g € of (w) is g = (1/2,1). The direction of the
next iteration implied by the subgradient method is shown by the arrow —g.
Observe that no step size will result in a reduction of the objective function.

min f(w) (5.5)
0 € df(w) (5.6)
0 € A\f (w) (5.7)
w € (I+2f)(w) (5.8)
w = (I+2f) " (w) (5.9)

The resulting expression on the right-hand side of Equation (5.9) is the resolvent of
the subdifferential operator [[173]]. Points that satisfy this resolvent equation coincide
with solutions to Equation (5.5) [187]]. The resolvent of the subdifferential can be
rewritten as follows:

ze (I+Mf) " (w) (5.10)

w e (I+Mf)(z) (5.11)

0 Gaf(z)—i-%(z—'w) (5.12)
1

0€2. (1(2)+ 55 12 - wlf (5.13)

z = argmin (f(v)+%|]v—w||§> (5.14)

z = prox ¢(w) (5.15)
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(a) Loss landscape visualization of ResNet-32 trained with stochas-
tic subgradient descent on CIFAR-100. The starting vector is
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(b) Closeup of the loss landscape visualization. One can see how pa-

rameter wy slowly converges toward zero while wy oscillates around
zero.

Figure 5.3.: Visualization of the trajectory of a ResNet-32 architecture trained on CIFAR-
100 for 100 epochs. The network was trained with a batch-size of 128, a learn-
ing rate of 4.91 x 107 and momentum of 0.9. The value of the regularization
parameter is set to u = 0.001. The learning rate was determined using random-
search. The network reaches a final validation accuracy of 34.48%.

One can see that Equation (5.14) minimizes a convex function, which is the sum
of function f(w) and the squared ¢,-norm, which is strongly convex. The right hand
side of the equation is called the proximal mapping of f and is defined as follows
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1
prox; ;(v) = argmin <f(w) + > l|lw— v||§> (5.16)

There are cases where there exist closed form solutions to the proximal operator.
Some examples will be shown in the next section. The proximal operator allows for
a proper treatment when dealing with non-differentiable functions that are subdiffer-
entiable. Contrary to the commonly used subgradient method, using the proximal
operator results in true descent methods for appropriately chosen step sizes.

The proximal point algorithm [[187]], which allows to converge to the set of mini-
mizers of a closed proper convex function f, is given by:

w* Y = prox ((w)). (5.17)

The function f is minimized by the point w* if and only if

w” = prox, ¢(w”*) (5.18)

It can be shown that the proximal point algorithm can be interpreted as disappearing
Tikhonov regularization or as a backward Euler method for solving the gradient flow
for f [173]].

The proximal gradient method, on the other hand, is used to converge to the set
of minimizers of a composite objective function. In order to derive the proximal
gradient method, consider the following objective:

min f(w) + r(w) (5.19)

where f is smooth (differentiable and L-Lipschitz continuous) and r convex and non-
smooth. The proximal gradient method is derived as follows:

min f(w) + r(w) (5.20)

0 € Vf(w)+dr(w) (5.21)

0 € AV f(w) +A0r(w) (5.22)

w € AV f(w) + (I 4+ Adr)(w) (5.23)

w— AV f(w) € (I+Ar)(w) (5.24)
w = (I+2r) " (w - AV f(w)) (5.25)

w = prox,, (w — AV f(w)) (5.26)

The proximal gradient algorithm for minimizing the objective function f(w)+ r(w)
is thus given by

w* = prox, (w(k) - 7Lka(w(k))> : (5.27)

Note that typically there are different ways to split the objective functions into dif-
ferent terms. Different splits will result in different implementations of the proximal
gradient method (see [18] for different examples).

The composite objective function is minimized by the point w™ if and only if
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w* = prox,, (w* — AV f(w")). (5.28)

As explained above, the subgradient method is not a descent method and is
thus slow to converge in many situations where the objective function is non-
differentiable. This is especially true for neural network optimization, where the
network often times consists of non-differential functions like ReLU activation
functions and Max-Pooling layers, or the objective function is regularized by
non-differentiable functions, like the commonly used ¢;-regularization.

Proximal gradient methods serve as a solution for properly handling this problem.
Faster (or any) convergence is especially valuable for very large neural networks,
where each iteration is very time consuming and resource intensive. A toy example,
which is shown in Figure[5.4] serves as a visual example of the difference in conver-
gence between the subgradient method compared to the proximal point algorithm.

The rest of this chapter will focus on the problem of training neural networks under
constraints and regularization. It is formulated as an optimization problem

* 1 i 5.29
e Yl )40, 02
H—/
2f(w)

where w represents the parameter vector to optimize, y; is the i-th training exam-
ple which consists of the training input and desired output, and m is the number of
training examples. The training loss f is assumed to be smooth and nonconvex with
respect to w, the regularization r(w) is assumed to be convex but nonsmooth, proper
and lower semicontinuous, and the constraint set W is convex and compact (closed
and bounded).

Commonly, SGD is used to solve an optimization problem when r(w) =0
and W = R". At each iteration, a small batch of m training samples is randomly sam-
pled, and the resulting gradient is an unbiased estimate of the true gradient. Therefore
SGD usually moves in the descent direction, see [23]]. SGD can be sped up by re-
placing the current gradient estimate with momentum that aggregates all gradients
from past iterations. Despite the success and popularity of SGD, its convergence has
been an open problem. Assuming f is convex, the convergence analysis was first
attempted in [[110]] and later concluded in [[185]]. The proof for non-convex f is given
later in [38, |128]].

The regularization function r is commonly used in machine learning to promote a
certain structure in the optimal solution, such as sparsity as in feature selection and
compressed sensing, or a zero-mean-Gaussian prior on the parameters [14, 29]]. It
can be interpreted as a penalty function because the value r(w*) will be small at the
optimal point w* of problem . The Tikhonov regularization r(w) = ul|w||3
for some specified constant u, for example, can be used to reduce ill-conditioning
and ensure that the size of the weights does not become excessively large. Another
commonly used regularization, the £;-norm where r(w) = pllw||; = uY_, |w;| (the
convex surrogate of the £p-norm), would encourage a sparse solution. In the context
of neural networks, it is used to (i) promote a sparse neural network (SNN) to alle-
viate overfitting and to allow for improved generalization, (ii) accelerate the training
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(a) Subgradient method trained for 50 iterations using a decaying learning rate defined by & = 1/t.
This method is not able to converge to the optimal point after 50 iterations. The path through the

loss landscape oscillates around the wy = 0 axis.
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(b) Proximal point method trained for one iteration with A = 10. This figure depicts the contour plot

of the function f(w), together with the contour lines of the objective function inside the proximal
operator for v = (3,3.5). The minimum of the function that is minimized by the proximal operator
coincides with the minimum of f(w).

Figure 5.4.: Visualization of the difference between the subgradient method and

proximal point method. The objective function is f(wy,wy) =
max (—wy,1/2w? +1/2(wy + 1)3,1/2w3 +1/2(wa — 1)),  with the opti-
mal point depicted by the red cross at w* = (—1/3,0). Both methods are
initialized at w(® = (3,3.5). Plot (a) shows the subgradient method for 50
iterations with decaying learning rate & = 1/t. This learning rate schedule
yields the best result compared to different constant learning rates. Plot (b)
shows the proximal gradient method, which converged after one iteration. This
plot also depicts contour lines of the objective function that is minimized in
the proximal operator. In this example the scaling parameter is set to A = 10.
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process, and (iii) prune the network to reduce its complexity, see [146] and [65] as
well as Section [2.2] for more detail.

Technically, analyzing the regularizations is difficult since several regularly used
convex regularizers, such as ¢;-norm, are nonsmooth. When w = 0, the gradient of |w|
in current TensorFlow [[152] implementations is simply set to zero. As explained in
Section[5.1] this is the stochastic subgradient descent method, which usually exhibits
slow convergence rate. Magnitude pruning and variational dropout are two further
strategies for promoting an SNN, see [[65].

Although regularization can be interpreted as a constraint from the duality theory,
it is sometimes preferable to employ explicit constraints, such as Zw? < a, where the
summation is over the same layer’s weights. This is useful when it is already known
how to choose o.. Another example is the weights’ lower and upper bounds, which are
! <w < u for specified [ and u. Constraints, unlike regularization, do not encourage
weights to stay in a local neighborhood of the initial weight. For further information,
see Chapter 7.2 of [[76]]. The set W represents such explicit constraints, but stochastic
gradient algorithms pose an additional challenge because the new weight obtained
from the SGD method (with or without momentum) must be projected back to the
set W to preserve its feasibility. However, because projection is a nonlinear operator,
the random gradient’s unbiasedness would be lost. As a result, constrained problem
convergence analysis is substantially more involved than convergence analysis for
unconstrained problems.

The rest of this chapter will propose a convergent proximal-type stochastic gradi-
ent algorithm (ProxSGD) to train neural networks under nonsmooth regularization
and constraints. It turns out momentum plays a central role in the convergence anal-
ysis. The next section will establish that with probability 1, every limit point of the
sequence generated by ProxSGD is a stationary point of the nonsmooth nonconvex
problem (5.29). This is in sharp contrast to unconstrained optimization, where the
convergence of the vanilla SGD method has long been well understood while the
convergence of the SGD method with momentum was only settled recently. Never-
theless, the convergence rate of ProxSGD is not derived and is worth further investi-
gating.

5.2. ProxSGD

In this section, ProxSGD is described, a new proximal algorithm for training deep
neural networks with convergence guarantee.

Background and setup The following blanket assumptions on problem (5.29) are
made.

s fi(w, y(i>) is smooth (continuously differentiable) but not necessarily convex.

* Vuw fi('w,y(")) is Lipschitz continuous with a finite constant L; for any y(®.
Thus Vf(w) is Lipschitz continuous with constant L = Ly 1.

* r(w) is convex, proper and lower semicontinuous (not necessarily smooth).
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* W is convex and compact.

The goal is to develop algorithms that can find a stationary point of (5.29). A
stationary point w* satisfies the optimality condition: at w = w*,

(w —w*) 'V f(w*) + r(w) — r(w*) > 0,Yw € W. (5.30)

When r(w) = 0 and W = R”, the deterministic optimization problem can
be solved using the (batch) gradient descent method for unconstrained optimization.
As previously stated, computing the gradient of the complete dataset (which com-
prises of m training samples) at each iteration is computationally expensive. Instead,
the gradient is estimated by a minibatch of my training examples. Denote the mini-
batch by M: its elements are drawn uniformly from {1,2,...,m} and there are my
elements. Then the estimated gradient is

1 R
g(k) a b Z Vf,-('w(k),y(’)) (5.31)

my ieM

and it is an unbiased estimate of the true gradient.

The proposed algorithm  The instantaneous gradient g(¥) is used to form an aggre-
gate gradient (momentum) v*), which is updated recursively as follows

v = (1= p)o® Y +prg, (5.32)

where py is the stepsize (learning rate) for the momentum and py € (0, 1] ﬂ
At iteration k, the following approximation subproblem is solved and its solution
is denoted as w(w®,v® ¥, or simply w®

@® £ argmin {(w —w®) Ty 4 l(w — w7 diag(t®) (w —w®) + r(w)} .

weW 2
(5.33)
A quadratic regularization term is incorporated so that the subproblem (5.33) is
strongly convex and its modulus is the minimum element of the vector T%), denoted
as T, and T, = min;—;__y(t®));. Note that 1, should be lower bounded by a positive
constant that is strictly larger than zero, so that the quadratic regularization in
will not vanish.
The difference between two vectors @w*) and w®) specifies a direction starting at
w® and ending at w®). This update direction is used to refine the weight vector

wkD) — ® +gk(@(k) _w(k))’ (5.34)

where € is a stepsize (learning rate) for the weight and € € (0, 1]. The learning rate
allows choosing a specific point along this line. Note that w**1) is feasible as long
as w®) is feasible, as it is the convex combination of two feasible points w*) and
w™® while the set W is convex.

Note that this definition differs from the aggregate gradient that is sometimes used in the definition
and implementation of optimizers like SGD with momentum or Adam, which is given by vk =

prv®=1 4 (1—py)g®).
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The preceding steps (5.31)-(5.34) are summarized in Algorithm [7] which is re-
ferred to as proximal-type Stochastic Gradient Descent (ProxSGD), because the ex-
plicit constraint w € W in can also be formulated implicitly as a regularization
function, more specifically, the indicator function dyy(w). The indicator functions aid
in the projection of any solution back onto the constrained set W. If all elements of
1K) are equal, then @) is exactly the proximal operator

S|
+ —r(w) + dw(w) }

@w™® = argmin {Hw — <w(k) — lv(k)>
w Tk 2 Tk

1

Algorithm 7 Proximal-type Stochastic Gradient Descent (ProxSGD) Method

Input: w® ¢ W, v(-1) =0,k=0, T, {Pr}izos {&x}izo-
fork=0:1:T7 do

1. Compute the instantaneous gradient g% based on the minibatch M
1 .
gV =Y Vyfi(w® yD).
UL ieMy
2. Update the momentum: v*) = (1 —p;)v*=D 4 p, g

3. Compute w *®) by solving the approximation subproblem:

%) = argmin { (w —w®)p® 4+ 1(w — w7 diag(t)) (w — w®) + r(w)} .

~(
w
weW 2

4. Update the weight: w*!) = w® + g (w®) —w®),

end for

The ProxSGD optimizer in Algorithm[7 has a comparable structure to various SGD
algorithms, both without and with momentum, as shown in Table and it allows
several existing algorithms to be interpreted as special cases of the proposed frame-
work. In SGD, for example, no momentum is used, which translates to setting py =1
in Algorithm[/| The learning rate for momentum in ADAM is a constant p, while the
learning rate for the weight vector is given by £/(1— p¥) for some €, which essentially
equates to setting p; = p and &, = &¢/(1 —p¥) in Algorithm This interpretation also
implies that the proposed convergence conditions will suffice for existing methods
(although they are not meant to be the weakest conditions available in literature).
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5.2. ProxSGD

Solving the approximation subproblem Since is strongly convex,
w™® is unique. Generally w® in does not admit a closed-form expression and
should be solved by a generic solver. However, some important special cases that are
frequently used in practice can be solved efficiently.

e The trivial case is W = R" and r = 0, where
@ = w® ¥ _ (5.35)

where the vector division is understood to be element-wise. When W = R”
and r(w) = yl|lwl||;, @* has a closed-form expression that is known as the
soft-thresholding operator

(k)

(k)
w® — S (w(k) _ :(k)> ’ (5.36)

where Sg (b) = max(b— a,0) —max(—b— a,0) [14].
o If W =R" and r(w) = ul|w||, and 7¥) = tTI for some T, then [173]

a® — { (1= g/ rw® — v |5) (w®) —o® /1), if rw®) — B, >4,
0, otherwise.
(5.37)
If w is divided into blocks w1, w»,..., the ¢;-regularization is commonly used to
promote block sparsity (rather than element sparsity by ¢;-regularization).

e When a bound constraint I < w < w exists, @¥) can be simply obtained by first
solving the approximation subproblem (5.33)) without the bound constraint and then
projecting the optimal point onto the interval [I, u|. For example, when W = R”" and
r=0,

01"
ok — [wuc)_”] , (5.38)

with [w]¥ = clip(w,!,u) £ min(max(w,1),u).
e If the constraint function is quadratic: W = {w : |w]||} < 1}, @ has a semi-

analytical expression (up to a scalar Lagrange multiplier which can be found effi-
ciently by the bisection method).

Approximation subproblem This paragraph will explain why the weights are up-
dated by solving an approximation subproblem . First, fdenotes the smooth
part of the objective function in . Clearly it depends on w*) and v¥) (and thus
M), while w®) and v®) depend on the old weights w(®, ..., w®*~Y and momentum
v . v*D Define F(k) £ {w(o),...,w(k>,M0, ...,M} as a shorthand notation
for the trajectory generated by ProxSGD. Formally write fas

fw;F(k)) 2 (w—w®)Tv® + %(w —w®) diag(t®)(w —w®).  (5.39)
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It follows from the optimality of @) that
Fao®:EE)) +r(w®) = f(@Y:F®) +r(@®).
After inserting (5.39) and reorganizing the terms, the above inequality becomes
(@® —wTp® 4 r(@®) — r(w®) < -1 | w® — w3 (5.40)
Since V f(w) is Lipschitz continuous with constant L, it follows that

S D) (D) — (7w 4 r(w)
< (@) w7V f(wh) + 2wt ) —aw® 3+ (wh ) - r(w®) 54D

<o (@1~ w7 V() +r(@%) - r(w) + Seu| @ - w3,
(5.42)

where the first inequality follows from the descent lemma (applied to f) and the
second inequality follows from the Jensen’s inequality of the convex function r and

the update rule @
If v =Vf ( %)) (which is true asymptotlcally as is shown shortly later), by
replacmg Vi(w") in ( - ) by v® and 1nsert1ng into ( i one obtains

Pt ) — () ) < (gek —rk) % — w3
(5.43)

When g; < ZT" , the right hand side (RHS) will be negative: this will eventually be
satisfied by usmg a decaying €. This implies that after each iteration, the proposed
update (5.34) will reduce the objective value of (5.29).

Momentum and algorithm convergence. The momentum (gradient averaging step)
n (5.32)) turns out to be essential for ProxSGD convergence. The aggregate gra-
dient v'®) will converge to the true (unknown) gradient V f ('w(k)) under some mild
technical assumptions. This remark is made rigorous in the following theorem.

Theorem 5.1 Assume that the unbiased gradient 9% has a bounded second mo-
ment

E[lg®IBIFK)] <c, (5.44)

for some finite and positive constant C, and the sequence of stepsizes {p;} and
{er} satisty

Zpk—ooZpk<ooZ€k—ooZSk<ool}gna 0. (5.45)
Then limy_,.. |[v®) — Vf(w®)| = 0, and every limit point of the sequence

{w®} is a stationary point of (5.29) w.p.1.
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5.3. ProxSGD with ¢ -Regularization

Proof Under the assumptions and (5.49), it follows from Lemma 1 of [[192]
that v — Vf(w®). Since the descent direction w® — w® is a descent direc-
tion in view of (5.40), the convergence of the ProxSGD algorithm can be obtained
by generalizing the line of analysis in Theorem 1 of [240] for smooth optimization
problems. The detailed proof is included in the appendix.

There are some comments to consider on the convergence analysis in Theorem [5.1]

o In stochastic optimization and SGD, standard assumptions include the bounded
second moment assumption on the gradient g in (5.44) and decreasing stepsizes in
. It’s worth noting that &, should decrease faster than py in order for v*) —
Vf (w(")) to hold. This result is more interesting from a theoretical perspective and
in practice, even the relationship €;/py = a for some constant a that is smaller than
1 usually yields satisfactory performance, as will be show numerically in the next
section.

e According to Theorem [5.1} the momentum o® converges to the (unknown) true
gradient V f(w®), hence the ProxSGD algorithm eventually behaves similar to the
(deterministic) gradient descent algorithm. This property is essential to guarantee the
convergence of the ProxSGD algorithm.

e The quadratic gain 7, in the approximation subproblem (5.33) should be lower
bounded by a positive constant to guarantee theoretical convergence (and it does not
even have to be time-varying). In practice, there are various rationales to define it (see
Table[5.1)), and they lead to different empirical convergence speed and generalization
performance.

e Due to functions and layers such as the nonsmooth ReLLU activation function,
batch normalization, and dropout, the technical assumptions in Theorem |5.1|may not
always be fully satisfied by the neural networks implemented in practice. Nonethe-
less, Theorem [5.1] still provides valuable guidance on the algorithm’s practical per-
formance and the choice of the hyperparameters.

5.3. ProxSGD with /;-Regularization

As mentioned in Section £-regularization helps reduce the size of large neural
networks by introducing unstructured sparsity in the parameters. The loss function
looks as follows

. 1 &
minimize — Y fi(w,y;) +ul|w|];. (5.46)
w miz

Typical optimizers like SGD or Adam rely on stochastic subgradient descent in
order to train the model and thus suffer from slow convergence. Using the soft-
thresholding function introduced in Equation (5.36), the proximal operator can be
solved using a closed form solution. The soft-thresholding function is shown in Fig-
ure Observe that the soft-thresholding with parameter A maps any input variable
w to zero whenever |w| < A. Any other input value will leave the variable w unaf-
fected.
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Soft-Thresholding Function S,(x)

151 - s5,(x) withA=0.5
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Figure 5.5.: Depiction of the soft-thresholding function for different values of the parameter
A.

For clarity, the entire algorithm for minimizing the objective defined in Equation
(5.46) is summarized in Algorithm 8]

Algorithm 8 ProxSGD for r(w) = ||w||,

Input: w® e W, (=D =0,k=0, T, {pc}}_, {e}/0
fork=0:1:Tdo

1. Compute the instantaneous gradient g(¥) based on the minibatch M:

1 .
g =—Y Vufi(w® ).
my ieMy

2. Update the momentum: v®) = (1 — p)v*1 4 p, g%,

(k)
k) kK _ Y
w\" = ST% <w ’c(k)> .

4. Update the weight: w 1) = w® 4 g (w®) —w®).

3. Compute w®:

end for

5.3.1. Experiments

Compared to the example of stochastic subgradient descent with momentum, which
was shown in Figure [5.3] the same experiment is repeated using ProxSGD with ;-
regularization. The results are depicted in Figure [5.6] The ResNet-32 architecture is
trained using the same hyperparameters as in the stochastic subgradient descent case,
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5.3. ProxSGD with {;-Regularization

only the learning rate is changed to € = 0.06 after running a random search. One can
observe that contrary to the stochastic subgradient descent method, ProxSGD is able
to quickly converge to sparse solutions. The final value of the parameters after 100
epochs of training is (wf,w3) = (—8.5 x 10724,2.5 x 102!, which is significantly
more sparse than what is achieved using subgradients.

2.29
0.03
2.28
2.26
0.02
2.25
o~
2
0.01 223
2.22
0.00 2.20
2.19
-0.01 4 217

wi x1073

(a) Loss landscape visualization of ResNet-32 trained with ProxSGD
on CIFAR-100. The starting vector is (w\”), wi")) = (0.004,0.026).
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(b) Closeup of the loss landscape visualization. One can see how both
parameters quickly converge toward zero.

Figure 5.6.: Visualization of the trajectory of a ResNet-32 architecture trained on CIFAR-
100 for 100 epochs. The network was trained with a batch-size of 128, a learn-
ing rate of € = 0.06 and momentum of p = 0.9. The value of the regularization
parameter is set to u = 0.001. The learning rate was determined using random-
search. The network reaches a final validation accuracy of 43.57%.

In the remaining subsection, the performance of ProxSGD is evaluated by training
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the DenseNet-201 network [95] on CIFAR-100 [114]. DenseNet-201 is the deepest
topology of the DenseNet family and belonged to the state-of-the-art networks in im-
age classification tasks at the time of its introduction. Three different optimizers are
used to train the network: SGD with momentum, ADAM and ProxSGD. The learning
rate is not explicitly decayed during training to ensure a fair comparison between the
different methods. Furthermore, random grid-search was used to determine the ideal
hyperparameters for each algorithm, and all curves were averaged over five runs. For
training, a batch size of 128 is chosen. For ProxSGD, the regularization parameter is
u = 107>, the learning rate for the weight and momentum is, respectively,

0.15 0.9

& = (k+4)05° Pk = (k+4)05°

For ADAM, £ = 6-10"* and p = 0.1. SGD with momentum uses a learning rate
of € = 61072 and a momentum of 0.9 (equivalent to p = 0.1). The regularization
parameter for both ADAM and SGD with momentum is u = 107,

The performance of ProxSGD and other methods for DenseNet-201 trained on
CIFAR-100 is shown in Figure ProxSGD achieves the lowest training loss after
10 epochs, as seen in Figure[5.7a] Figure[5.7b|illustrates that all algorithms attain sim-
ilar accuracy, although ProxSGD outperforms the other two during the early phases
of training. ProxSGD is able to accomplish this with a much sparser network, as seen
in Figure[5.7c| When looking at the zoomed-in area of Figure[5.7c| one can see that
SGD with momentum has approximately 70% of the weights at zero, whereas most
of the weights learned by ADAM are not exactly zero (although they are very small).
ProxSGD, on the other hand, achieves a sparsity of 92-94%.

Figure[5.8|shows several ProxSGD runs with various learning rates, demonstrating
that ProxSGD is substantially more efficient in constructing a sparse neural network,
irrespective of the hyperparameters (related to the learning rate). The performance
of various different initial learning rates €y for ProxSGD is examined in particular.
As expected, the hyperparameters affect the achieved training loss and test accuracy,
and several lead to a worse training loss and/or test accuracy than ADAM and SGD
with momentum, as shown in Figure [5.8(a)-(b). However, looking at the cumulative
distribution functions of the weights in Figure [5.8|c), one can see that most of them
(except when they are too small: €y = 0.01 and 0.001) generate a much sparser neural
network than both ADAM and SGD with momentum. These observations are also
consistent with the theoretical framework in Section interpreting ADAM and
SGD with momentum as special cases of ProxSGD implies that they have the same
convergence rate, and the sparsity is due to the explicit use of the nonsmooth ¢;-norm
regularization.

Regarding the training time for these experiments, the use of the soft-thresholding
proximal operator in ProxSGD increases training time: the average time per epoch
for ProxSGD is 3.5 min, SGD with momentum 2.8 min and ADAM 2.9 min. In view
of the higher level of sparsity achieved by ProxSGD, this increase in computation
time is reasonable and affordable.

In summary, this chapter proposed ProxSGD, a proximal-type stochastic gradient
descent algorithm with momentum for constrained optimization problems where the
smooth loss function is augmented by a nonsmooth and convex regularization. Exper-
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iments on the stochastic training of sparse neural networks show that regularization
and constraints can effectively promote structures in the learned network. More gen-
erally, incorporating regularization and constraints allows to use a more accurate and
interpretable model for the problem at hand and the proposed convergent ProxSGD
algorithm ensures efficient training. Numerical tests show that ProxSGD outper-
forms state-of-the-art algorithms, in terms of convergence speed, achieved training
loss and/or the desired structure in the learned neural networks.

There are many directions to extend this framework. One possible direction is
the development of a distributed stochastic proximal gradient method, as outlined by
[173]]. SCA methods in general lend themselves to the distributed setting by making
the surrogate objective function block-separable, in which case different blocks of
variables can be updated in parallel [198]]. One such example, where the surrogate
objective function can be efficiently computed in parallel, is for block-separable regu-
larization functions, which include the /;-, {>- and ¢5 ;-regularization [[195]. Another
direction is to use another distance metric in the proximal operator definition. Prox-
SGD uses the Euclidean norm, but there exist many other norms to consider, like the
Bregmann divergence (see 31, 35]]) or the entropic divergence [220]. Lastly, one can
extend ProxSGD to cover more general cases, like non-convex regularization terms,
which has been attempted by [[245]]. One issue with these approaches is that in many
cases it is not possible to use a closed form solution, which can severely increase
the computation time of one iteration. Other approaches have tried to leverage the
convex nature of the cost function, by using a linear approximation of the neural net-
work around the current set of parameters while preserving the convex cost function
[195]. By incorporating sparsity inducing regularization terms through a proximal
component in order to ensure strong convexity of the surrogate function, the result-
ing SCA algorithm is able to incorporate much more information of the underlying
structure of the optimization problem and in theory this should benefit its practical
convergence. Combining this idea with ProxSGD could be an interesting direction
for future research.
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Figure 5.7.: Performance comparison for DenseNet-201 on CIFAR-100.
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Figure 5.8.: Hyperparameters and sparsity for DenseNet-201 on CIFAR-100.
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Chapter

ProxSGD with ¢, ;-Regularization

This chapter will explore the use of ProxSGD with ¢, j-regularization and show how
this regularization can be used in order to do structured pruning. First, the main ideas
behind neural architecture search (NAS) will be explained and some of the limita-
tions of this field in deep learning will be highlighted. Second, using group sparsity
via ProxSGD with ¢; j-regularization, a unified approach for network pruning and
one-shot neural architecture search via group sparsity will be proposed. Next, exper-
iments show that this flexible optimizer is able to achieve new state-of-the-art results
for filter pruning, which refers to pruning entire filters in convolution layers. In the
succeeding section, this approach is extended to operation pruning, where each layer
(operation) or groups of operations in a neural network can be pruned individually.
Thus, group sparsity directly yields a gradient-based NAS method.

When compared to existing gradient-based algorithms, there are three advantages
to the group sparsity approach. Firstly, instead of relying on a costly bilevel optimiza-
tion problem, the NAS problem is formulated as a single-level optimization problem.
This can be solved optimally and efficiently using ProxSGD with its convergence
guarantees. Secondly, using operation-level sparsity, the network architecture can be
discretized by pruning less important operations without any performance degrada-
tion. Thirdly, this approach to NAS finds architectures that are well-performing on
a variety of search spaces and datasets. Also, this approach is robust in generating
architectures that perform well on a variety on search spaces and datasets, where the
architectures of other methods have collapsed to include only skip-connections for
example. In the last section the performance and robustness of group sparsity on
NAS, dubbed GSparsity, is shown on a variety of datasets and benchmarks.

6.1. Overview Neural Architecture Search

For new problems at hand, designing performant network architectures requires sub-
stantial efforts by human experts. As an algorithmic solution, NAS has been de-
veloped to automate the architecture search process. The main idea behind neural
architecture search is to automate the process of designing neural network architec-
tures for a given dataset. An illustrative overview of neural architecture search is
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shown in Figure 6.1

( )

Search Space

Y

S h Method
e o ] - Optimal
) Architecture
Sampled Evaluation
Architecture  result
[Model Evaluation

Figure 6.1.: Illustration of the process and the main components used in neural architecture
search. The main components consist of the search space, the search method as
well as the model evaluation. After the search method has found a performant
architecture this candidate is returned.

-

As can be seen in this Figure, the main components to NAS are the search space, the
search algorithm and the evaluation strategy.

Search Space The search space refers to the types of operations that are allowed
to be used in the architecture, as well as any restrictions on the overall architecture
design. The overall architecture design usually requires some level of expert knowl-
edge, such as the number of output channels at each layer of the network or the use
of padding and strides.

While there exist architecture designs that define the network topology by hand and
let the algorithm choose the best hyperparameters of individual layers [254] (e.g. for
convolution layers: filter size, stride, number of output channels), most of the newer
approaches employ a cell-based structure. These cell-based architectures define cer-
tain types of cells and build the architecture by repeating these cells in a certain
order. This approach simplifies the architecture search to finding a good structure in-
side each cell-type and not over the whole architecture. An example of this cell based
approach is shown in Figure which depicts one type of cell with four different
operations connecting three different nodes.

Search Algorithm A simple, yet surprisingly effective approach is to use random
search [[134]. Randomly sampling different architectures given the search space and
choosing the best performing one can result in a competitive architecture. Some of
the earliest approaches of NAS were based on reinforcement learning [254] and evo-
lutionary algorithms [8},215]], which treat NAS as a black-box optimization problem.

In reinforcement learning, the agent typically tries to optimize the accuracy of a
given architecture and this is used as its reward function. The action space are the
different operations present in the search space, so the agent has to decide which
operations to keep in order to optimize the accuracy of the evaluated architecture.
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Cell k

Output
Cell k—1

Output
Cell k-2

——— Operation 1 —— Operation 3

Operation 2 —— Operation 4

Figure 6.2.: Illustration of a cell as used in differentiable architecture search. The cell has
two inputs, where the output of the cell k —2 and cell k — 1 is fed into the
current cell. Apart from the two input nodes this cell has three nodes which are
connected by all the operations in the search space. The search space in this
figure consists of four different operations.

Evolutionary algorithms use a genetic algorithm that randomly mutates connections
between operations or even the type of operation itself. Also, two different parent
architectures can spawn an offspring architecture that retains different operations and
connections of the parents. One of the most popular evolutionary methods is the
AmoebalNet [[183]. Compared to recent methods, the reinforcement learning and
evolutionary approaches are extremely slow, using up to 3150 GPU hours in order to
find a competitive architecture [[183} 255].

A more recent approach is to use gradient based methods to find well-performing
architectures [143]]. In these methods, each operation of the search space has an
associated architecture parameter. Using gradient based methods, these architecture
parameters are updated and operations are kept or removed based on the value of
those parameters.

Evaluation Strategy One of the main challenges in NAS is the architecture evalu-
ation. In theory, each architecture that is found has to be trained from scratch until
convergence, in order to be able to evaluate its performance. This represents a major
computational burden and is one of the reasons that many reinforcement learning and
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evolutionary methods are so resource intensive. There are ways to lower the training
time of the architecture, like reducing the number of samples in the dataset, or not
training until convergence, but even with these approaches the compute time is still
high (see [[62]] for a more in depth discussion).

The one-shot approach tries to solve this problem by sharing the weights of the
individual operations between the architectures. Commonly, the overall architecture
design is used with all of the possible operations present. In this thesis this network
will be referred to as the supernet. The supernet of a single cell-type is illustrated in
Figure [6.2] where each node is connected by all four operations of the search space.
Due to the benefits of the one-shot differential NAS approach, the remaining chapter
will only focus on this setting.

Differentiable Architecture Search The one-shot approach of NAS [21] |32, |[177]]
based on weight sharing enables search on a single large supernet with the goal of
finding a promising small subnet. In their paper differentiable architecture search
(DARTS) [|143]], the authors formulate the one-shot NAS problem as a differentiable
optimization problem that can be solved by standard stochastic algorithms. They let
the architecture parameters vary between zero and one and only choose the operations
with the biggest parameters after training, in order to obtain their final architecture.
During training, the algorithm first updates the model parameters and in the next step
updates the architecture parameters using second-order information. Thus, DARTS
is able to train much faster than reinforcement or evolutionary approaches. However,
there are several limitations to DARTS.

Firstly, modelling the importance of each operation in the architecture as a learn-
able scalar, which scales the contribution of the specific operation in the current ob-
jective function value can introduce several problems. One issue with this approach
is that the discretization of these continuous architecture parameters after training
can lead to a performance degradation [228| |248| 249]]. This indicates the mis-
match between the true objective function and the one which is optimized by the
NAS algorithm. Secondly, DARTS frames the NAS problem as a bi-level optimiza-
tion problem [46]. In this approach, the upper-level architecture parameters depend
on the optimal response function value, which is defined by the lower-level solu-
tions. Since this is complex and computationally intractable to solve exactly, several
approximations have to be defined, without taking any convergence guarantees into
account. Lastly, as shown in [248]], the behaviour of DARTS is not robust across
search spaces, often producing degenerate results with architectures composed by
parameterless operations only.

Many follow-up works have been proposed to overcome these limitations of
DARTS [37, 38, 228 [236, 248]]. Closest to the method presented in this thesis
is the HAPG algorithm recently proposed in [234], where an additional group
sparsity regularization is applied to the architecture parameters in order to reduce
the discretization gap after the search procedure. The core difference between
the proposed algorithm and HAPG is that in unlike HAPG, the group sparsity
regularization is applied directly to the one-shot model weights. Therefore, this
makes the architecture parameters unnecessary and the NAS problem reduces to a
single-level optimization problem. Besides, the proximal algorithm used in [234]
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does not have a guaranteed convergence. Another method that is close to the method
proposed in this thesis is [251]], which also addresses the NAS problem from the
pruning perspective. But it is essentially pruning operations from a much larger
supernet, which is not always possible to load into GPUs with limited memory.

There are also other works that are similar in some regard to some aspect of the
proposed method in this thesis, though all have some significant drawbacks to their
method. The authors of [[233]] propose an algorithm to learn the connectivity pattern
in neural networks by imposing a constraint on the maximal number of edges that
the target network has to contain. In contrast to this work, the GSparsity algorithm
determines automatically what the connectivity pattern is, based on the group spar-
sity regularization on the parameters. [228]] revisit the discretization step in many
famous one-shot NAS algorithms and propose a new architecture selection method
by evaluating the one-shot model after pruning some operations following a prede-
fined post-hoc heuristic. This is done implicitly with the GSparsity method in the
search routine without such heuristics.

6.2. GSparsity: ProxSGD with 6271-Regularization

In this section, GSparsity, the unified group-sparsity approach for both network prun-
ing and NAS is presented.

Let the vector w represent all of the trainable parameters of the neural network.
This vector is decomposed into different subvectors w = (wy;)%_,, where each wy rep-
resents a group of weights (e.g. all weights in the same filter of a convolutional layer)
and the total number of (non-overlapping) groups is denoted by L. As explained in
Section[5.1] in order to minimize the loss function f augmented by the group sparsity
regularization on w, the training objective of the neural network is formulated as the
following optimization problem:

1

L
57 L S w2+ Ll (6.1)
=1

minimize
w xreX
where « is a training sample from the training dataset X (with |X| denoting the num-
ber of training samples). Besides, the £,-norm defined as ||w||; = vVwT w is a nons-
mooth convex function (see Figure [2.7).

The ¢, ;-norm can encourage a group-sparse neural network. After training, most
groups will be forced to zero and can thus be safely removed from the neural network
without incurring any performance loss. Due to the fact that group sparsity is a more
structured sparsity, this can be much better exploited by hardware. This property
is a major benefit over the widely used ¢;-norm, which only promotes unstructured
sparsity that can not be efficiently exploited by most modern hardware in order to
gain speedup during training and inference.

The regularization parameter y in (6.1) is a predefined parameter that indirectly
controls the achieved sparsity level in the neural network: a larger u implies that
more groups will be zero. However, due to this formulation, it is not possible to
assign a certain sparsity level a priori (for example, exactly two kernels in each filter
are zero). Furthermore, even if the same u is used in different runs, the randomness
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in stochastic algorithms and the nonconvexity in the optimization problem renders
it possible that different optimal solutions of (6.I) exhibit different sparsity levels.
There are possibilities to relate y; to other constraints, such as hardware constraints
(e.g. FLOPs and memory access cost) [251]], so the optimal solution of (6.1) will also
be bounded by these constraints.

The formulation of the optimization problem in (6.I) directly regularizes the
weights of the network. This differs from other recent works like [[144], [136]
and [251]], where the output of each group is scaled by a single scaling factor and
the regularization is applied to these scaling factors. There are different ways to
define the regularization parameter t;, depending on the situation at hand. The most
straightforward choice is to set each g to the same value for all groups: ; = u, VI.
Often when using the ¢, {-norm, in order to reduce the number of parameters, larger
groups are penalized more. This is achieved by using yy = u- +/|wy|, VI. The idea
is that the larger the group the more unknown parameters are estimated and thus,
for larger groups, one should penalize these groups more. Though, this fact does
not imply that sometimes other penalization schemes could not work better and
whenever the size of the groups does not matter it can be beneficial to normalize the
regularization gain u by the size of the group:

w=—r v (6.2)

There is no theoretical justification that favors one over another (see [[244])), and for
the experiments done in this chapter it is empirically found that y; = u, VI works well
when the sizes of the groups are not very different, as in filter pruning and operation
pruning. However, this is not the case for NAS, where the normalization specified in
(6.2) yields the best result. The algorithm used for training the neural networks using
ProxSGD with /5 ;-norm regularization is shown in Algorithm[9]

If W; = R™ is used, the approximation subproblem in Step 3) of Algorithm [9]has
a closed form solution:

+

() M1 w_ 1w
A ey R”s (wl e ) ©
T[ le _W/Ul [

2

where (.)" represents the max{0,.} function. One can see from (6.5)), that all the
parameters inside a group get forced towards zero whenever

w 1w
- —=v
) Tl(k) )

< p. (6.6)
2

An example of the difference between using ProxSGD, which is able to efficiently
converge to a group sparse solution, and SGD with momentum is shown in Appendix
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Algorithm 9 GSparsity
Initialize: w©) e W, v = 0, Total number of iterations 7, Momentum param-
eter {px}1_,, learning rate {€;}!_,, weight vector w split into L different groups
w = (wi,...,wr)

for k=0Oto T do
1) Compute the instantaneous gradient g™ based on the minibatch Mj:

1 .
g =—Y Vufi(wh 2?) (6.3)

my ieM
2) Update the momentum: oW = (1— pk)v(k’l) + pkg(k)
3) Compute w*) by solving the approximation subproblem:
(k) Oy 0 T w]*
) = argmin{ (wr —w*) v+ |l | Fulorl,) ©4)

w,eW;

4) Update the weight: w**+1) = w® 4 g (w® —w®)
end for

6.3. Filter Pruning

This section illustrates the performance of filter pruning for ResNet-50 [[83]] on Ima-
geNet 2012 using GSparsity. In order to perform filter pruning, all the parameters of
the same filter are placed into one group. This allows to prune individual filters away
inside different convolutions.

Experiment setup. Firstly, in order to determine which filters to prune away, the

ResNet-50 model is trained-with the ¢; j-norm regularization (u; = u/ |'wl(k)|)—by

ProxSGD for 90 epochs, with the following hyperparameters: initial learning rate
€0 =0.001 (which is linearly decayed by 10 every 30 epochs) and momentum p = 0.9.

Furthermore, rgk) in li is defined as r[(k> = mean ( r® /(1 — [3")) +8(B=0.999,

8 =107%), and »® is the aggregate squared gradient updated iteratively as r*) =

Brit=D 4 (1-B)(g™)* [110].

The ResNet-50 model consists of 4 bottleneck layers, and bottleneck layer 1/2/3/4
consists of 3/4/6/3 blocks. Each block consists of three convolutional layers. In the
experiments, only the filters of the first two layers in each block are pruned, for two
reasons: 1) the experiments show that even if all filters of the three convolutional
layers are set to be prunable, only very few filters from the last layer are actually
pruned; 2) the output of the last convolutional layer would be required to have the
same dimension as the residual layer in order to add them both together. Future
experiments could place the weights of the convolutional filters that are connected
through a residual layer in the same group, allowing them to be pruned simultane-
ously. This approach would remove this issue and could lead to better performance.

Note that the objective in filter pruning is to reduce the multiple-accumulate opera-
tions (MACs) with as little performance degradation as possible. MACs represent the
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algorithm top-1 acc MACs code available?

baseline (reported) 76.13 100% (4.12G) Y

SSS [96] (reported) 74.18 68.55% Y (MXNet)

ThiNet-70 [|148] (reported) 72.04 63.21% Y (Caffe)

GSparsity (ours, u = 0.02) 75.21 63.11% (2.60G) Y
GSparsity (ours, u = 0.05) 74.33 50.00% (2.06G) Y
FPGM [84] (reported/reproduced) 74.83/69.69 46.50%/49.03% (2.02G) Y
Hinge [136](reported) 74.70 46.55% N
RRBP [253] (reported) 73.00 45.45% N
ResRep [54] (reproduced) 0.10 45.15% (1.86G) Y
GAL [140] (reported) 72.80 44.98% N
GSparsity (ours, u = 0.07) 74.00 44.42% (1.83G) Y
GSparsity (ours, u=0.1) 73.34 42.23% (1.74G) Y

Table 6.1.: Filter pruning of ResNet-50 on ImageNet 2012.

basic operation of multiplying two numbers and adding those with an accumulator
and are a useful unit in order to gauge the computational complexity of a neural net-
work. The second and third bottleneck layers constitute 60.83% of the total MACs,
although they have only 35.55% of the total parameters. Therefore, in order to push
more filters in the second/third layers to be 0, the regularization gain is set to be
u = p/+/|w;|, and it is further doubled if it is in the second/third bottleneck layers.

After training with ProxSGD is completed, the filters from the model with zero
l>-norm are pruned (rather than just masked). Because the convergence of iterative
algorithms to an optimal solution w* is in the sense that ||w®) —w*|| < ¢ for an
arbitrarily small but strictly positive c, in these experiments the filters whose ¢;-norm
is smaller than ¢ = 107 are pruned. In order to achieve higher performance, the
pruned network is retrained -without the {> 1-norm regularization- for 90 epochs by
SGD with momentum with an initial learning rate 0.1 (which is linearly decayed by
10 every 30 epochs), momentum 0.9 and batch size 256.

Results. The performance of the baseline (unpruned) ResNet-50 model and various
filter pruning methods is summarized in Table The unpruned ResNet50 model
has a total of 25.56M parameters and 4.12GMAC:s, and this network achieves an ac-
curacy of 76.13%. For many pruning methods, the code for ResNet-50 and ImageNet
2012 is not available in the repository. It is thus impossible to verify and reproduce
their results. Besides, it is not clear how other methods have measured the MACs,
making a fair comparison difficult. As an example, FPGM in Table reported
46.50% of the original MACs, but it is 49.03% according to the MACs calculator
used in this thesis [211].

Currently, the FPGM method is regarded as state-of-the-art because it is a recent
work achieving good results and its code is available. Nevertheless, there exists a gap
between the reported top-1 accuracy and the one that experiments could reproduce.
The gap is due to the fact that the reported top-1 accuracy is measured after masking
the zero filters in the original model, but the batch-norm following these filters are
not masked. On the one hand, it is possible to partially recover the performance if the
compressed network is retrained, and the retrained accuracy is 74.27%. On the other
hand, since the third convolutional layers in each block are also pruned, the indices
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top-1 acc top-1 acc? MACs  Params
after search  after retrain

0.01 73.99 76.01 322G 22.70M
0.02 73.81 75.21 2.60G 17.08M
0.03 73.49 74.93 236G 15.59M
0.04 72.23 74.35 217G 14.67TM
0.05 73.00 74.33 2.06G 14.03M
0.06 72.83 74.10 1.97G 13.56M
0.07 73.01 74.00 1.92G 13.22M
0.08 72.73 73.62 1.83G  12.86M
0.09 72.47 73.41 1.77G  12.51M
0.10 72.45 73.34 1.74G  12.36M

Table 6.2.: GSparsity and filter pruning: Ablation study.

of the nonzero must be saved so that the output of the third layer can be added to the
residual layer. This additional complexity slows down the training (70 mins/epoch
vs. 48 mins/epoch in GSparsity) in retraining.

Table [6.1] shows that the proposed GSparsity method achieves the same perfor-
mance as FPGM, but its retraining cost is much lower than that of FPGM. When u
is increased, a larger reduction in MACs is achieved and the performance is better
than other methods in literature. A closer look at the initial and final structure of the
ResNet-50 network is summarized in Appendix

Table [6.2] shows an ablation study that tests the performance of GSparsity with
respect to . It is evident that the MACs as well as the top-1 accuracy are monotonic
functions of y, thus an appropriate value of y achieving a target sparsity level can be
found efficiently by the bisection search.

In order to show the effects of pruning, the trade-off between accuracy and sparsity
of the proposed GSparsity is illustrated in Figure [6.3a] where the x-axis specifies the
percentage of parameters pruned from the original network, while the y-axis specifies
the achieved accuracy. When the sparsity is low, it is possible to prune filters without
any performance loss. As the target sparsity level increases, the achieved accuracy
decreases. In practice, one could either prune as many filters as possible, as long as
a target accuracy is achieved, or strive for the best accuracy, as long as the model is
smaller than a target size.

To demonstrate that the ProxSGD algorithm can converge to a group-sparse solu-
tion where most groups are exactly zero, the cumulative distribution function (CDF)
of the filters’ ¢, norm is examined. An example CDF from a randomly picked exper-
imental run is shown in Figure [6.3b] where one can see that about 68% of filters are
exactly zero. Nevertheless, pruning filters according to a threshold of 0.2 for exam-
ple may prune not only zero but also some nonzero filters and pruning nonzero filters
may be harmful for the performance of the pruned network.

6.4. Operation Pruning

In this section, the proposed GSparsity algorithm is used for operation pruning, where
each group consists of all parameters of the same operation.
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(a) The percentage of parameters pruned vs. the (b) The CDF of the filters’ norm after Search is
accuracy completed

Figure 6.3.: Plot (a) depicts the accuracy of the Resnet-50 network after retraining for dif-
ferent amounts of parameters that have been pruned using filter pruning. Plot
(b) depicts the CDF of the ¢>-norm of the filters after the Resnet-50 network
has been searched.

Experiment setup. As a base network to be pruned, one of the networks found in
DARTS [143] is chosen: DARTS-V?2, which has 3.3M parameters. To perform opera-
tion pruning, a group should consist of all trainable parameters of the same operation.
Here, an operation can also consist of many different basic operations that act as one
overall layer. For example, the dilated convolution operation consists of four suboper-
ations: ReLU, Conv2d(C_in,C_in), Conv2d(C_in, C_out), BatchNorm2d (C_out).
The group should consist of the trainable parameters of all suboperations.

First, ProxSGD is used to train DARTS-V2 -with the ¢, ;-norm regularization- on
CIFAR-10, where the regularization gain u is identical for all groups. Various values
of u € {0.0001,0.0002,0.0005,0.002,0.004 } are used to get different sparsity levels.
After training with ProxSGD is finished, operations whose #»-norm is smaller than
¢ = 107 are pruned. The resulting pruned network will be retrained -without the 0 1-
norm regularization- by SGD with momentum, and the retrained accuracy is reported
in the following paragraph.

Results. One can see from Table [6.3] and Figure [6.4] that when operations are
pruned away such that 38.40% of weights are pruned, the network’s retrained accu-
racy (97.45%) is almost identical to the unpruned baseline (97.50%). When 60.46%
of weights are pruned, the retrained accuracy is 97.09%, i.e., 0.41% worse than the
unpruned baseline. This tradeoff between sparsity and accuracy is observed in many
papers, and the final sparsity depends naturally on the target accuracy.

Figure depicts the trade-off between accuracy and sparsity of GSparsity for
operation pruning. The x-axis specifies the percentage of parameters that are pruned
and the y-axis specifies the accuracy of the retrained model after pruning. Table[6.3]
also shows the accuracy before and after the operations (with an /;-norm smaller than
a given threshold, namely, 1e-6, 1e-3 or 0.5) are pruned. Observe that the proposed
GSparsity approach does not incur any discretization error, even when the pruning
threshold is only modestly small (such as le-3). Comparing the accuracies before
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u accuracy accuracy after pruning | accuracy after retraining | inference
before pruning le-6 | le-3 0.5 | accuracy | parameters time
0 97.50 - - - - 100% 7.13s
0.0001 96.50 96.50 | 96.50 | 92.08 | 97.45 78.25% 6.73s
0.0002 96.46 96.46 | 96.46 | 75.50 | 97.44 61.60% 6.40s
0.0005 96.36 96.36 | 96.36 | 13.34 | 97.32 52.09% 6.24s
0.002 96.47 96.47 | 96.47 10 97.09 39.54% 4.96s
0.004 96.48 96.48 | 96.48 10 96.84 32.80% 4.43s

Table 6.3.: Operation pruning: The accuracy before/after operation pruning (but before re-
training, with pruning thresholds le-6, le-3 and 0.5) and after retraining (with
pruning threshold le-6).
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Figure 6.4.: The percentage of parameters pruned vs. the accuracy for operation pruning.

and after retraining, observe that retraining can further enhance the performance of
the pruned network.

6.5. Neural Architecture Search with GSparsity

As shown in the past sections, the notion of groups provides sufficient flexibility to
achieve different levels of pruning. Depending on the specific task at hand, a group
could be a kernel or filter inside a convolution layer. Another possible group could
also be all the parameters that belong to an operation: an operation with trainable
parameters can be safely removed if all of its parameters are zero. One issue arises for
operations such as pooling and identity that do not have trainable parameters. There,
an additional scaling factor is added to the output of the parameterless operation. For
example, the 3x3 SepConv and Identity in Cell 2 in Figure[6.5[a) can be removed if
wy1 = 0 and wy 3 = 0, respectively. As mentioned in the previous section, in case
an operation is a concatenation of several suboperations, w; should be comprised of
the trainable parameters of all suboperations. Alternatively, the trainable parameters
of suboperations can be put into separate groups, and the operation can be removed
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if any group is zero.

Cell 1 Cell 2 Cell 3

(a) Supernet in Search: Cell 1 and Cell 3 are of the same type and Cell 2 is of a different type
(Operations in the same color shall be preserved or removed simultaneously.)
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(b) Definition of groups in Search (The regularization gains {y;} are assumed to be identical for all
groups.)
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Figure 6.5.: Illustrative example of applying the group sparsity approach to NAS.

This section illustrates how the concept of group sparsity can be used to perform
network architecture search. As mentioned before, one-shot approaches for NAS typ-
ically consist of two steps: Search and Evaluate. The first is the Search step, and it
is usually performed on a relatively shallow proxy supernet consisting of consecutive
cells connected in a predefined manner. This has to be done because all candidate
operations in the search space are assumed to be active in the supernet and thus its
size grows fast with the number of cells. The cells can have the same or a different
structure. To make sure that cells of the same type will have the same structure, oper-
ations of the same type (encoded in the same color in the example network in Figure
[6-3((@)) should be removed or preserved simultaneously. To this end, these operations
are placed into the same group, as visualized in Figure [6.5(b). In the example net-
work shown in Figure [6.5(a), Cell 1 and Cell 3 are of the same type and Cell 2 is
of a different type. As shown in Figure [6.5 for example, since Cell 1 and Cell 3 are
assumed to be the same Cell type, the parameters of the 3 x 3 SepConv of Cell 1 and
Cell 3 all belong to the same group. If the ¢;-norm of this group is forced to zero by
GSparsity, this operation will be pruned away in both cells simultaneously. Thus, this
shows that different cells can be linked together in order to generate different types
of cells. The aim of the Search step is to find the optimal structure of these cells, i.e.
the operations and the connectivity between different nodes, such that it is optimal
with respect to some objective (e.g. validation loss). If a group is zero after Search
is completed, it implies that the same operation in all cells of the same type is zero
and can thus be removed from these cells.

After this pruning step, the found cell(s) can then be stacked repetitively to form a
much deeper network. This is now possible, since most of the operations in the initial
supernet will be pruned away, reducing the overall size of the cells. In the Evaluate
step, the deeper networks will be retrained, and the one with the best performance
will be used for future inference.

Except for operations with no trainable parameters (such as pooling and identity),
the proposed formulation (6.1)) does not need the architecture parameter (the so-called
«a parameters in DARTS and many follow-up papers). Its implications are twofold.
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Firstly, is a single-level optimization problem and it is much easier to solve
than the otherwise costly bilevel optimization problem (the architecture parameter
in the upper level and the network weights in the lower level). Secondly, it is no
longer necessary to split the training dataset into two parts, one used to update the
architecture parameters and the other for the network weights. The group sparsity
regularization in (6.1)) will also alleviate overfitting from which bilevel optimization
with architecture parameters may suffer.

The method proposed in [251]] addresses the NAS problem from a pruning perspec-
tive, but it is essentially operation pruning: operations in different cells are pruned
independently and similar cells are not linked by grouping parameters of the same
operation across these cells. This proposed approach should be applied to the deep
network (as deep as in Evaluate) but with all candidate operations active (as in
Search). The resulting supernet is more often than not too large (much larger than
the commonly used proxy supernet in Search) for GPUs with limited memory, and
hence this approach is not always practical.

In the following subsections, the proposed GSparsity algorithm is used for NAS
and compared with state-of-the-art differentiable algorithms. All experiments follow
the NAS best practice checklist [[142]].

Experimental protocol. To study the robustness of GSparsity and various base-
lines, each method is run 3 times; next, each of the 3 resulting architectures are
evaluated 3 times and the means and standard deviations over the resulting 9 results
are reported. Note, that this is different from the popular strategy in existing work
(such as [143]]), where the neural architecture search is repeated several (often, 4)
times and only the best architecture (in terms of the validation accuracy in Search)
is evaluated. The experiments in this section deviate from this strategy because, on
the one hand, it increases the search cost (which is proportional to the number of
searches), and, on the other hand, it does not reflect the expected performance and
stability of the search algorithm. As a consequence, the performance could be worse
than reported in the original papers. All methods have been re-run (using the au-
thors’ original implementation) on the same hardware and using the same evaluation
protocol.

6.5.1. CIFAR-10 and CIFAR-100.

Neural architecture search on the CIFAR-10 and CIFAR-100 dataset typically uses
the DARTS search space and the same architecture space. The DARTS search space
consists of the following operations: 3x3 MaxPooling, 3x3 AvgPooling, Identity,
3x3 SepConv, 5x5 SepConv, 3x3 DilConv, and 5x5 DilConv.

Architecture space and search settings. The Search is carried out on a small
supernet, where the initial inputs are passed though a convolutional layer that outputs
16 initial channels, and the supernet consists of 8 stacked cells. To apply the group
sparsity approach, the same operation in different cells of the same type is put into
the same group. There are two types of cells: normal cells and reduction cells, which
preserve and reduce the spatial resolution, respectively. Each cell consists of 2 input
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CIFAR-10 CIFAR-100

accuracy search cost accuracy search cost

DARTS (2nd) 9698 +£0.13  1.46 days 73.40+7.79  1.33 days
P-DARTS 97.05£0.20  0.25 day 83.46 £ 0.24  0.34 day
PC-DARTS 97.13 £ 0.16  0.13 day 82.57+0.71  0.15day
DrNAS 96.95 £0.08  0.83 day 83.15+0.23  0.90 day
GDAS [56] 96.63 £0.12 0.18 day 80.99 +0.34 0.36 day
ISTA-NAS [242] 96.64 +0.15 0.03 day 82.25 +0.77 0.03 day
GAEA [133] 96.12 £0.29 0.22 day 79.10 £0.89 0.22 day
GSparsity (prop.) 97.17 £0.11  0.42 day 83.56 £ 0.34  0.78 day

Table 6.4.: NAS on DARTS search space for CIFAR-10/-100. All results are reproduced
from their authors’ implementations.

nodes, 4 intermediate nodes and 1 output node. Each intermediate node is connected
to the 2 input nodes and previous intermediate nodes. Nodes are connected though
the 7 different operations of the search space, which results in a total of 98 different
operations inside each cell. Figure[6.2]provides an illustration of this description with
3 intermediate nodes and 4 different operations in the search space.

The supernet is trained for 50 epochs on the full training set with 50k samples
using ProxSGD, with a learning rate of € = 0.001 (without a learning rate scheduler)
and momentum of p = 0.8. The regularization gain 4 is chosen according to (6.2))
with u = 60. In order to find the architecture, the value of 7 is set to ‘cgk) = 1. This
removes the dependency of the squared gradient, as it is commonly used in optimizers
like Adam for example. The resulting algorithm is more in line with optimizers like
SGD with momentum. This approach speeds up the GSparsity method, while it is
still able to find architectures that are able to outperform NAS methods like DARTS
and DrNAS [37]].

The regularization gain u is tuned in a similar way as the bisection method. Firstly,
values of u are tried spanning a big range (such as u =0.1, 1, 10, 100) to determine
a small range in which the desirable u (i.e. the desired sparsity level) lies. Then
the bisection method is repeated in the small range, for example [50,100]. One can
typically find an appropriate u within 10 trials. Note that in order to reduce the
effort to tune y, a seemingly obvious way is to use a small u and only keep the top
k operations with the largest £;-norm. However, this discretization step would incur
notable performance degradation. Therefore, searching for the appropriate u will
reduce the performance degradation due to discretization and it is not an extra burden
compared to other methods.

Evaluation settings. For Evaluation, similar settings are used as in
DARTS [143]: 36 initial channels (after the first convolution), SGD with mo-
mentum (now without the ¢, 1-norm regularization) for 600 epochs, learning rate
€ = 0.025, momentum parameter p = 0.9, weight decay 3e-4, an auxiliary tower
with weight 0.4, cutout regularization with length 16 and ScheduledDropPath [255]]
with the maximum drop probability 0.3. In order to have a network size that is
comparable to other methods, 14 cells are stacked to form the evaluation network.
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Results on CIFAR-10 and CIFAR-100. The comparison between the proposed
GSparsity method and seven recent NAS algorithms is summarized in Table [6.4}
DARTS [143]], P-DARTS [39]], PC-DARTS [238]], DrNAS [37]], GDAS [56]], ISTA-
NAS [242] and GAEA [133]E] The GSparsity approach has the highest average
accuracy, with a low standard deviation. Note that the accuracies of the baselines,
albeit reproduced by using the authors’ original implementations, are generally
worse than reported in the respective papers. One possible reason is that, as discussed
in the experimental protocol, in these experiments the average performance based
on all architectures is considered (instead of the best architecture w.r.t. validation
performance, as done by many recent papers Thus, this concludes that the
performance of GSparsity is both good and stable. Appendix [C] also summarizes
the results for the best performing architecture. Figure shows the normal and
reduction cell of one of the three architectures that was found with the GSparsity
method on CIFAR-10.

Similar observations are drawn from experiments on CIFAR-100 [114]]. Here, the
GSparsity method achieves the highest average accuracy of all methods. Again, there
is a gap between the reproduced results and the reported accuracy in the respective
papers for the same reasons as mentioned for the CIFAR-10 experiments. Figure
shows the normal and reduction cell of one of the three architectures that was found
with the GSparsity method.

There is also the approach, where scaling factors are appended to the operations
and then pruned (instead of directly pruning the weights). It turns out that directly
pruning weights yields better results, see Appendix |C| for details. An ablation study
on the effect of the regularization parameter u on the structure of the final network is
presented in Appendix

6.5.2. ImageNet 2012.

The search and evaluation network on ImageNet 2012 differs from the network used
to search and evaluate CIFAR-10 and CIFAR-100. Similar to [37]], [39]] and [238]],
three convolutions with stride 2 are used in the beginning of the network in order to
downscale the spatial resolution of the ImageNet samples to 28 x 28. This greatly re-
duces the size of the features in the hidden layers. Also, following the same approach
as in [37], [39] and [238]], the network is trained on only 10% of the ImageNet 2012
samples during Search. The hyperparameter settings in the search phase are the same
as for the CIFAR-10 dataset. The model was trained in parallel on 4 Titan GPUs.

During Evaluation, the network is scaled to 14 cells with 48 initial channels,
following previous works ([37]], [39]], [238]]). The network is trained for 250 epochs
using the SGD optimizer with momentum. An initial learning rate of € = 0.5 is
used, which is decayed down to zero using a cosine annealing scheduler, momentum
p = 0.9, a batch-size of 512 and a weight decay value of 3e-5. The evaluation
network also uses an auxiliary tower with auxiliary weight of 0.4, as well as label
smoothing. The results are summarized in Table [6.3]

1Tt would be interesting to compare with HAPG [234]], but the authors’ implementation is not available
yet.

2However, the performance of the best architecture that was experimentally reproduced is still worse
than originally reported (with a non-negligible gap).
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(b) Reduction cell found by GSparsity for the CIFAR-10 dataset.

Figure 6.6.: Example of one architecture found by GSparsity on CIFAR-10. The restriction
on the number of operations per node has been removed. In order to match
the network size to other methods, less cells are stacked when evaluating the
architecture.

Note that because ImageNet 2012 is computationally demanding, each method in
this table was run only once. The PC-DARTS method is able to achieve the high-
est top-1 accuracy of 75.71%, followed by the GSparsity approach, which reached
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Figure 6.7.: Example of one architecture found by GSparsity on CIFAR-100. The restric-
tion on the number of operations per node has been removed. In order to match
the network size to other methods, less cells are stacked when evaluating the
architecture.

75.52%. DrNas was reproduced using the authors’ implementation, but the accuracy
reached only 65.25%, and it is notably below the one reported in [37]]. It takes PC-
DARTS and GSparsity roughly the same time to search for an architecture: 3.1 and
3.3 GPU days, respectively. DrINAS takes the longest with 7.3 GPU days. Also, it is
important to note that the difference in the number of parameters is mainly due to the
type of operations kept after Search is completed. For example, Identity has con-
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top-1 acc  top-5 acc search cost params

DARTS* 71.09 89.83 2.9days  5.54M
P-DARTS* 74.11 91.73 0.3 days 3.6TM
GSparsity* (ours) 75.29 92.42 0.5 days 6.29M
PC-DARTS 75.71 92.68 3.1days 5.57TM
DrNAS 65.25 86.23 7.3 days 3.33M

GSparsity (ours) 75.52 92.60 3.3 days 6.22M

Table 6.5.: NAS on DARTS search space for ImageNet 2012 (*Architecture has been
searched on CIFAR-10 or CIFAR-100). All results are reproduced from their
authors’ implementations.

siderably less parameters than convolutions, and DARTS tends to keep the Identity
operation. Since each method is expected to only keep 8 operations for each cell, the
number of parameters can vary widely.

6.5.3. NAS-Bench-201 Search Space

In this subsection the GSparsity method is evaluated on the tabular NAS bench-
mark NAS-Bench-201 [57]. NAS-Bench-201 aims to serve as a NAS benchmark
and consists of a large database that contains all possible 15,625 architectures of a
specific search space and a predefined architecture structure. Every architecture in
this database has a test and validation accuracy assigned to it. This allows for a fairer
comparison between different methods, as it removes any possible differences in the
evaluation procedure. It features experiments on the three different datasets CIFAR-
10, CIFAR-100 and ImageNet-16-120.

Architecture space and search settings. NAS-Bench-201 employs a fixed cell-
based structure similar to DARTS. The search space consists of the five operations
Zero, Identity, 1 x 1 Convolution, 3 x 3 Convolution and 1 x 1 Average Pooling. The
architecture has only one type of searchable cell and each cell contains 4 intermediate
nodes, where each node is connected to the previous intermediate nodes. There are a
total of 15 cells in the network and after every five cells there is a residual block with
stride 2 which downsamples the spatial size and doubles the number of channels. To
search for a single cell structure, operations of the same type across different cells are
placed into the same group (cf. Figure[6.5)). The network is trained with GSparsity for
100 epochs using the full training set. During training a learning rate of €y = 0.001
is used that is decayed down to €7 = 0.0001 using a cosine annealing scheduler. The
momentum is set to py = 0.8 and ’cl(k) = 1. The regularization gain y; follows
where u = 200.

Evaluation settings. The architectures found in the Search phase are simply
queried from the NAS-Bench-201 database to obtain validation/test accuracy. For
these experiments the performance for each architecture was queried and the table
reports the mean/standard deviation for the architectures resulting from 3 Search
runs using different seeds.
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CIFAR-10 CIFAR-100 ImageNet-16-120
validation test validation test validation test
DARTS (1st) 49.27 £ 134 59.84 +7.84 38.57 £0.00 38.97 +£0.00 18.87 £0.00 18.41 £ 0.00

DARTS (2nd) 58.78 £ 13.4 6538 +7.84 38.57 £0.00 38.97 £0.00 18.87 £0.00 18.41 & 0.00
P-DARTS 6472+ 19.1 7143 +14.2 38.57 £0.00 38.97 £0.00 28.03 £13.0 27.724+13.2

GAEA 83.31 +£1.31 83.18 £1.20 5494 +0.26 54.88+0.17 29.31 +£3.19 2842 +3.31
PC-DARTS 89.46 £1.05 93.06 £0.99 67.19+1.36 67.76 & 1.00 40.57 £ 0.77 40.84 £ 0.85
DrNAS 90.20 + 0.00  93.76 £ 0.00 67.84 +1.74 67.62 + 1.69 40.78 = 0.00 41.44 £ 0.00

GSparsity (prop.) 90.20 £0.00 93.76 £ 0.00 70.71 £0.00 71.11 £ 0.00 40.78 £ 0.00 41.44 + 0.00

Table 6.6.: NAS on NAS-Bench-201 search space (reproduced from their authors’ imple-
mentations).

Results. Table [6.6] shows that GSparsity performs amongst the best for all three
datasets on the NAS-Bench-201 search space. DrINAS performs similar to GSparsity,
finding the same architectures on CIFAR-10 and ImageNet-16-120. On CIFAR-100
the proposed GSparsity method is able to find the best performing network compared
to the other methods.

6.5.4. Robustness of GSparsity

Many NAS methods are prone to overfit their architecture parameters, which results
in a “collapse” of the architecture. These architectures often result in a lot of skip-
connections, and they do not perform well during evaluation. Thus, it is important
to devise NAS methods that are robust to this type of collapse. Experiments in [[248]]
show that DARTS performs poorly on different search spaces that only allow a subset
of operations from the original DARTS search space. In this subsection, GSparsity
is tested on the S1, S2 and S4 [’| spaces from [248|]. S1 consists of the same search
network as in the DARTS paper, but with only 2 operation choices per edge (refer to
Figure 9 in [248])). S2 is similar but the choices at every edge are from the set {3x3
SepConv, Identity }. S4 adds one harmful Noise operation to the set of operations in

S2.
Search Space DARTS* DARTS-ES*  GSparsity (prop.)
S1 9534 +£0.71 96.95 + 0.07 96.94 + 0.14
S2 95.58 £0.40 96.59 +0.14 97.40 £+ 0.11
S4 93.05+0.18 95.83 £0.21 97.36 + 0.12

Table 6.7.: Performance of DARTS, DARTS-ES and the proposed GSparsity on CIFAR-10
(*Results taken from Table 1 of [248]]).

The search and evaluation settings are the same as for the DARTS search space, ex-
cept that ScheduledDropPath has a maximum drop probability of 0.2 in Evaluation.
Note that [248]] proposed several methods to robustify DARTS, such as adaptive reg-
ularization and early stopping, which require computing the Hessian of the validation
loss w.r.t. the architecture parameters in DARTS as proxy for the flatness of the loss
landscape. These methods impose an additional overhead to Search. GSparsity does

3The search space S3 in [248] is {3%3 SepConv, Identity, Zero}. This search space is not considered,
because implicitly the operation Zero results from S2 when none of {3x3 SepConv, Identity} is
selected.
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not rely on such heuristics and therefore has much lower runtime and memory re-
quirements.

Table evaluates the performance of GSparsity on these search spaces, com-
paring it against DARTS and DARTS-ES (DARTS with early stopping from [248]]).
GSparsity performs amongst the best on all three search spaces, and substantially
better than DARTS-ES on S2 and S4, with up to 1.53% absolute test accuracy im-
provement on S4. DARTS-ES in turn clearly outperforms DARTS on all spaces. This
verifies the robustness of the proposed GSparsity algorithm.

This chapter introduced GSparsity, a unified approach for network pruning and
one-shot neural architecture search via group sparsity. Experiments show its flexibil-
ity in performing various tasks while maintaining competitive performance. GSpar-
sity is able to perform filter pruning, operation pruning as well as one-shot neural ar-
chitecture search. This method is able to find well performing architectures that can
be scaled to arbitrary size by stacking multiple cells. The benefits of this approach
for very large neural networks are twofold. Firstly, very large neural networks can
be trained from scratch with GSparsity using filter or operation pruning and the re-
sulting network can be pruned without incurring any performance degradation. This
removes the need of retraining very large neural networks after pruning in order to
maintain competitive performance. Secondly, structured sparsity can be better ex-
ploited by hardware, which can significantly speed up inference and reduce the size
of neural network architectures.

Further research can explore several different directions. The proximal algorithm
used in GSparsity lends itself for efficient distributed computing [[173[]. One could
develop a distributed proximal version of GSparsity for pruning and neural archi-
tecture search, which could tackle even bigger neural networks. Another possible
direction for extending this work could involve relaxing the DARTS supernet archi-
tecture. Most bi-level optimization methods have to use costly second-order methods
in order to update the architecture parameters. By keeping the same operations of dif-
ferent cells linked together, each operation of the search space for a unique cell type is
represented by one o-parameter. This reduces the overall number of parameters that
other methods have to update using second-order methods. GSparsity does not use
those a-parameter and it does not rely on second-order optimization methods, thus
one could prune each operation in each cell individually. This more flexible approach
could increase the accuracy of the model, but it is not clear how to stack the resulting
pruned cells in the evaluation network when each cell is unique. A third direction
to extend this method is to consider a more general approximation subproblem than
what is considered in ProxSGD. This would amount to solving a (strongly) convex
function iteratively for a certain number of iterations in order to find a solution. One
benefit would be a possible reduction in the number of steps until convergence. The
drawback of this approach is the use of an iterative solver, which will increase the
compute time per iteration.
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Despite the impressive performance of deep neural networks, many of the recent ad-
vances in accuracy correlate with an increase in the size of these models. Nowadays,
in order to push for even higher performance, very large neural networks have been
developed by certain groups that have the resources to distribute their training onto
multiple nodes. Due to their size, each iteration during training becomes increasingly
costly. Also, very large neural networks take up a large portion of the GPU memory,
which in turn limits the number of samples that can be used in each mini-batch, which
further increases the training time. Different methods have been proposed to reduce
the number of iterations to convergence. There have also been many new proposed
optimizers that try to efficiently train large neural networks across different nodes on
a cluster.

Tools that allow for an investigation of various loss landscape properties per it-
eration can assist researchers in exploring different aspects of proposed optimizers
and neural network models. This can help in making informed decisions on future
optimizer and neural network design, which are more efficient than current methods
and models. Also, since the performance of most state-of-the-art networks correlates
with an increase in network size, cutting edge research is only possible for institu-
tions with access to huge compute resources. In order to democratize the field of
deep learning and to make it more environmentally friendly by reducing the amount
of compute used for training, the field of AutoML and NAS tries to automatically
find performant models with a reasonable size.

This thesis introduced several ways to deal with very large neural networks, by
providing tools for loss landscape investigation, which can help in the development
of more efficient optimizers and neural network models. Also, this thesis explores
the use of proximal methods, which on the one hand provide an efficient way for
shrinking the model size of neural networks through unstructured pruning, and on
the other hand allow for efficient structured pruning as well as neural architecture
search.

Firstly, this thesis contributes to the field of optimization and deep learning by
combining efficient eigenvalue computation with high dimensional loss surface visu-
alization in order to find meaningful directions in the parameter space of deep neural
networks. This allows for an investigation into the behavior of different optimizers
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as well as different types of deep neural network models. In order to speed up the
computations of loss surface visualization, the different points of the input grid are
computed in parallel. Also, a novel iteration parallel evaluation method is introduced
for computing the stochastic Lanczos quadrature algorithm, which allows for more
efficient parallelization than the data parallel approach. All of these methods are
available in the GradVis toolbox, which works with the popular libraries PyTorch
and TensorFlow. Using these tools, this thesis depicts for the fist time the loss land-
scape of a neural network in the direction of various eigenvectors as well as between
two local minima.

Future possible research directions include the investigation of different types of
models and optimizers using the eigenvalues and eigenvectors. One could also in-
vestigate the eigenspectra of different parts of a network, for example how different
filters in a convolution converge during training. Also, one could investigate certain
phenomena in deep learning that are not well understood, like the large batch size
problem [|199]], in order to observe how the loss landscape differs for different batch
sizes. This could potentially motivate the development of a novel optimizer that does
not suffer from the large batch size problem. A third possible direction is to com-
bine the proposed method-parallel stochastic Lanczos algorithm with the previously
introduced data parallel method. This could potentially speed up the calculation of
the full eigenvalue spectrum even further.

Next, this thesis contributes to the field of GANs, by using the eigenvalue and
visualization tools in order to visualize their full eigenvalue densities at different
iterations for the first time. This allowed to observe how GANs that suffer from mode
collapse behave differently, compared to instances where the network does not suffer
from mode collapse. This lead to the introduction of NudgedAdam, an optimizer that
effectively regularizes GANs and thus prevents the networks from mode collapse.

This line of work could be extended by investigating other GAN architectures, in
order to observe how these architectures behave under mode collapse. In this work,
convolutional GANS still suffered from mode collapse, even after optimization with
NudgedAdam. Thus, observing the eigenvalue spectra of convolutional GANs and
comparing them to their fully-connected version could reveal how they differ during
optimization and possibly lead to new optimizers that prevent more types of GANs
from mode collapse.

In order to reduce the size of very large neural networks, this thesis introduced
ProxSGD, the first optimizer using proximal updates for stochastic preconditioned
gradient methods. This optimizer has a convergence guarantee and is able to unify
multiple popular optimizers into one framework. Experiments show that ProxSGD
is able to find sparser networks while reaching similar accuracies compared to com-
monly used optimizers.

This work could be extended in a number of ways. Firstly, there is no reason why
the ¢-norm in the proximal operator should be favored over other distance measures.
One could formulate the optimizer using the Bregman divergence [|31} 60] or entropic
penalties [220]. Secondly, instead of using the quadratic objective in the ProxSGD
formulation, one could aim at solving the proximal operator using a more general
convex function. This would probably require solving the subproblem iteratively,
which slows the per iteration computation, but on the other hand this could reduce
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the number of iterations to convergence. Thirdly, one could extend ProxSGD to a
distributed setting. There are several ways to define proximal gradient methods for
distributed training. One could for example use ProxSGD with ¢ -regularization, in
order to more effectively compress the information that is sent between workers (see
[[77]] for a similar approach), though there are many other directions one could exploit
the proximal operator in the distributed setting [|173]].

Lastly, this thesis unifies sparsity and one-shot NAS through operation pruning by
using ProxSGD with ¢; |-regularization. Experiments show that using group sparsity
via ProxSGD achieves better results for filter pruning compared to previous heuris-
tic proximal algorithms. Also, the group sparsity approach allows for pruning entire
operations, which is achieved by grouping all trainable parameters of each operation
together. In the NAS setting, GSparsity casts the NAS problem as a single-level op-
timization problem, which renders the architecture parameters used in most one-shot
methods useless. This problem can be solved optimally by the ProxSGD algorithm,
due to its convergence guarantee. GSparsity forces the weights of non-important
groups exactly to zero and is thus able to converge to a group-sparse solution. Thus,
GSparsity does not suffer any performance degradation in the discretization step, con-
trary to previous methods. An additional benefit to this approach is that GSparsity is
robust to a ’collapse” of the architecture, which is an issue for many other methods.

The GSparsity method can be extended in multiple ways. Future research could
investigate whether Bregman divergences or entropic penalties improve performance
even further. Also, one could incorporate the partial-channel connections introduced
in PC-DARTS [238]], which reduce the computation time significantly and have been
used in many recent NAS methods [37, 42]]. Also, since GSparsity does not rely
on architecture parameters, one can remove the dependence on cell structure during
training, and treat each operation individually. This is very costly for other methods,
as many rely on second-order optimization of the architectural parameters in order to
converge to a solution. Lastly, one could try and use the structured pruning capabili-
ties of group sparsity for distributed training, by using structured pruning in order to
speed up time to convergence.
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Appendix

Proof of Theorem 5.1

Proof The claim limy_... [|[v®) — Vf(w™®)|| = 0 is a consequence of [192, Lemma
1]. To see this, one just needs to verify that all the technical conditions therein are
satisfied by the problem at hand. Specifically, Condition (a) of [192, Lemma 1] is
satisfied because W is closed and bounded. Condition (b) of [[192, Lemma 1] is
exactly (5.44). Conditions (c)-(d) of [192, Lemma 1] come from the stepsize rules in
(5.43) of Theorem [5.1] Condition (e) of [[192, Lemma 1] comes from the Lipschitz
property of V f and stepsize rule in (5.45)) of Theorem|5.1

The following intermediate result is needed to prove the limit point of the sequence

w® is a stationary point of 1l

Lemma There exists a constant L such that

@™ &) - b))

SszUﬂ) _ )

—|—€(k1,k2),
and limk1 ’k2_>ooe(k1 ,kz) =0 W.p.l.

Proof Assume without loss of generality (w.l.0.g.) that 7, = 71, and the approxima-
tion subproblem (5.33) reduces to

&® 2 argmin { (w—w®) o® + 2w — w3+ r(w) }.

weX

It is further equivalent to

; N ® L Yy — ® 12
we}g}l(?u)gy{(w w'") v +2Hw w Hz—i-y}, (A.1)

where the (unique) optimal w and y is (@®) and r(@w®))), respectively.
Assume w.l.o.g. that ko > k;. It follows from first-order optimality condition that

(w —@*NT (0*) p1(@* ) —w®))) 4y — r(@* 1)) > 0,Vw,y such that r(w) <y
(A.22)

(w—@*NT (v*) r(@*) —w*))) 4y — r(@%)) > 0, Vw,y such that r(w) < y.
(A.2b)
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Appendix A: Proof of Theorem

Setting (w,y) = (@), (@) in (A2d) and (w.,y) = (@4, r(@"))) in (A.20),

and adding them up, one obtains

(@(kl) _{lj(kz))T(v(kl) _U(kz)) _r(w(kl) _w(kz))T(@(kl) _@(kz)) < _TH{EU‘I) _ k) H%

(A.3)
The term on the left hand side can be lower bounded as follows:
<@(k1) —@(kz),’v(k‘)—Vf( (kl)) (k2) +Vf( )>
+<@(k|) —’lﬁ(kZ),Vf(’w(k' )= Vf(w > < kz w ) f,w(kz)>
> —||[@®) —@®)|| (e, +ex,) — (L+7) Hw k) _ H [w®) —w®)|| (A4

where the inequality comes from the Lipschitz continuity of Vf(w), with
&g 2 H'U(k) _Vf(w(k))H-
Combining the inequalities (A.3)) and (A.4)

&4 - @) < (Lo ) -0+ o),
which leads to the desired (asymptotic) Lipschitz property:
)~ 0| < Zfao) 0| 4l o).

with L 2 1 (L41) and e(ki,ka) 2 1" (&, + €x,), and limy, ety se0e(ky,k2) = 0
w.p.1.

Define U (w) 2 f(w) + r(w). Following the line of analysis from (5.41)) to (5.42),
one obtains

U(w* D) — U (w™®) (A.5)
< g ((@H —w®) (Vf(w®) + r(@®) — r(w®)) + %8%\}@“" —w|”
= ex(@" — ") (Vf(w®) —v® + o0 4 H(@H) - r(w?)) + %s,%”ﬁ(k) —w®|?

< g <T_§ek> 189 — w4+ e[ 6® —w® ||V @) — @], (A6)

where in the last inequality (5.40) was used together with the Cauchy-Schwarz in-
equality.

Next, it is shown by contradiction that liminf/HmH@(k) —w® H =0 w.p.1. Sup-
pose liminf;HwH@(k) — w(k)H > % > 0 with a positive probability. Then one can
find a realization such that at the same time H'LT)(]‘) —w® H > > 0 for all k£ and
limy ||V f (w)) — v(k)H = 0; focus next on such a realization. Using H@(k) -

(k) H > % > 0, the inequality is equivalent to

U(w* )~ U(w®) < —g <'c— Se- ; V() —® H) 5% —w®|.
(A.7)
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Since lim;HwHV Flw®) —p® || =0, there exists a ko sufficiently large such that

t—gek—;HVf(w(k))—v(k)H >%1>0, Vk> k. (A.8)

Therefore, it follows from (A.7) and (A.§) that
U(w®) —U(wy,) < —T*Lk_ et (A.9)

which, in view of Y57 €"! = eo, contradicts the boundedness of {U (w®)}. There-
fore it must be liminfy_se H'Lﬁ(") —w® H =0 w.p.l.

Let us show by contradiction that limsup,_,, HIB(") —w® H = 0 w.p.1. Suppose
limsup;_,,, H@(k) —'w<k)H > 0 with a positive probability. Next, focus on a real-
ization along with limsup,_,., Hzﬁ(k) —w(k)H > 0, limk_>o<,HVf(w(k)) — v(k)H =0,
liminfy .|| @® —w®|| = 0, and limy, 4, e(ki,k2) = 0, where e(ky, k>) is defined
in Lemmal|l| It follows from limsup,_,., H@(k) —wh® H > 0 and liminfk_mH@(k) —
w® H = 0 that there exists a > 0 such that HAw(k> H > 2§ (with Aw® £ k) —
wW®) for infinitely many  and also HAw(k) H < O for infinitely many k. Therefore,
one can always find an infinite set of indexes, say 7, having the following properties:
for any k € 7, there exists an integer iy > k such that

HAw(")H<8, HAwUk) <2 k<n<ir.  (A.10)

528, §< HAw(”)
Given the above bounds, the following holds: for all k € T,

6 < HAw“’J

Jewt

<~ o] -

‘(@m — )y — (@® _w(m)H
< [|@® —w®|| + Hw(ik) _w(k>H

< (1+L)[|[w®™ —w®|| +e(iy, k)

<(1+L)Y* e, Aw(”)H +e(ig, k)

<28(1+L)Y" e, + ey, k), (A.11)

implying that - ~ 1
liminf ¥~ e, > §; £ — > 0. A.12
ok L=k & = O1 2(141L) ( )

Proceeding as in (A.11): forall k € T,
HAw(kH)H — HAw(k)H < HAw(kH) - A'w(k)H <(1+L)g HAw(k)H +e(k,k+1),
which leads to
(14 (1+L)&y) HAw(k)H Velkk+1)> HAw("“)H >8,  (AI3)

where the second inequality follows from (A.I0). It follows from (A.13)) that there

151



Appendix A: Proof of Theorem

exists a 8, > 0 such that for sufficiently large k € T,

HAw(k)H < d—e(k,k+1)

> 2 >8,>0. (A.14)
1+ (1+L)g

Here, after assuming w.l.o.g. that (A.14) holds for all k € T (in fact one can always
restrict {w® } ;. to a proper subsequence).

The next step is showing that (A.12) is in contradiction with the convergence of
{U(w™)}. Invoking ( . for all k € ‘T

U D) — U(w®) < g (r_ ggk> &% —w(")HZJrekSHV Flw®)— o)

e (T_ggk |V (w H) 15 — b

+£k5HVf(w(k))—v(k)H2, (A.15)

and for k < n < i,

- 2 Hzﬁ(n)
L Vi(w ~(
(2 N H) -

where the last inequality follows from (A.I0). Adding (A.I3) and (A.16) over n =
k+1,...,ix— 1 and, for k € T sufficiently large (so that T — Lg; /2 — 8! HVf(w(")) -
n) ‘ >7 (k)) — H < fS%/S), this results in
()

U(w(ik)) _ U('w(k)) <

< B e e (T3 Vs w®) o)

(‘{) 2Ryl A.17
= T Zzn k+18n7 ( . )

U(,w(n-‘rl))_U(,w(n)) < g, (T—Lgn— va(w o H H) H,w —w )H2

(A.16)

AL e[ -+ ed HVf(w“‘)) —o|

where (a) follows from 17 — Lsk/2 — 8*1“Vf(w(”)) — v(")H >7 > 0; (b) is due to
b and in (c) HVf vk | < 785 /8 was used. Since {U(w*))} converges,

it must be liminf Zk k] +18n = 0, which contradicts (A.12)). Therefore, it must be

'Iak—>
hmsupk_me H =0w.p.l.

Finally, a proof is given that every limit point of the sequence {'w } is a sta-
tlonary solution of (5.29). Let w* be the limit point of the convergent subsequence
{'w } eq- Taking the limit of over the index set 7 (and replacing w.l.o.g. y
by r(w))
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lim_(w— @) (0 41 (50 - w®))+ r(w) — (@)
T Sk—roo

= (w—w*)Vf(w*) +r(w) — r(w*) >0, Vw € X,

where the last equality follows from: i) lim;HooHV f (w(k)) — v(k)H = 0, and ii)
lim ;HwH@(k) —wh H = 0. This is the desired first-order optimality condition and
w™ is a stationary point of (5.29).
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Appendix

ResNet-50 Structure after Pruning

In this section the resulting network structure of ResNet-50 after filter pruning is
summarized. The structure of the unpruned ResNet-50 network is shown in Table
[B.1] It consists of 4 layers, where each layer contains a certain number of blocks.
Each block contains three different convolutions. In the experiments from Section
the ResNet-50 model is trained on ImageNet-2012 using GSparsity. Table
depicts the resulting pruned networks, which have been trained using GSparsity with
u € {0.02,0.05,0.07,0.10}. Note that the filter height and width are removed from
each cell in Table B.2]in order to save space.

Layers | Blocks | Convl Conv2 Conv3
Block1 | 1x1,64 |3x3,64 | 1x1,256
Layer1 | Block2 | 1x1,64 | 3x3,64 | 1x1,256
Block3 | 1x1,64 |3x3,64 | 1x1,256
Block 1 | 1x1,128 | 3x 3,128 | 1x 1,512
Block2 | 1x1,128 | 3x 3,128 | 1x 1,512
Block3 | 1x1,128 | 3x 3,128 | 1x 1,512
Block4 | 1x1,128 | 3x3,128 | 1x1,512
Block 1 | 1x1,256 | 3x3,256 | 1x1,1024
Block2 | 1x1,256 | 3x3,256 | 1x1,1024
Block 3 | 1x1,256 | 33,256 | 1x1,1024
Block 4 | 1x1,256 | 33,256 | 1x1,1024
Block 5 | 1x1,256 | 33,256 | 1x1,1024
Block 6 | 1x1,256 | 33,256 | 1x1,1024
Block 1 | 1x1,512 | 3x3,512 | 1x1,2048
Layer4 | Block2 | 1x1,512 | 3x3,512 | 1x1,2048
Block 3 | 1x1,512 | 3x3,512 | 1x1,2048

Layer 2

Layer 3

Table B.1.: The structure of the unpruned ResNet-50 network that is used for training on
ImageNet-2012. Each cell contains the filter height x filter height as well as the
number of output channels.
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Appendix

CIFAR-10 and CIFAR-100 on
DARTS Search Space

Accuracy of the best performing architecture As previously mentioned, this the-
sis deviates from the commonly used practice of only reporting the average accuracy
of the model with the best performance. In Table the results obtained from Table
[6.4] are used to find the best performing architecture for each method on CIFAR-10
and CIFAR-100. On CIFAR-10, observe that PC-DARTS is able to reach the highest
accuracy with 97.38 £ 0.08, followed closely by P-DARTS with 97.25 4+ 0.07 and
the proposed method GSparsity with 97.24 + 0.03. On CIFAR-100, the proposed
method is able to find the best performing architecture, which reaches an average
accuracy of 84.04 + 0.28, followed by P-DARTS with 83.62 + 0.19.

CIFAR-10 Accuracy CIFAR-100 Accuracy

DARTS (2nd) 97.09 £ 0.09 81.05 + 0.23
P-DARTS 97.25 £+ 0.07 83.62 = 0.19
PC-DARTS 97.38 & 0.08 83.38 = 0.20
DrNAS 96.98 + 0.07 83.41 £ 0.18
GDAS 96.77 £ 0.11 81.41 + 0.40
ISTA-NAS 96.86 == 0.02 83.17 £ 0.17
GAEA 96.57 & 0.04 80.34 + 0.05
GSparsity (prop.) 97.24 £+ 0.03 84.04 = 0.28

Table C.1.: Accuracy of the best architecture found by different NAS methods for the
DARTS space. Each method has been run three times, and each of those three
architectures that have been found have been evaluated three times. This table
summarizes the performance of the best architecture out of the three that have
been search by each method, contrary to Table[6.4, which shows the average
accuracy of all three architectures.

Pruning weights vs. pruning switches This paragraph investigates the approach
where scaling factors (which act as a switch) are appended to the operations and then
pruned (instead of weights). It turns out that the magnitudes of the scaling factors are
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very sensitive to the value of u and they are either all active or all zero. For example,
* when u = 3.66, all scaling factors are active.
* when u = 3.67, all scaling factors are zero.
* when u = 3.69, all scaling factors are active.

Therefore, it is more beneficial to directly prune the weights, which is not as sensitive
to changes in the value of u. See Appendix |E{for an ablation study where weights are
directly pruned.
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Appendix

Convergence of ProxSGD vs. SGD

This section compares the convergence of ProxSGD and SGD with /5 ;-regularization
in the NAS setting. For this experiment the weight decay is set to a fixed value of
4t =50 and a network architecture is searched using the proposed GSparsity method.
For SGD the best performing hyperparameters are chosen after a variety of learning
rates are searched. The momentum stays fixed at p = 0.9. The results are summarized
in Figure[D.1]

Observe that GSparsity outperforms SGD with a lower training objective and a
higher validation accuracy. The biggest difference is observed in the cell architec-
ture though, which is depicted in Figures and for SGD and Figure for
ProxSGD. One can see that while GSparsity is able to converge to a sparse solution,
with 44 non-zero operations in the normal cell and 11 operations in the reduction
cell, SGD does not converge to a sparse solution. There are 96 remaining operations
in the normal cell and 95 remaining operations in the reduction cell.
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Figure D.1.: Neural architecture search using SGD and ProxSGD (denoted by GSparsity).
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Figure D.2.: Normal cell for u = 50 trained with SGD. There are 96 non-zero operations in
this cell after pruning.
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Appendix

GSparsity and NAS: Ablation Study

In order to see the effect of the regularization parameter u on the structure of the final
network, the found architecture for u € [0.1, 1, 10,50, 100,200,500, 1000] is depicted
in Figures (E.I)-(E.TT)). During training of each model with GSparsity, the learning
rate has been kept at a fixed value of € = 0.001. One can observe that the number
of non-zero operations decreases monotonically with the value of u. For u = 0.1, the
number of non-zero operations in the normal cell is 98, and in the reduction cell there
are 64 operations. On the other hand, for a very large value of u the network prunes
all of the operations in both cells, as can be seen in Figure for u = 1000. For
small values of u, the resulting number of operations is more sensitive for changes
in its value. For example, going from u = 0.1 to u = 1, a change of only Au = 0.9,
the total number of non-zero operations is reduced by 42. But going from u = 100 to
1 =200 only reduces the number of non-zero operations by 10.
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